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Abstract

Background: In knowledge transfer for educational purposes, most cancer hospital or center websites have existing information on cancer health. However, such information is usually a list of topics that are neither interactive nor customized to offer any personal touches to people facing dire health crisis and to attempt to understand the concerns of the users. Patients with cancer, their families, and the general public accessing the information are often in challenging, stressful situations, wanting to access accurate information as efficiently as possible. In addition, there is seldom any comprehensive information specifically on radiotherapy, despite the large number of older patients with cancer, to go through the treatment process. Therefore, having someone with professional knowledge who can listen to them and provide the medical information with good will and encouragement would help patients and families struggling with critical illness, particularly during the lingering pandemic.

Objective: This study created a novel virtual assistant, a chatbot that can explain the radiation treatment process to stakeholders comprehensively and accurately, in the absence of any similar software. This chatbot was created using the IBM Watson Assistant with artificial intelligence and machine learning features. The chatbot or bot was incorporated into a resource that can be easily accessed by the general public.

Methods: The radiation treatment process in a cancer hospital or center was described by the radiotherapy process: patient diagnosis, consultation, and prescription; patient positioning, immobilization, and simulation; 3D-imaging for treatment planning; target and organ contouring; radiation treatment planning; patient setup and plan verification; and treatment delivery. The bot was created using IBM Watson (IBM Corp) assistant. The natural language processing feature in the Watson platform allowed the bot to flow through a given conversation structure and recognize how the user responds based on recognition of similar given examples, referred to as intents during development. Therefore, the bot can be trained using the responses received, by recognizing similar responses from the user and analyzing using Watson natural language processing.

Results: The bot is hosted on a website by the Watson application programming interface. It is capable of guiding the user through the conversation structure and can respond to simple questions and provide resources for requests for information that was not directly programmed into the bot. The bot was tested by potential users, and the overall averages of the identified metrics are excellent. The bot can also acquire users’ feedback for further improvements in the routine update.

Conclusions: An artificial intelligence–assisted chatbot was created for knowledge transfer regarding radiation treatment process to the patients with cancer, their families, and the general public. The bot that is supported by machine learning was tested, and it was found that the bot can provide information about radiotherapy effectively.
Introduction

Rationale
To educate patients with cancer, their families, and the general public about the radiation treatment process in a cancer hospital or center, understanding the radiotherapy chain, including all the steps that a patient visiting the clinic has to go through, is necessary. For those people who are unfamiliar with radiotherapy, the radiotherapy chain is complex and intimidating [1,2]. By developing a simple and comprehensive internet-based virtual assistant such as chatbot or bot through which the radiation treatment process can be explained to the user at their own pace, the user can be guided through each step in the radiotherapy chain with simple and relevant information. This was the basis for creating a chatbot capable of explaining this process and reducing the risk of misinformation for the user, while also benefiting from availability [3,4]. Patients must schedule an appointment with the radiation oncologist, who has a fixed period during which they can ask questions, but a bot will be permanently available to them.

Although the bot is functional for purposes of explaining radiotherapy chain to the users, it serves as a proof of concept for more sophisticated and open-ended health chatbot. The IBM Watson application programming interface (API) allows the programmer to easily add to the program and update any connected applications automatically [5]. Alternatively, additional dialogue chains can be added into a single assistant, which could be used to combine a general assistant such as this one with more specialized assistants. For example, one could focus on a specific part of the radiotherapy chain and can respond to queries specific to a single portion.

Background

The Radiotherapy Chain
The radiotherapy chain refers to the various steps during a patient’s treatment, from the initial diagnosis until their eventual radiation treatment in the cancer hospital or center. Generally, the steps in the radiotherapy chain consist of the major checkpoints in the radiation treatment. In this bot, the radiotherapy chain includes seven key stages in the following order: (1) patient diagnosis, consultation, and prescription; (2) patient positioning, immobilization, and simulation; (3) 3D imaging for radiation treatment planning; (4) target volume and organ delineation; (5) radiation treatment planning; (6) patient setup and plan verification; and (7) treatment delivery. First, the bot will provide a big picture of the radiotherapy chain to the user and state these 7 steps before explaining each of them in detail.

The first step in the chain is diagnosis, consultation, and provision of prescription. This is when the radiation oncologist meets the patient with cancer and conducts a medical examination. After reviewing the patient’s medical record, laboratory test result, and radiology report, the radiation oncologist decides whether radiotherapy is suitable for the patient. If this is the case, the radiation oncologist will prescribe radiation dose for the tumor and prepare the patient for the next step of patient positioning, immobilization, and simulation in the chain. This step, along with the next step, 3D imaging for radiation treatment planning, are sometimes combined and referred to as a single patient simulation step. The purpose of these steps is to acquire the patient’s 3D image set of anatomy including the tumor through computed tomography (CT) for treatment planning. This involves positioning the patient on the treatment couch such that they can be seated comfortably, while at the same time, the radiotherapists are able to place the patient in the same position in daily treatment. As even a minor positional or orientation deviation would change the radiation beam targeting during irradiation, a variety of immobilization devices such as headrests and body molds are used to ensure minimal movement [6]. After the patient has been immobilized, a CT scan is performed to acquire the information about the patient’s anatomy using a CT simulator. This allows the radiation staff to identify the tumor and critical organs. In some cases, a contrast agent will be injected into the patient to improve the quality of the scan [7]. Once the tumor has been identified and its size and shape have been determined, the patient is usually marked on the treatment couch, to indicate the targeted radiation dose delivery in the final step of the radiotherapy chain. For the acquired CT image set of the patient, the radiation oncologist contours the 3D shape and location of the tumor. This process is becoming more automated with the increasing accuracy of software image recognition and deep learning [8,9]. The tumor is referred to as the gross tumor volume. Once this has been obtained, the clinical target volume and planning target volume are identified [10]. The planning target volume includes portions of healthy tissue, which is simply an inevitable consequence of current radiation treatment. The target volume is the focus of the next step—treatment planning. The main goal is to determine a treatment plan, which delivers a high dose to the target volume, while at the same time, minimizes radiation exposure to the surrounding healthy tissues. Radiation oncologist, radiotherapist, and medical physicist work together to create a plan that is tailored to the treatment based on plan variables such as positions and sizes of the patient, target, and critical organs. After the treatment plan is created, patient setup verification is initiated. This is referred to as verification simulation. In this step, the patient’s treatment is conducted as a dry run before the patient’s actual treatment. This process is performed with the help of computers to simulate the patient’s anatomy and cancer location, for both practice and quality assurance purposes [11]. A study conducted in 2018 confirmed that this process resulted in reduction in the rate of incidents during treatment and anxiety levels of both patients and staff during treatment [12]. After patient setup and
plan verification, the patient is finally ready to receive radiation treatment. In most cases, the course of treatment includes one to thirty fractions. In the patient’s first fraction, the patient is placed in the position established during their initial immobilization. Radiotherapists deliver the dosage as prescribed by the radiation oncologist. Patient images from cone-beam CT or portal imager are taken at this point to guide the patient setup. This informs the radiation staff about whether the treatment dosage is effective [13,14].

Health Care Chatbots
The radiotherapy chain is a lot of information for a patient or family member to process in a single session. It is important for them to understand the basic treatment process when visiting the cancer center, with a similar level of detail as a patient received during briefing from a radiation staff in an in-person education section. One of the most prominent advantages that health care chatbots have over physicians is their accessibility. A chatbot can be accessed by patients at any time through internet. An autonomous health care chatbot can learn from all available information on any given topic in minutes, as opposed to years. All physicians and medical specialists are limited by information gathered through their own experiences or readings. A software bot such as a patient-facing bot can feasibly learn from the experiences of every health care bot and process information on a given topic at a rate incomparable with that of humans [15]. A sufficiently advanced software bot could make connections that no human would be capable of simply owing to the incomparable processing capabilities of modern computers. Health care chatbots are an inevitable consequence of these advancements. They provide a means by which a practically infinite information source can be simplified and communicated to suit the needs of a human [16]. This can be achieved through scripting and computer programming on the chatbot virtual assistant platform. Chatbots for the purposes of health care have existed since the 1960s, but the computers of the time simply lacked both the information and optimization to have any practical use [17]. This was much before computers were capable of natural language processing (NLP) or machine learning (ML.). In recent years, many health care chatbots have been adopted for a variety of purposes, ranging from chatbots encouraging physical fitness to diagnostic chatbots [18]. Although health care chatbots have not yet been fully adopted by the medical field, receptiveness toward the idea of increased use of health care chatbots is moderately high and shows signs of continuing to increase simultaneously with improvements in NLP and ML [19,20]. This is especially true for informational health care chatbots, which show high levels of receptiveness among medical professionals. A study in the United Kingdom found high demand for increased chatbot use in health care, especially among young populations [21].

Turing Test
Turing test was suggested by Alan Turing in 1950 to justify a machine’s ability to exhibit intelligent behavior equal to that of a human [22,23]. In the test, an evaluator would judge the conversations between a human and a machine (computer) designed to mimic human-like responses (Figure 1). The human evaluator, human, and computer are isolated from one another, and the conversation would be limited to the text-only channel. To pass the test, the evaluator must not distinguish the computer from the human. Since the Turing test was introduced, it has become an important concept in the philosophy of artificial intelligence to justify whether the intelligence of a computer is similar to that of a human. The Turing test affects the development of digital communication program such as NLP [24]. ELIZA is an NLP computer program created at the Artificial Intelligence laboratory in Massachusetts Institute of Technology between 1964 and 1966 [25]. ELIZA simulated the conversation with users using the pattern matching approach, which demonstrated superficiality of communication between humans and machines. As people attributed human-like feelings to ELIZA, it is believed that the program could positively influence the lives of many people. The example of ELIZA inspired the idea to create chatbot with artificial intelligence to help users who need human-like touch and communication [15,16].
Objectives
The goal of this study was to develop a bot capable of explaining the radiation treatment process in terms of radiotherapy chains to the user in a simple and informational manner. Maintaining the bot as less conversational would also benefit from having a reduced risk of uncanny valley effects. Using IBM Watson’s API, a basic conversation structure was created to explain the purpose of a radiotherapy chain and teach the user about each step in the chain. During bot development, it was important to program sufficient number of expected intents for the program to understand what the user is trying to communicate and generate a response. Another goal was to enable the bot to respond to requests for additional information with more detail and, if this was insufficient, direct the user to a source for more in-depth information. Although this bot was designed with various restrictions in mind, an important intention was to allow the bot to be directly implemented into a variety of different applications or websites depending on its purpose. One of the main advantages of Watson is its API [27], which is simple and user-friendly, allowing for a variety of very simple implementations into commonly used apps such as SMS text messaging and WhatsApp.

Watson API

Intent
Watson recognizes user input as intents. These are values chosen by the programmer based on expected user input. The values are separate from the dialogue chain and are effectively used by Watson as variables. If the chatbot is expected to request information from the user, the programmer provides as many predictable responses as possible to represent a specific user request. Some of these intents will be referred to frequently, whereas others will be referred to only once.

Nodes
Basic conversation structure is created using user-created nodes. Every unique node represents a specific section of the dialogue. In Watson, these nodes can be connected either in parallel or sequentially according to the dialogue tree. For example, the dialogue has the potential to split based on user input; then, the node can be created in parallel to another node. If the dialogue is only designed to flow from one point to another, the dialogue will be written in series. Nodes that lead to a series are referred to as parent nodes, and the nodes that follow are referred to as child nodes. Nodes that have no child nodes run in parallel with the first node and are referred to as root nodes. Each dialogue node can be activated by a specific condition—almost always in the form of intents. Once a node is completed, the chatbot has 2 options. It can either wait for a reply if user input is required for the next child node or jump to another node at any point in the dialogue.

Digressions
Dialogue nodes have many different options depending on their function in relation to the chatbot. Digression settings allow the
programmer to allow or disallow nodes from being activated, when the node exists outside the current dialogue chain. The programmer can use *digression* to set responses that can be activated at any point in time. This is especially effective for developing methods to allow the user to skip certain portions.

**Multiple Conditioned Responses**

Dialogue nodes can also be set to respond to multiple conditions and have varying responses depending on the user input. This is useful for forming responses to conversation-specific questions. A dialogue node can contain responses to multiple questions and then immediately return to the dialogue chain. Without this functionality, questions would need to be represented by individual nodes. Then, the nodes would require *jump to* commands to return to the original dialogue chain or duplicate sets of child nodes to continue the conversation.

**Testing**

The testing feature in the API allows the programmer to examine the program without requiring an integration of the bot. The tester will display the user’s intent when the user makes a statement. This can be used to solve disambiguation issues when the program has >1 similar intent.

**The Radiotherapy Chain Dialogue Tree**

The bot was designed by establishing a dialogue tree based on a series of predefined rules to guide the users by offering them a conditional *if or then* at each step. This conversation flow is based on the workflow of the bot, as shown in Figure 2. The tree was created by the programmer by considering the feedback from the users, and the complexity of the tree depends on the amount of content in the bot. The intent was to create an informational tool capable of being accessed and used by the user in the most efficient manner possible. From this, the basic dialogue tree was formed. This was represented in the Watson platform by a single parent node indicating the start of the conversation, with each step of the radiotherapy chain represented as a child node of the previous step. Once this was finalized, a variety of global variables were created in parallel to the initial parent chain. These were programmed using the *jump to* commands, because they are not part of the conversation structure. They can be accessed at any time if the user asks the bot about a specific section of the radiotherapy chain or if the user simply wants to start from the beginning. At this point, the bot was already functional, but it did not yet satisfy the goal of responding to queries for information. Child nodes were added to each link in the dialogue chain to respond to requests for more information and another child node was added to indicate whether the information was unsatisfactory to the user. Figure 2 shows a flowchart of the dialogue chain. As indicated, the user can either go through the radiotherapy chain by selecting *continue* at each dialogue node. In Figure 2, the nodes in the form of a red rhombus represent nodes along the parent chain, which require user input to continue. The white diamonds represent potential forks in the chain. After each of these forks, the bot will return to the parent chain.
**Integration**

For integration, a website was chosen to host the bot for the sake of simplicity. As the topic is relatively specific, integrating it into a website allows the bot to be found by web crawlers. This ensured that if someone looks for a radiotherapy chatbot on a search engine, this bot can easily be found. The website was designed and hosted through Weebly (Block Inc)—a simple website builder that allows for easy-to-use customization options and hosting. The website was designed with simplicity in mind and to serve purely as a site for the bot.

**Bot Testing**

The bot was reviewed by the radiation staff and researchers regarding the idea, scope, content, and infrastructure in the cancer center, to fine-tune the bot for the nonexpert users among the general public, including patients and their family members. Specifically, a sample population of 50 people from the general public was asked to use and evaluate the bot and score their experience on a scale ranging from 1 to 5. This was measured based on 3 different metrics: information quality, user experience, and navigability. Upon completion, they were asked to copy and paste their chat logs for review. This was conducted to establish trends in use. These trends could be used to guide further development of the bot.

**Ethics Approval**

This study did not require ethics approval because it is only related to the creation of a software of an educational chatbot for information transfer with a performance evaluation and quality assurance. The data in this study are anonymous and deidentified.

**Results**

**Overview of the Bot**

The bot can be accessed via the web [28]. Currently, the bot is fully functional. As anticipated, the bot is fully capable of guiding the user through the conversation structure and can respond to simple questions and provide resources for requests of information that were not directly programmed into the bot. The front-end window of the bot is shown in Figure 3.
Communication Between the Bot and User

In Figure 3, the user can start the bot by clicking the chat bubble in the bottom right-hand corner. An introductory message to say hello to the user and explain the functionalities of the bot is shown in Figure 4A. The introductory message informs the user that the bot will guide them to understand the radiotherapy chain step by step. In addition, the user is welcome to ask questions at any time and jump to different steps in the chain. When the user is ready, they can type “ready” in the textbox or click the “ready” icon to continue. In this case, the bot will send the next message to explain what a radiotherapy chain in the radiation treatment process is (Figure 4B). The user can answer “yes” to continue, and the bot will inform the user generally about the procedures the patient with cancer will need to follow one by one when they visit a cancer hospital or center (Figure 4C). When the user understands a step, they can continue to the next step. However, the user can answer “no” to the bot. In this case, the bot will request the user to inform when they will be ready to continue. This is shown in Figure 4D.

When the bot has finished explaining a procedure in the radiotherapy chain such as consultation and diagnosis of a patient with cancer, as shown in Figure 5A, the user will have the option to select continuing to proceed to the next step in the treatment process or to have more information. If the user selects the latter, the bot will provide more information about the topic and ask again if the user still wants to know more. When the user answers that they would still want to know more, the bot will provide a link, so that the user can use it to access more related information on the internet, as shown in Figure 5B. A connection to other websites for more information allows the bot to maintain simplicity and update from the user’s response.

When the bot receives unpredictable response from the user, for example, a random string of letters (eg, “aaaaabbbbbcccccc”) instead of expected answers such as “ready,” “yes,” and so on, the bot will provide another window of suggestions to guide the user to answer the question (Figure 6). In that window of suggestions, the user only needs to select what they want to know from a list of items. Alternatively, the user can remove that window and answer the question again by rephrasing the answer. This can avoid incorrect communication between the bot and user when the latter cannot answer well (eg, typographical error in the answer). The guidance can also help the user to communicate with the bot when they cannot understand the question in the conversation.
Figure 4. Communications between the bot and the user regarding (A) an introductory message about the bot requiring the user to respond whether they are ready to start, (B) a brief explanation about the radiotherapy chain, and (C) more detailed description of the radiotherapy chain with each step in the process. The user can say “yes” to continue or “no” to discontinue, and (D) when the user answers “no,” the bot will stop until the user is ready to continue.

Watson Assistant

- Hello! Allow me to introduce myself. I am your informative radiotherapy chain assistant. Today, I will guide you through each step of the radiotherapy chain, from diagnosis to treatment and provide access to valuable resources when necessary. Keep in mind you can ask me a question at any time and I will do my best to answer it. If you would like to go to a different section, let me know and I will take you there. Whenever you’re ready to begin, let me know!

- Excellent! The radiotherapy chain refers to the entire process of cancer treatment, starting with the initial consultation and diagnosis, all the way to the eventual treatment delivery. Continue?

- Yes

- Today, we will talk about 7 main steps in the radiotherapy chain: diagnosis and consultation, patient positioning and immobilization, 3D imaging for RT planning, target volume & organ delineation, treatment planning, set up verification, and treatment delivery. If there is a section you’d like to know more about type it in the chat box. Otherwise, indicate that you’d like to continue and I’ll walk you through the steps in order.

- Continue?

- Yes

- That’s okay! Let me know when you are ready to continue.

Watson Assistant

- Today, we will talk about 7 main steps in the radiotherapy chain: diagnosis and consultation, patient positioning and immobilization, 3D imaging for RT planning, target volume & organ delineation, treatment planning, set up verification, and treatment delivery. If there is a section you’d like to know more about type it in the chat box. Otherwise, indicate that you’d like to continue and I’ll walk you through the steps in order.

- Continue?

- Yes

- That’s okay! Let me know when you are ready to continue.
Figure 5. Responses of the bot when the user wants to have more information. (A) After the bot explains a procedure in the radiotherapy chain, the user is asked if they want to proceed to the next step or have more information. If the answer is “I’d like to know more!” the bot will provide more information. (B) After the information is provided, the bot will ask again if the user still wants to know more or continue; if the answer is “I still want to know more,” the bot will provide a link to the user so that they can assess more detailed information according to the topic from an external source.
Figure 6. When the bot cannot receive a predictable response from the user, guidance will be provided with a list of items to select from. This can help the user to proceed to the next step even if they cannot answer well in the communication. Alternatively, the user can remove the window of suggestions and provide an answer to the bot again by rephrasing the original answer.

Performance Evaluation
The performance of the bot was evaluated randomly by a group of 50 people from the public. The participants were anonymous and unrelated to the development of the bot. The evaluation was based on three criteria including (1) information quality, (2) user experience, and (3) navigability. The score ranges from 1 to 5, corresponding to poor, unsatisfactory, satisfactory, very satisfactory, and outstanding, respectively. Here, 5 is the highest score, which indicates that the participant justified the bot as outstanding, whereas 1 is the lowest score, which indicates that the participant considered the bot as poor. The averages of the identified metrics were as follows: information quality=4.3 (SD 7.6%), user experience=3.6 (SD 5.2%), and navigability=4.7 (SD 4.1%). All metrics scored >3 (between satisfactory and very satisfactory), and both information quality and navigability scored >4 (between very satisfactory and outstanding). The scores indicated that participants in this evaluation were at least satisfied with the performance of the bot.

Discussion
Principal Findings
The aim of this study was to create a virtual assistant chatbot that can explain the radiotherapy chains to the user. This bot was designed using the help of IBM’s Watson Assistant. Once built, it will be incorporated into a resource that can be easily accessed by the general public. This chatbot was successfully created and hosted on an independent website [28]. The basic chain communicates about radiotherapy chains and their purpose to the user, with the ability to answer a few programmed questions.

The bot encountered very few issues during testing and was rated highly by users regarding navigability and quality of information. Inspecting the chat logs revealed that most users simply went through the root dialogue chain without requesting more information. The average score of 4.3 for information quality indicates that the bot’s primary purpose is adequately served, as this indicates an improved understanding of the radiotherapy chain. The lowest of the 3 scores was found to be 3.6 for user experience. This was potentially owing to the limited interactions that the user has with the bot and the limited variability in content. The score for navigability, despite being high, does not necessarily indicate the success of jump to commands or restart commands.

Future Directions
As mentioned in the Introduction section, the IBM Watson’s API makes it easy for the programmer to modify the underlying structure or intents at any given time and add additional nodes to the conversation. As such, the successful functionality of the parent chain suggests that this bot can be improved with very
few changes to the existing nodes. Adding additional root nodes could increase the number of relevant questions. With the addition of a multitude of nodes and the use of nodes with multiple conditioned responses, the bot could also be used for patient-specific information. For example, if a patient was diagnosed with cancer and had already progressed through their initial consultation, the bot could give the patient a more specific description of their remaining treatment based on the patient’s circumstances. Similarly, the first node could ask the user the reason for their interest in the radiation treatment process and use a tailored dialogue chain based on their response. This would provide a more user-specific experience. Alternatively, combining this bot with other chatbots or creating other dialogue chains that discuss different topics in radiotherapy could generalize the user experience.

Limitations

There are a variety of unavoidable limitations in a bot of this nature. Currently, it will not be able to answer any questions outside the scope of radiotherapy and will not recognize unpredictable responses because this is the next stage of the configuration. An example is shown in Figure 6. By providing a list of items to select in case of communication impasse, the user can choose one of them to return to the scope of the bot and be back on track of communication. Another way to improve the limitation of the scope of the bot is to link it to an external website for further information. This can maintain the database of the bot as simple and comprehensive but can still satisfy the user if they want to have more information beyond the ability of the bot. Regarding the miscommunication of the bot when users entering unpredictable responses, the user can send feedback about the issue to the programmer of the bot. Then, the programmer can modify the bot to solve the problem in the routine update. It should be noted that comments and feedback from users are significant sources to improve the bot and reduce its limitations continuously.

Conclusions

An education chatbot was created for patients, their family members, and the general public to understand the basic radiation treatment process by navigating the radiotherapy chain. Self-reported scores for information quality indicate that it also successfully conveys the information to the user in a manner that can be understood by the general population. In addition, the ease with which this bot can be improved and the potential uses of a chatbot of this nature establish it successfully as an effective proof of concept for informative chatbots in health care. The chatbot can successfully navigate its users through a radiotherapy chain. Current studies on public opinion and continuing improvements in NLP, ML, and internet-based technologies [29] indicate that these chatbots will become more advanced. Health care chatbots such as the one described in this paper have great potential [30], as health care chatbots can surpass humans in both speed and accuracy. Future studies include continuously updating the bot based on the users’ feedback. Thus, the performance of the bot can be improved from its preset process.
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Abstract

Background: East African countries face significant societal challenges related to sustainable development goals but have limited resources to address these problems, including a shortage of nutrition experts and health care workers, limited access to physical and digital infrastructure, and a shortage of advanced educational programs and continuing professional development.

Objective: This study aimed to develop a web-based program for sustainable development with a focus on digital learning, digital health literacy, and child nutrition, targeting government officials and decision-makers at nongovernmental organizations (NGOs) in Ethiopia and Rwanda.

Methods: A web-based program—OneLearns (Online Education for Leaders in Nutrition and Sustainability)—uses a question-based learning methodology. This is a research-based pedagogical method developed within the open learning initiative at Carnegie Mellon University, United States. Participants were recruited during the fall of 2020 from ministries of health, education, and agriculture and NGOs that have public health, nutrition, and education in their missions. The program was conducted during the spring of 2021.

Results: Of the 70 applicants, 25 (36%) were selected and remained active throughout the entire program and filled out a pre- and postassessment questionnaire. After the program, of the 25 applicants, 20 (80%, 95% CI 64%-96%) participants reported that their capacity to drive change related to the sustainable development goals as well as child nutrition in their organizations had increased to large extent or to a very large extent. Furthermore, 17 (68%, 95% CI 50%-86%) and 18 (72%, 95% CI 54%-90%) participants reported that their capacity to drive change related to digital health literacy and digital learning had increased to a large extent and to a very large extent, respectively.

Conclusions: Digital learning based on a question-based learning methodology was perceived as a useful method for increasing the capacity to drive change regarding sustainable development among government officials and decision-makers at NGOs in Ethiopia and Rwanda.

(JMIR Form Res 2022;6(12):e36585) doi:10.2196/36585
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digital learning; digital health literacy; sustainable development goals; public health; nutrition; question-based learning; open learning initiative; Rwanda; Ethiopia

Introduction

Background

East African countries face significant societal challenges covered by the global sustainable development goals (SDG) [1]. A total of 7 million people are at risk of starvation and >33 million people face acute food insecurity [1]. Furthermore, the pooled prevalence of chronic undernutrition among children aged <five years was 33% (95% CI 33-36%) in East Africa, ranging from 22% in Kenya to 53% in Burundi [2]. At the same time, East African countries have limited resources to address these problems [3], including a shortage of nutrition experts and health care workers [4,5], limited access to infrastructure, and a shortage of advanced educational programs and continuing professional development [4]. The SDGs were introduced to “achieve a better and sustainable future for all” [6]. To achieve the SDGs in general, good health and well-being (goal 3) and quality education (goal 4) in particular, effective education initiatives are needed [7]. Digital learning has the potential to overcome the lack of professional education and development [8], especially during the COVID-19 pandemic.

Although information and communication technology (ICT) is central to meeting new skills and training demands in most low- and middle-income countries [9], internet connectivity in most African institutions, especially those in rural and semiurban areas, is limited, expensive, unstable, or poorly managed [10,11]. Even though these countries are lagging in the adoption and implementation of effective digital learning tools [8], the advantages of digital learning in achieving the SDGs in East Africa are clear. In this context, digital learning, or e-learning, is based on the use of electronic media and devices as tools to improve access to training, communication, and interaction as well as to facilitate the adoption of new ways of understanding and learning [12]. However, research on digital learning issues in East Africa is scarce [4]. Pedagogical research from high-income countries may potentially be inapplicable to a low-resource context because of differences in teachers’ educational backgrounds and experiences. In addition, local cultural contexts and perceptions must be considered [13].

Similar to digital learning, digital health literacy is a fundamental aspect of any country’s economic development and a major contributor to the realization of SDGs [14]. Digital literacy is the ability to understand and use information in multiple formats from a wide variety of sources when it is presented via electronic sources [15]. Digital health literacy is the ability to seek, understand, and appraise health information from electronic sources and apply the knowledge gained to address or solve health problems [16]. However, most individuals holding decision-making positions in East Africa lack basic knowledge of ICT and related training [17]. Training in information technology literacy is therefore essential for the successful integration of digital health initiatives into existing health care services in low- and middle-income countries [18].

Rwanda encourages web-based learning and the digitization of several other service sectors, such as health care, commerce, and governance [19]. However, academics and students have been reluctant to fully engage in web-based education, mainly because most web-based platforms and applications fail to reach the core of the learning crisis in Rwanda, because some learning materials are difficult to comprehend, and there is no documented evidence of their effectiveness compared with physical classrooms. In Ethiopia, digitalization of education in schools and universities is still in its infancy. This is primarily because of the lack of infrastructure development in ICT and insufficient human resources with knowledge and training, creating barriers to move forward [20]. Therefore, we developed the OneLearns (Online Education for Leaders in Nutrition and Sustainability) program aimed at increasing human resource capacity within the digitalization of the health and education fields. Specifically, OneLearns capitalizes on the documented evidence of question-based learning methodology as an effective and time-saving method for both students and teachers [21].

Objectives

The OneLearns program targeted government officials and decision-makers in nongovernmental organizations (NGOs) in Ethiopia and Rwanda and covered the SDGs with a focus on digital learning, digital health literacy, and nutrition. We described the development of the OneLearns program, learning objectives, question-based learning methodology, process of recruiting participants, and the results of the program evaluation. Finally, we highlighted some lessons learned and ways to improve the program in the future.

Methods

The Teaching Team

The OneLearns program was designed and developed by a team of 6 experts at the KTH Royal Institute of Technology and Mälardalen University, Sweden, between September 2020 and December 2020. The team included a professor, 2 associate professors, a postdoctoral researcher, a PhD student, and a research assistant with a master’s degree. The team had expertise in different domains including digital learning technologies, digital health literacy, sustainable development, public health, and nutrition. The program was based on the team’s research fields, but to ensure that the program would be relevant for the target participants from Rwanda and Ethiopia, the content was discussed with research colleagues from Rwanda and Ethiopia, including members of the teaching team from Ethiopia and Rwanda.

Question-Based Learning Methodology

The program used a question-based learning methodology in which the learning material was organized around formative questions linked to one or more skills, which in turn were linked to the learning objectives [21]. More concrete examples from the program are shown in Figures 1 and 2, but in general, this
question-based learning methodology is a research-based pedagogical method developed within the open learning initiative at Carnegie Mellon University, United States [22]. The foundation of the methodology is that questions with constructive feedback are scattered over the learning material to stimulate students to engage with it. The methodology is used both in fully web-based courses and on campus, often in a flipped classroom setting [23], meaning that students worked with the web-based question-based material before coming to class, and the teacher used the learning data accumulated from the students’ activities in the learning material to plan the lecture. This type of active learning is 6 times more efficient than reading and watching videos [24]. The methodology used basic Bayesian hierarchical models to predict student mastery [25], and when used repeatedly and refined with the data from each course iteration, this method became very effective for learners. In a randomized case-control study on campus at Carnegie Mellon University, Pittsburgh, United States with this type of web-based learning material, learning time was reduced by 50%, while maintaining the learning outcomes compared with a parallel traditional course [22]. For newly developed material (without iteratively improved material, such as in this project), the reduction in learning time was estimated to be 25%, with maintained learning outcomes [21]. This method was therefore considered suitable for the target participants, as they are professionals with full-time work and, hence, do not have much time.

**Figure 1.** An example of a formative question from the module on Child nutrition in the web-based material. The green rectangle shows feedback that the participant received after selecting the correct answer. It serves the purpose of reinforcing the correct answer and teaches the student something new about the topic.

![Learn by doing](https://example.com/learning-material.png)

**Learn by doing**

*Which of the following statements about energy is true?*

- ○ Children need to eat more energy than adults since they are growing.
- ○ Sweet foods such as cookies and candy should be provided in children’s diets as they provide energy needed for growth.
- ○ Fruit and berries should be avoided as they contain sugar.
- ● If the child eats a vegetarian diet, it may be necessary to include, for instance, extra vegetable oil in order to provide enough energy.

**Correct.** The content of carbohydrates is generally high, and the content of fat is generally low in plant-based food items. Vegetable oil contains healthy fatty acids and may be added to the diet in order to provide enough energy.

**Figure 2.** An example of a formative question from the module on Child nutrition in the web-based material. The red rectangle shows feedback that the participant received after selecting an incorrect answer and targets common misconceptions associated with the wrong answer, thus contributing to the learning process.

![Learn by doing](https://example.com/learning-material.png)

**Learn by doing**

*Which of the following statements about energy is true?*

- ● Children need to eat more energy than adults since they are growing.
- ○ Sweet foods such as cookies and candy should be provided in children’s diets as they provide energy needed for growth.
- ○ Fruit and berries should be avoided as they contain sugar.
- ○ If the child eats a vegetarian diet, it may be necessary to include, for instance, extra vegetable oil in order to provide enough energy.

**Incorrect.** Children’s energy needs are lower than adults’, but it is important that the food they eat is nutrient dense. For instance, children have high iron needs and therefore have to eat foods rich in iron.

**Program Design and Development**

The program was designed for participants’ self-paced studies of digital material followed by web-based video seminars at the end of each unit, in line with the principle of the flipped classroom. The program comprised 3 units (Multimedia Appendix 1). The first unit was titled “Web-based learning” and subdivided into 2 modules: “Becoming a web-based learner” and “Effective digital learning.” The second unit focused on “Digital health literacy” and included the 2 modules “Introduction to digital health literacy” and “Fundamentals of digital literacy in contemporary health care.” Finally, the third unit, “Nutrition and the SDGs” consisted of a module “Nutrition and sustainability.”

To ensure that the material was relevant to the target group and countries, half (3/6, 50%) of the OneLearns teachers were from Ethiopia or Rwanda. Moreover, policy documents and other
teaching materials were reviewed to ensure that the topics included in the program were relevant for and adjusted to their corresponding countries. The first step in the development of the program was to determine the learning objectives and related skills for each module. In total, 17 learning objectives and 47 skills were identified; an example of a skill can be as follows: “Explain the pros and cons of web-based learning.” Thereafter, program designers formulated a series of formative questions for each skill. The formative questions formed the backbone of the digital learning material [22] and were designed as multiple-choice questions, ordering questions, select-all-that-apply questions, and drag-and-drop questions. The idea behind the formative questions was to engage students in collaborative tasks that supported authentic practice with the concepts and skills they were learning. The questions aimed for, at minimum, the understanding level of the Bloom taxonomy of learning, which is a hierarchical model that categorizes learning objectives into varying levels of complexity, and the level of “understanding” is the second lowest level [26]. Each formative question generated automatic feedback to the participant regarding whether the answer was correct or incorrect. Feedback reinforced the correct answer and targeted common misconceptions associated with incorrect answers (Figures 1 and 2).

Recruitment Process
The recruitment process continued between September 2020 and December 2020, targeting potential participants from various ministries with a focus on the ministries of health, education, and agriculture and NGOs with public health, nutrition, and education in their missions. We collaborated with the embassies of Rwanda and Ethiopia in Stockholm, who distributed calls for applications to ministries and NGOs in their respective countries. To reach the different ministries, the information had to go via the ministry of foreign affairs, whereas the NGOs were reached via less formal networks. In addition, we sent information to our own network of NGO contact persons and to the Swedish embassies in Ethiopia and Rwanda, which they then shared further.

We received 70 applications, including 42 from Ethiopia and 28 from Rwanda. Applicants were screened and scored according to the professional field, leadership experience, educational background, current job position, and their potential for decision-making, as well as the ability to express oneself in English. Furthermore, we aimed to achieve a gender balance of close to 1:1 ratio for men and women. On the basis of applicant scoring, 27 applicants were selected for the second phase of recruitment, where web-based interviews were conducted primarily to verify sufficient communication and verbal skills.
in English. Although 3 (11%) participants were recognized as having less experience communicating orally in English, none of them were excluded. Of the 27 participants, 13 (48%) were men, 14 (52%) women, 15 (56%) from Ethiopia, and 12 (44%) from Rwanda. Of these, 26 (96%) successfully registered to the program, but 1 (4%) requested withdrawal from the program after the registration, leaving 25 active participants. For the 2 (7%) participants who did not start the program, one reported a change in work circumstances that conflicted with the program’s schedule, while the other did not communicate a reason and failed to register completely.

Program Delivery and Timeline

The program continued between January 29, 2021, and May 11, 2021 (Figure 3), and it was conducted entirely on the web owing to the ongoing COVID-19 pandemic. The original plan was to invite a representative subgroup of participants to Sweden at the beginning of the program and conduct the final workshop on-site in Ethiopia and Rwanda, but this part of the program was canceled as the pandemic did not allow travel. Each participant was expected to spend approximately 40 hours of study time during the program, and the program design allowed a self-paced learning approach to a large extent.

Each unit was supposed to be completed within approximately 25 days. The participants began by working with the digital material and answering formative questions, followed by a web-based video seminar with teachers from Sweden and a final group assignment and module test. In the absence of physical interaction, it was important to ensure that the participants interacted and networked with each other. Therefore, 1 group assignment per program unit was included. Reminders were sent weekly with deadlines, including a general group progress report. The program ended on May 11, 2021, with a full-day web-based workshop and included invited speakers from Sweden, Rwanda, and Ethiopia and “learning by doing” activities. Unlimited data packages were provided to all participants in Ethiopia and Rwanda to ensure that they could be involved in the workshop. In addition, the participants in Rwanda were invited to meet in a large conference room at a hotel in Kigali and take part in the workshop from there, whereas the COVID-19 pandemic restrictions in Ethiopia did not allow for physical gatherings at that point in time.

Figure 3. Timeline for the web-based program OneLearns (Online Education for Leaders in Nutrition and Sustainability). The program ran between January 29, 2021, and May 11, 2021, and comprised 3 modules. DHL: digital health literacy; EDL: Effective Digital Learning; NSDG: nutrition and the sustainable development goal.

Means of Digital Communications and Interaction

The predominant means of communicating program information, progress updates, and deadline reminders to the participants was email. For less formal communication, that is, sharing scientific articles or pertinent seminars, a WhatsApp group was set up so that the participants could network as well. Google Docs was used for group assignment submissions, and teachers used the comment function to provide feedback on assignments. The initial kickoff, video seminars at the end of each module, and final workshop were conducted via Zoom (Zoom Video Communications, Inc). Moreover, during the final workshop, a Miro board, a web-based creative collaboration platform [28], was used for brainstorming, and the sticky note function was used to share ideas on a web-based and collaborative board (Multimedia Appendix 2).

Data Collection and Analysis

Pre- and postassessment surveys were administered to assess the participants’ knowledge, capacity, and experience both before and after the program. These web-based surveys included questions provided by the grant provider and the national foreign aid agency (Swedish Institute). To the best of our knowledge, these questions have not been validated but are used in all programs that they support. The surveys were distributed using the survey software Survey Generator and included automatic reminders to nonresponders. The first survey had 17 questions, whereas the latter had 9 (Multimedia Appendices 3 and 4).

The overall aim of the preassessment survey was to capture the participants’ demographic and professional profiles and their own perception of their capacity in the various topics, that is, the current level of knowledge and confidence to bring about change. Questions such as “To what extent do you have sufficient knowledge and skills to drive change regarding digital learning” were used, with a nominal scale with options “not at all,” “to a small extent,” “to some extent,” “to a large extent,” or “to a very large extent” or “not applicable.” Owing to the small number of participants, categories were merged into three main categories (Figures 4 and 5), (1) not at all and to a small extent, (2) to some extent, and (3) to a large or to a very large extent.
Descriptive data were generated by Survey Generator from Alstra or analyzed using IBM SPSS 26 Statistics or Microsoft Excel Analysis ToolPak.

To evaluate the program material, an end-of-unit evaluation with open-ended questions was sent to the 25 participants after the Efficient digital learning and the Nutrition and sustainability units were completed, to which 12 (48%) and 18 (72%) participants responded, respectively. Questions such as “Which section did you learn the most from?” and “What did you think was missing from the unit?” were used to identify areas of improvement for future programs; however, an analysis of the results was beyond the scope of this study.

**Figure 4.** Participants self-reported knowledge and skills to drive change before the program for various topics.

![Figure 4](image)

**Figure 5.** Participants self-reported capacity to drive change after the program for various topics.

![Figure 5](image)

**Ethical Considerations**

Paragraph 2 of the Swedish Ethical Review Authority states that ethics approval is only necessary if a project collects sensitive personal data from the participants, involves physical procedures, uses a method that will impact the participants physically or physiologically or if there is a risk of harm, or involves biological material [29]. None of this was the case in the OneLearns program; therefore, we did not apply for ethics approval. Participation in the web-based program was voluntary, and it was possible to discontinue the program at any point without informing why. All participants received written and oral information about the program before it started, and filling out the pre- and postassessment questionnaires was considered as consent to help evaluate and improve the educational program.
Results

The Participants and Program Completion Rate

Table 1 shows demographic characteristics of the 25 participants enrolled in the program. Most participants (22/25, 88%) were aged <40 years, the gender distribution was almost equal with 13 (52%) women and 12 (48%) men, and 13 (52%) were from Ethiopia and 12 (48%) from Rwanda. Almost half (12/25, 48%) of the participants were working in governmental institutions, followed by 10 (40%) working in NGOs, and finally 3 (12%) in private organizations and other organizations that engaged with civil society; for example, project management or consultancy or other sectors. Most of the participants had educational backgrounds related to health, such as public health (8/25, 32%), nutrition (5/25, 20%), and the medical field (3/25, 12%). The remaining participants had backgrounds in agriculture (2/25, 8%) or other various backgrounds (7/25, 28%), including software, IT, project management and business administration.

All 25 participants remained active and participated throughout the entire program, but 3 (12%) did not complete all the tasks required by the program, such as formative questions and module tests. Divided by units, of the 25 participants, 24 (96%) successfully completed all the requirements of units 1 and 2, and 23 (92%) completed those of unit 3. Participants who completed all the tasks were given a certificate of completion, and the 3 (%) participants who remained active but did not complete all the tasks required by the program received a certificate of participation.

Table 1. Characteristics of the participants in the program (N=25).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Women</td>
<td>13 (52)</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>Ethiopia</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Rwanda</td>
<td>12 (48)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>7 (28)</td>
</tr>
<tr>
<td>30-39</td>
<td>15 (60)</td>
</tr>
<tr>
<td>40-49</td>
<td>1 (4)</td>
</tr>
<tr>
<td>50-65</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Government staff and public sector</td>
<td>12 (48)</td>
</tr>
<tr>
<td>NGOs⁺</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Private sector</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Master’s level</td>
<td>19 (76)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Others</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Educational background</strong></td>
<td></td>
</tr>
<tr>
<td>Public health</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Nutrition</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Project management</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Medical field</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Agriculture</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (16)</td>
</tr>
</tbody>
</table>

⁺NGO: nongovernmental organization.
Participants’ Knowledge Before and After the Program

On the basis of the results from the preassessment survey, the topic that the participants self-reported having the least previous knowledge about was digital health literacy, and 17 of the 25 (68%, 95% CI 50%-86%) participants expressed having none or very little knowledge before the program started. In addition, 12 (48%, 95% CI 28%-68%) participants reported having none or very little knowledge about digital learning before the program started. Corresponding numbers for knowledge level rated as none or very little for child nutrition and SDGs were 2 (8%, 95% CI 0%-19%) participants and 1 (4%, 95% CI 0%-12%) participant, respectively.

When asked about to what extent they possessed sufficient knowledge and skills to drive change in their organizations before the program started, only 4 (16%, 95% CI 2%-30%) participants replied to a large extent or to a very large extent for digital health literacy and 5 (20%, 95% CI 4%-36%) participants regarding digital learning. The corresponding numbers for SDGs and child nutrition were 10 (40%, 95% CI 21%-59%) and 13 (52%, 95% CI 32%-73%) participants, respectively (Figure 4).

Least previous knowledge was noted for digital health literacy and digital learning before the program started, but after the program, of the 25 participants, 24 (96%, 95% CI 88%-100%) reported that their knowledge regarding the digital health literacy had increased to a large extent or to a very large extent after the program, and 23 (92%, 95% CI 81%-100%) reported that their knowledge regarding digital learning increased to large extent or to a very large extent. Moreover, despite having extensive self-reported knowledge about the SDGs before the program, the postassessment survey showed that all 25 participants reported that their knowledge regarding the SDGs had increased to a large extent or to a very large extent after the program, whereas 20 (80%, 95% CI 64%-96%) participants reported that their knowledge regarding child nutrition increased to large extent or to a very large extent. Regarding the participants’ capacity to drive change in their organizations after completing the program, 20 (80%, 95% CI 64%-96%) participants reported that their capacity related to the SDGs had increased to a large extent or to a very large extent, and 20 (80%, 95% CI 64%-96%) reported that their capacity to drive change related to child nutrition increased to large extent or to a very large extent. Furthermore, 18 (72%, 95% CI 54%-90%) participants reported that their capacity to drive change related to digital health literacy had increased to a large extent or to a very large extent, and 17 (68%, 95% CI 50%-86%) reported that their capacity to drive change regarding digital learning had increased “to a large extent or to a very large extent” (Figure 5).

Participants’ Feedback About the Program

Different types of digital learning materials were provided and participants were asked in the postassessment survey about which materials had been the most helpful. Multiple answers were allowed, and almost all participants reported that they found the formative questions helpful (24/25, 96%), followed by module test questions (22/25, 88%), reading the program text and web pages (19/25, 76%), watching videos (18/25, 72%), and web-based workshops (16/25, 64%), and more than half (14/25, 56%) of the participants reported that group assignments were helpful. Overall, approximately three-fourths (19/25, 76%) of the participants felt that their participation in the program was worth the time and effort they had put in.

The postassessment survey included 2 open-ended questions: (1) “Did you miss something in the program?” and (2) “Did the program meet your expectations?” For the first question, more than half (15/25, 60%) of the participants reported that they did not feel anything was missing in the program. The second most common response was that the participants felt that they would have benefited from physical interactions. The second open-ended question yielded more uniform results, in which all but 1 (4%) respondent felt that the program met their expectations. For example, one of the participants wrote the following:

...The content and topics were beyond my expectations. For some modules, it was my first time to hear about them especially in Unit 1 (digital learning) and unit 2 (module 3 and 4) digital health literacy in digital ecosystem was an eye opener. I am looking forward to explore it in my routine work...I am now confidently organizing a Facebook campaign on Covid-19 in Haiti...I do not feel intimidated anymore. Even if it’s something I do not understand, I search online, YouTube and get hands-on...”

Regarding web-based networking and interaction, more than half (14/25, 56%) of the participants reported having been in contact with other program participants on a monthly or weekly basis. In addition, more than half (14/25, 56%) of the participants reported having been in contact on a monthly or weekly basis with teachers participating in the program. No participant had been completely out of touch with the other participants, whereas 1 (4%) participant reported that they had never been in contact with teachers outside of the class.

Discussion

Principal Findings

The OneLearns program showed that a digital program is a useful approach to enhance knowledge about issues related to sustainable development among government officials and leaders of NGOs in Ethiopia and Rwanda. All participants (25/25, 100%) reported that their knowledge regarding the SDGs had increased to a large extent or more after the program, and 80% (20/25) reported that their capacity to drive change in their organizations related to the SDGs had increased to a large extent or more. In this program, midlevel to high-ranking government officials and leaders of NGOs were targeted because they influence policy making in their respective countries and often collaborate to bring about changes in communities and policies [30]. Hence, both sectors were included to ensure maximum outreach.

Knowledge, skills, and abilities after completion of a web-based learning experience are common ways to define the effectiveness of a web-based education program [31]; the results from OneLearns show the potential of web-based learning in general...
and question-based methodology in particular, in Rwanda and Ethiopia. This outcome is in line with previous studies highlighting the benefits of international digital learning to promote good health and well-being as well as advanced education [8,32] and achieving SDGs [33].

Participants also reported that they gained substantial knowledge on topics in which they had initially believed they were already well-versed, such as in the case of the SDGs. At the same time, for topics that the participants reported as having low previous knowledge, such as digital learning and digital health literacy, 92% (23/25) and 96% (24/25), respectively, of the participants reported that their knowledge regarding these issues increased to a large extent or to a very large extent. This indicated the importance of offering advanced professional development to experts in the ministries and NGOs in these countries.

The participants were expected to spend 40 hours on the program over a 3-month period at the same time as they were working in their regular jobs. An advantage of self-study of digital material is that it was possible for the participants to adjust their reading to their own schedules. However, the disadvantage was time management issues, such as interference of daily life routines in studies and some personal problems, which have previously been reported from similar programs [34] and were echoed in the OneLearns program. Moreover, a limitation when conducting web-based learning was poor internet access and connectivity, a well-known challenge in Rwanda and Ethiopia [5] and a frequently reported reason for missed deadlines and poor engagement. For this reason, we offered a physical conference room in Kigali for the final workshop (the bans on meetings in Ethiopia owing to the pandemic prevented the same setup in Addis Ababa) to assure a stable internet connection, but all participants, regardless of physical location, were asked to complete the same tasks during the workshop. Another challenge with professional education in this target group was that the participants had full-time jobs that may have required them to “go out in the field” (as they expressed it) with short notice, which affected their possibilities to partake in program events. We tried to accommodate this by providing extended deadlines, but in the end, it was up to the participants and their employer to prioritize between the program and their ordinary work tasks. This is in line with the study by Heller et al [35], who also noted that those who required more time or had difficulty completing their tasks often reported conflicts with their work schedules.

An example of a digital barrier was that we provided unlimited data packages for all participants for the final workshop, but the poor infrastructure from the local service provider impeded a few participants from having reliable connectivity during this full-day collaborative event. In addition, although weekly reminders were sent containing deadline dates and a general group progress report, deadlines for all 4 module tests had to be extended for some of the participants based on their personal needs. This was done to accommodate the needs of the participants, as the program was a professional development program and not a formal academic course. The foremost goal of the program was to ensure that the participants learned the course material.

An incentive to fulfill all the requirements, announced at the first kickoff seminar, was that the participants in OneLearns were promised a printed and digital certificate at the end of the program. Moreover, a few ambitious and high-performing participants were appointed as course ambassadors. This initiative was implemented after the program started to recognize their efforts and form long-lasting relations between participants and teachers. For example, 2 ambassadors were invited to speak at the kickoff of the second edition of the OneLearns program, which started in September 2021. In addition, all participants were invited to become alumni members of the international network run by the Swedish Institute.

Regarding communication with the participants, the WhatsApp group proved useful and easy to use. All participants had previous experience with the app, and it was their preferred method of communication with the teachers as compared with email. Sending reminders via WhatsApp ensured faster responses or follow-ups than expected from the participants; thus, we increased the use of the app for smoother and faster communication during the course of the program. WhatsApp was used for informal communication among the participants, contributing to networking among professionals in different areas and countries and was available for future communication after the end of the program.

In the open learning initiative platform, data were collected when students answered questions, that is, click-data, and these are used in a machine learning model to predict students’ mastery of the learning objectives [21,22]. Further, these mastery prediction data were used when the teachers prepared the video seminars at the end of each module to assist the teachers; therefore, the focus was on the learning objectives that most students had difficulty understanding. Moreover, 96% (24/25) of the participants indicated that formative questions were helpful in the learning process, and the corresponding number of module test questions was 88% (22/25). This result highlighted the pedagogical method of question-based learning as a successful approach in this context. The click-data were also used after the program to identify which parts of the program needed improvement when preparing for the second edition of OneLearns. In other words, data-driven methodology can be used to improve learning, learning materials, and teaching. For example, for multiple-choice questions, answering alternatives that were not chosen at all or had been answered correctly 100% of the time were interpreted as being too easy or not addressing any sort of misconception, thus not allowing the participants to learn anything new and were therefore changed and improved in the second edition of OneLearns.

**Comparison With Prior Work**

Open learning initiative courses using question-based learning methodology are being used at more than a hundred colleges and universities in the United States, but their spread outside North America is limited [36]. We know from previous research that this question-based learning methodology can be very efficient for learners, with the possibility of reducing learning time by 50% for a well-iterated course [22] and 25% for a newly developed course [21], as in our case. Thus, the methodology offered a time-saving alternative for the professional
development of experts working full-time in countries with limited resources, as in Rwanda and Ethiopia. However, this depends on internet access, which requires infrastructure. We hope that by letting government officials experience first-hand what state-of-the-art digital learning can offer, they in turn will influence the progression of internet infrastructure in a wise way in their countries.

Limitations

A potential limitation of this program was selection bias in the recruitment process because participants need to be able to communicate in English, although this is not the official language in Ethiopia and has just recently become one in Rwanda [37]. Although English is widely used in academic and professional settings in both countries, potential key players in decision-making and policy making within the government and NGOs could potentially have been overlooked. Another potential limitation is that we did not assess the participants’ knowledge in the form of formal tests at the beginning and end and therefore, were not able to assess changes in knowledge over time in test results. Now, we rely on their self-reported assessment of their knowledge; thus, future programs should consider formal testing. Another way to assess the capacity for driving change in future programs is to plan for follow-up questionnaires or interviews after the program ended to document the initiatives that the participants had started. Moreover, there was a range of measures of digital health literacy to be used at the research, clinical, organizational, and societal level [38-41] that were not covered in this program. These tools include questions about skills for searching, finding, evaluating, determining relevance, and applying electronic health information to health problems, as well as about engaging with and navigating the health care system. In the next generation of OneLearns, the participants will learn these methods and how to use them. In addition, future pedagogical research may include experiments on the effect of sending reminders and program process reports.

The next step for participants is to implement what they learned and build capacity for change in their organizations. If done on a large scale, it will take time, but may include, for example, increased use of digital learning in schools, universities, and other educational organizations. Digital health literacy may lead to increased ability of the general population and professionals to seek information on self-care, access to care, increased use of internet-based medical consultations to reduce emergency department visits, and electronic receipts of drugs [37]. In addition, a broad knowledge of child nutrition will allow for future programs with intersectoral collaborations to address the multifactorial nature of malnutrition. Finally, developing the infrastructure for digitalization is of high priority for both Rwanda and Ethiopia, but it is costly and requires trained human resources. Rwanda has a national information and communication infrastructure development plan aimed at developing and facilitating the establishment and growth of its ICT sector [42], and Ethiopia has a national ICT sector policy and strategy [43].

Conclusions

Digital learning based on question-based learning methodology is a useful method to increase knowledge and the capacity to drive change related to sustainable development among government officials and decision-makers at NGOs in Rwanda and Ethiopia.
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Abstract

Background: The continuing decline in AIDS-related deaths in the African region is largely driven by the steady scale-up of antiretroviral therapy. However, there are challenges to retaining people living with HIV on treatment. Call for Life Uganda (CFLU) is an interactive voice response tool using simple analogue phones. CFLU supports patients with daily pill reminders, preappointment reminders, symptom reporting and management, and weekly health promotion tips. Mobile health tools are being increasingly used in resource-limited settings but are often adopted without rigorous evaluation.

Objective: This qualitative study conducted at 12 months after enrollment assessed patients’ experiences, perceptions, and attitudes regarding CFLU.

Methods: We conducted a qualitative substudy within an open-label randomized controlled trial titled “Improving outcomes in HIV patients using mobile phone based interactive software support.” Data were collected through 6 focus group discussions with participants sampled based on proportion of calls responded to—<25%, between 25% and 50%, and >50%—conducted at the Infectious Diseases Institute, Mulago, and the Kasangati Health Centre IV. NVivo (version 11; QSR International) was used in the management of the data and in the coding of the emerging themes. The data were then analyzed using content thematic analysis.

Results: There was consensus across all groups that they had more positive than negative experiences with the CFLU system. Participants who responded to >50% of the calls reported more frequent use of the specific elements of the CFLU tool and, consequently, experienced more benefits from the system than those who responded to calls less frequently. Irrespective of calls responded to, participants identified pill reminders as the most important aspect in improved quality of life, followed by health promotion tips. The most common challenge faced was difficulty with the secret personal identification number.

Conclusions: Findings showed participants’ appreciation, high willingness, and interest in the intervention, CFLU, that demonstrated great perceived potential to improve their access to health care; adherence to treatment; health awareness; and, consequently, quality of life.

Trial Registration: ClinicalTrials.gov NCT02953080; https://clinicaltrials.gov/ct2/show/NCT02953080

https://formative.jmir.org/2022/12/e36829
mobile health; mHealth; mobile communication technologies; people living with HIV; antiretroviral therapy; quality of life; Uganda

Introduction

Background

The decline in AIDS-related deaths in the African region is largely driven by the steady scale-up of antiretroviral therapy (ART) [1]. Of the 16.3 million (64%) people living with HIV accessing treatment in 2018, a total of 52% had a suppressed viral load [1]. Similarly, in Uganda, a total of 1.16 million of the estimated 1.38 million people living with HIV were on ART by December 2018, giving a coverage of >90% on ART [2]. In addition, evidence shows that there has been remarkable progress toward ensuring that people initiated on ART have their viral load suppressed [2,3]. For example, Uganda reached a viral load suppression rate of 90.4% in 2017 to 2018 [4].

Despite these notable achievements, retention on treatment of people living with HIV is an increasing challenge [5], coupled with challenges of maintaining adherence [5-8]. In 2010, the average rate of early mortality and loss to follow-up in resource-limited countries was estimated at 23% across the sub-Saharan region [9]. Finitsis et al [3] conducted a meta-analysis of 84 observational studies where nearly 40% of participants had <90% adherence.

Amid these challenges, adherence to ART is reportedly influenced by certain factors that differ by region of the world, which include socioeconomic and disease- and ART-related factors as well as factors related to people living with HIV and their families [10,11]. A study on adherence to ART and its determinants conducted among patients infected with HIV in Nigeria revealed that forgetfulness, busy daily tasks, occurrence of adverse effects, and too many pills to take constituted the major reasons for missing doses [10]. Consequently, these factors cause poor adherence to therapy, resulting in treatment failure and the development of viral resistance to antiretroviral medications [6,11,12].

In light of this, it is important to develop additional innovative, practical, targeted, and feasible interventions to improve retention and increase and maintain levels of adherence among patients with HIV on ART if treatment failure and resistance is to be avoided to achieve maximal viral load suppression [8,11,12]. Odili et al [10] suggest that interventions to improve adherence to ART should address challenges such as forgetfulness among the patients and frequent occurrence of adverse effects and consider specific patient-related factors such as daily tasks.

In response to this urgent need, the potential of mobile health (mHealth) communication technologies in closing the gaps in the HIV treatment continuum and their use have grown significantly over the years [13-15]. The World Health Organization recommends the use of mobile phone–based technologies for management of chronic diseases and ART adherence [16,17]. The benefits of mHealth technologies in health care have been reported worldwide and recommended as an opportunity to increase the quality and cost-effectiveness of health care, particularly in resource-constrained settings amid the growing number of patients [18-21]. Studies have shown that mobile phones are used throughout lower-income countries more than any other modern technology; have the potential to revolutionize health care, particularly in low-resource settings where health care infrastructure and services are often insufficient; and offer great promise for improving the quality of life [6,15,21-25]. Important benefits of using mHealth technologies highlighted in systematic reviews and other studies include adherence to treatment (for people living with HIV and other categories of patients) being the most significant [6,14,22,26-34], high effectiveness for the dissemination of health promotion messages and lifestyle tips [19,20,22,25,35,36], reminders for physician appointments or improvement in clinic attendance [6,23,25,28,33,37,38], remote diagnosis [39,40], emergency medical response [22,41,42], improvement in communication and information delivery and retrieval processes over vast distances between health care service providers and patients [22], privacy and convenience allowing the user to be in charge of the process [13], and improvement in viral load suppression [28]. However, a major concern raised by some studies regarding SMS text messaging–based interventions is the variability in the magnitude of study outcomes [43,44]. Chib et al [15] observed that the mHealth literature in low- and middle-income countries (LMICs) reveals a growing body of knowledge, yet existing reviews suggest that projects yield mixed results.

Objectives

We undertook a randomized controlled trial (RCT) in Uganda (trial registration: ClinicalTrials.gov NCT02953080) using an intervention entitled Call for Life Uganda (CFLU), an mHealth tool or software that is based on the open-source Mobile Technology for Community Health (Grameen Foundation), described elsewhere in a separate publication [45]. The RCT hypothesis was that CFLU would increase medication adherence, virological outcomes, and HIV knowledge to give an overall increased quality of life in vulnerable populations starting or established on ART or switching to second-line ART, including special populations such as pregnant women, discordant couples, and young people in Uganda.

This paper describes a qualitative substudy conducted at 12 months after enrollment aimed at assessing similarities and differences in the experiences, perceptions, and attitudes of people living with HIV regarding the CFLU tool by response rate category.
Methods

RCT Study Design

This qualitative study was part of an open-label RCT titled “Improving outcomes in HIV patients using mobile phone based interactive software support” (NCT02953080). The intervention was Call for Life, a software adapted from Connect for Life, and was first piloted in India and Ghana [46,47]. It was developed by the Grameen Foundation and Janssen, the pharmaceutical companies of Johnson and Johnson [47]. CFLU was adapted to support people living with HIV in Uganda in a variety of ways. It interacts with people living with HIV using SMS text messaging or interactive voice response (IVR) functionalities (a technology that allows a computer to interact with humans through the use of voice and tones input via keypad). Participants in the RCT received either the usual standard of care plus the CFLU mHealth tool (intervention arm) or standard of care with clinic support and provider-initiated counseling (control arm). Intervention participants received the usual standard of care plus daily adherence IVR reminders (or SMS text messaging) delivered just before the usual pill-taking time. The system sends a phone call to the participant and, when they answer it, plays music until they enter a personal identification number (PIN) to access further services. They also received appointment reminders: had access to educational health tips once weekly to increase knowledge of HIV and comorbid conditions; and had an option to call a toll-free line and report symptoms or medication side effects, which would prompt health care workers to call back within 24 hours. The primary objective of the RCT was to determine the effectiveness of the CFLU tool on the quality of life of people living with HIV in urban and semiurban Ugandan health facilities at 6, 12, and 24 months or at closeout of the project [45]. The study was conducted at 2 sites. The first was the Infectious Diseases Institute (IDI), Mulago, a specialist private not-for-profit urban HIV clinic established within Makerere University, located near the National Mulago Hospital Complex serving >8000 people living with HIV. The second study site was Kasangati Health Centre IV (KSG HCIV), a semiurban government-owned clinic that provides comprehensive HIV care and treatment and serves approximately 5000 patients actively undergoing HIV care. It is located in the Wakiso District, which comprises both rural and urban areas and has a population of >2 million people. Eligible patients were randomized into either the control (standard of care) or intervention arm (1:1 ratio) in the RCT. At baseline, participants in the intervention arm were trained on how to initiate and receive calls, and the messages were provided in four languages: English, Luganda, Kiswahili, and Runyankore. A description of how the tool was introduced to the participants is detailed in 2 separate study publications that include the RCT study and the qualitative exploratory study findings [45,48]. At baseline, all patients underwent a quality-of-life assessment, which was repeated at months 6, 12, and 24.

Qualitative Substudy

Patients enrolled in the intervention arm of the CFLU RCT were purposively sampled to participate in the qualitative substudy. Two lists (one for KSG HCIV and another for IDI Mulago) were generated, categorizing the proportion of calls answered by the patients (ie, patients who had a proportion of <25% of calls answered; those who had a proportion of 25%-50% of calls answered; and, finally, those who had a proportion of >50% of calls answered). Patients from these 3 categories based on the proportion of all calls answered were contacted by telephone. The purpose and study procedures were explained to them in a call, and they were recruited based on their availability to participate in the study.

We used a descriptive qualitative design following a phenomenological research approach to explore lived experiences and perspectives of participants who used the CFLU tool to gain a deeper insight to address the research questions. Specifically, the qualitative study conducted at 12 months after enrollment assessed similarities and differences in the experiences, perceptions, and attitudes of people living with HIV regarding the CFLU tool by response rate category. Participants were asked to describe their experiences with the CFLU tool, specific elements of the tool that they had used (daily pill reminders, health tips, appointment reminders, symptom reporting, and adherence checks), what they particularly liked about the CFLU tool and why they liked those specific elements, frequency of use, the secret PIN code, what they disliked about the tool, comfortability of use, lessons learned, suggestions on how the tool could help other patients, how the tool could be improved, and patients’ willingness to pay for the CFLU system.

Data Collection

The qualitative study used focus group discussions (FGDs) as the method of data collection to stimulate a rich discussion. The FGDs were conducted by 2 social scientists, which included a graduate counselor (AT) and a senior social scientist (PK) experienced in qualitative methods of data collection and conversant in Luganda, a language widely spoken at the 2 study sites. They worked as moderator and note-taker for every FGD. The FGDs were conducted following a topic guide. Each FGD had between 5 and 14 participants, lasted between 1 and 1.5 hours, and was audio recorded with participant permission. The FGDs were scheduled at a time convenient to participants and were conducted at the 2 study sites in venues that allowed for privacy. Confidentiality was maintained by use of a coding system during the FGDs. Participants were told of this anonymity and the measures to be taken. Data were collected using handwritten notes plus audio recordings to capture details of the FGD responses.

Data Management and Analysis

The recorded FGDs were transcribed and translated from Luganda into English verbatim. The two social scientists (PK and AT) cross-checked and verified the transcripts for consistency and accuracy and carried out preliminary thematic coding through multiple readings of the transcripts. The next step involved PK and AT understanding the data and developing a list of thematic categories for constructing a codebook. The research objectives, FGD topic guide, and transcripts guided the generation of a codebook. There were 7 major codes, namely, positive experiences with the CFLU tool, negative experiences with the CFLU tool, specific elements of the tool
that patients used, frequency of calls, comfort of use, lessons learned, and suggestions for improvement. The data set was imported into NVivo (version 11; QSR International) [49] for coding, managing, and retrieving. Once all the transcripts were brought together, systematic coding was undertaken. Codes were assigned to relevant segments of the text; similar codes were aggregated to form themes that were then used to address the research questions and develop coherent narratives [50]. This involved the 2 social scientists, who independently read through the relevant section of a transcript within the NVivo project and pooled together the relevant segments into a node (which is the NVivo equivalent of a theme). Independent codes were compared and discussed to ensure rigor and trustworthiness [51]. Coding helped identify all segments of data that related to the particular node listed in the codebook. In some cases, there were more complex relationships where data were coded into more than one node.

Ethical Considerations
Ethical clearance was obtained from Makerere University School of Public Health Higher Degrees Research and Ethics Committee (378) and the Uganda National Council for Science and Technology (HS 3005), and the study was registered at ClinicalTrials.gov (NCT02953080). Written informed consent was obtained from the participants for involvement in the main RCT; participation in the study was voluntary based on informed consent. The substudy team were trained to administer informed consent in the language best understood by the participants. Objectives of the study and procedures to be followed during the FGDs were explained to all participants. Written consent for participation in the qualitative study was sought after the participants received the study information, objectives, and procedures. The research assistants (PK and AT) read the consent form out loud, and all participants provided written informed consent. Results were disseminated to participants and stakeholders, which served as a member-check activity.

Results
Demographics and Sample Characteristics
A total of 300 participants were enrolled in the intervention arm of the parent RCT, and 256 (85.3%) of them completed the 12-month follow-up [45]. Findings from the parent RCT showed that at 12 months, 9.8% (25/256) of the active participants were low users (0%-24%), 41.8% (107/256) of the participants were moderate users (25%-50%), and 48.4% (124/256) of the participants were high users (>50%).

For the qualitative study, a total of 52 participants (n=19, 37% male and n=33, 63% female) took part in 6 FGDs: 2 (33%) from the KSG HCIV study site and 4 (67%) from the IDI Mulago study site (Table 1). The mean age was 43 years and the overall age range was 22 to 64 years.

Table 1. Characteristics of the focus groups.

<table>
<thead>
<tr>
<th>FGD category</th>
<th>Study site</th>
<th>Participants, n (%)</th>
<th>Age range (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGD 1—responded to &lt;25% of calls (n=8)</td>
<td>KSG HCIV&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>8 (100)</td>
</tr>
<tr>
<td>FGD 2—responded to &lt;25% of calls (n=5)</td>
<td>Infectious Diseases Institute, Mulago</td>
<td>2 (40)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>FGD 3—responded to 25% to 50% of calls (n=14)</td>
<td>KSG HCIV</td>
<td>4 (29)</td>
<td>10 (71)</td>
</tr>
<tr>
<td>FGD 4—responded to 25% to 50% of calls (n=9)</td>
<td>Infectious Diseases Institute, Mulago</td>
<td>4 (44)</td>
<td>5 (56)</td>
</tr>
<tr>
<td>FGD 5—responded to &gt;50% of calls (n=9)</td>
<td>Infectious Diseases Institute, Mulago</td>
<td>9 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>FGD 6—responded to &gt;50% of calls (n=7)</td>
<td>Infectious Diseases Institute, Mulago</td>
<td>0 (0)</td>
<td>7 (100)</td>
</tr>
</tbody>
</table>

<sup>a</sup>FGD: focus group discussion.
<sup>b</sup>KSG HCIV: Kasangati Health Centre IV.

Participants’ Use and Experiences With the CFLU Tool
Overview
Participants were asked what they knew about the CFLU tool and to describe the specific elements of the tool that they had used, their experiences with the tool, and what they particularly liked and disliked about the CFLU system and why they liked those specific elements. Irrespective of proportion of calls responded to, there were more similarities than differences among the 3 categories (ie, those who had a proportion of <25%, 25%-50%, and >50% of calls answered) regarding what participants knew about CFLU, their use, their experiences with the tool, and what they particularly liked about it. Findings revealed that Pill reminders were reportedly the most popular and were perceived to be most beneficial among the specific elements of the CFLU tool, followed by health tips, symptom reporting, and appointment reminders.

Pill Reminders
Overview
Throughout the responses, it was evident that participants across all FGDs largely attributed the positive experiences with the CFLU system first to pill reminders that assisted them in taking their medicines on time, resulting in improved adherence and better health and quality life compared with the health challenges before their involvement with the CFLU system:
Before enrolment, I was very sick; smelling bark cloth (cloth made out of the bark of a tree used to wrap dead bodies ready for burial) i.e. I was so close to death and I was about to be buried in my home village. Then they put me on CFLU. But ever since I joined the system, they remind me to take my medication, educate me about healthy living. From that time, my health has been okay. The virus is even asleep. I feel much better than before so please continue with it. [KSG HCIV, responded to 25%-50% of calls, FGD 3]

Across the different categories, there was concurrence in participants’ description of their medicine-taking practices before and after enrollment in the CFLU system. Most participants from the 3 categories reported that, before their involvement with the CFLU system, they used to forget to take their medicines on time because of busy work schedules, reluctance to take the pills, pill burden, absence of a person to remind them, and lack of proper food to take with the medicines. However, with the pill reminders, participants reportedly took their medicines on time even amid busy schedules and other challenges:

Before, I would forget, but ever since I started getting pill reminders, I don’t forget however busy I may be; I still remember the time for taking. I work in a hotel so sometimes I may be so busy, but when I see the call, I remember that it is time for taking pills. I had poor adherence and it used to affect me; but now it doesn’t. [KSG HCIV, responded to <25% of calls, FGD 1]

Findings further revealed that even participants who responded to <25% of calls used and benefitted from pill reminders. Low responders often had challenges with their PINs or secret PIN codes, which prevented them from having access to other CFLU components. Consequently, most of them felt that CFLU system was just about pill reminders. They explained that, whenever the phones rang, they were unable to access other services but took the call only as a reminder to take their pills:

Yes, reminding me of the time to take my pills. Because there’s nothing much to it; as soon as the phone rings, I know straight away that it is a pill reminder...that very number is for pill reminders. They told us to put in the PIN and talk, but my PIN refused to work, in fact I have never used it. [KSG HCIV, responded <25% of calls, FGD 1]

**Benefits Associated With Pill Reminders**

In addition to improved adherence, experiences of improved self-esteem and hope to live positively were topics within all FGDs attributed to the CFLU phone calls that enhanced clients’ psychosocial support. Participants passionately used terms such as “parent, counselor, friend” to refer to CFLU indicating what the system meant to them. Across all FGDs, participants explained that the answering machine spoke very calmly, kindly, and politely to them, making them feel loved, cared for, and accepted:

They don’t ignore you; they show you love and care. For instance, some of us who are HIV positive, we reach a point and cut off relations with people, we get fed up of people. But now, that gentleman who speaks (the voice), he speaks so gently and calmly to me; there’s a way he speaks to you, he puts you in the mood, he makes you feel loved...they have not abandoned us. They have helped us a lot. [KSG HCIV, responded 25%-50% of calls, FGD 3]

**Health Tips and Associated Benefits**

**Overview**

In addition to pill reminders, health tips were particularly appreciated and found very useful in raising awareness about health-related information and were linked to improvement in health and quality of life and promoting a healthy lifestyle. Again, this was a topic across all FGDs, especially among those who responded to >50% of calls, followed by those in the 25% to 50% category and, finally, the few among the <25% category who did not have challenges with their secret PIN codes and could access the option for health tips on their phones. Participants mentioned that the educative health tips provided a range of very useful information that they had not been exposed to during previous counseling and educational sessions at health facilities and other forums, which included information on chronic illnesses (such as breast and cervical cancer and diabetes), encouraging them to attend medical checkups for early detection and treatment, and on other diseases, including tuberculosis and sexually transmitted infections such as candidiasis. Other health tips mentioned included information on behavior change such as abstinence, faithfulness to one sexual partner and condom use, positive living, nutrition, family planning, pregnancy, and breastfeeding. Improved self-esteem and boldness to teach others were also attributed to the educative health-related information from the health tips. This was mostly recounted by participants who responded to calls >50% of the time as they listened more to the health tips than the other 2 categories of participants. The former purportedly disclosed their status readily to family members and nonrelatives and practiced positive living:

It has educated us, and has also made us educate others. Because in our villages people still point fingers that so and so is HIV+. But it has helped us be doctors to others; you explain to someone that if they have these signs they need to see a doctor because it may be such and such a disease. In other words, they keep us informed about various diseases that attack people. [IDI Mulago, responded to >50% of calls, FGD 5]

They boldly shared the learned health tips with their families and community members; encouraged members of the community to attend HIV counseling and testing and start medication if found HIV-positive; and, for those found HIV-negative, they encouraged them to abstain, be faithful to their partners if married, or practice safe sex using condoms:

What I know about it is, it teaches us about health, diseases which are dangerous and all other ordinary
diseases. And they continue to educate you even on what you don’t know because they reach a time and ask you, “do you still want to listen to more health tips?” The benefits are many, I cannot exhaust them all. That is what I like most about it. [IDI Mulago, responded to >50% of calls, FGD 6]

Most participants, especially those who responded to calls >50% of the time, requested to be called on weekends particularly to listen to the health tips, some with their family members because this was when they had quality time. Participants pointed out that the CFLU system also gave them the option to listen to the same health tips several times:

This time when I listen to health tips about HIV/AIDS, the next time I listen to cancer health tips, the following time I listen to health tips concerning sexual behaviour. I keep changing because there may be health tips about another disease that they may have brought. I press different health tips one at a time so that I can memorize. [IDI Mulago, responded to >50% of calls, FGD 6]

Positive and Healthy Living

Participants attributed positive (healthy) living to messages from the health tips, which encouraged them to discard fear about being HIV-positive and imminent death, accept their status, and live positively. Consequently, this helped them have hope in life and lead productive lives:

Another thing, it has helped me at least to come boldly, and I can confront the fear which I had in me that I am going to die. I know that yes I have HIV but I won’t die, I’ll live longer. The more I take my medication, the more I will live longer by being healthy. Positive living in everything I do. [IDI Mulago, responded to >50% of calls, FGD 6]

Nutritional advice encouraged consuming more fruits and vegetables, drinking a lot of water, eating a balanced diet, and having meals on time.

Behavioral Change

Participants described aspects of behavior change that they were practicing from the knowledge acquired from the health tips, as illustrated as follows:

What I have put in practice, is condom use. I and my husband are HIV-positive but I don’t want his virus (laughs) and I also would not want my virus to mix with his. Yes, we have put that in practice. In addition to that, sleeping under treated mosquito nets, I boil my water, I don’t mix local herbs with the medicine. Even these condoms, sometimes we sit in youth groups and I educate them that using a condom does not mean you are HIV+, it means you are simply protecting yourselves. [IDI Mulago, responded to >50% of calls, FGD 6]

Symptom Reporting and Associated Benefits

Participants were given a toll-free number to report any danger signs, request information, and receive medical advice and emergency assistance. In addition, health workers would call them, inquire about any health-related problem they had, and advise accordingly. Again, this was a topic across all FGDs; participants appreciated the “symptom reporting” component.

Many participants passionately stated that the symptom reporting component demonstrated to them that the basawo (health workers) really cared for them and went the extra mile of calling them to find out if they had any health issues. They appreciated the fact that they had someone to talk to anytime they had health problems and that, of most of the time, the basawo endeavored to call them or follow up with them advising them on what medicines to take or where to buy the medicines or instructed them to go to the health facilities for treatment even when it was not their appointment day. They found this beneficial as sometimes they did not have money for transport to hospitals; other times, such health issues happened when it was not their appointment day. They had trusted and informed people to confide in about their problems and, in most cases, they were helped:

Another thing about CFLU, it has helped me so much in a way that you are like our parents. You call us and ask, “do you have any illness?”...you take the responsibility to call us and give us advice on what to do, or how to get help...I am so happy about it and my health, because if it was not for CFLU, my health would have been really bad. [IDI Mulago, responded to >50% of calls, FGD 6]

Consequently, this improved the relationship between the participants and health workers, resulting in increased trust and confidence of the participants in them, which encouraged them to call any time and report health-related problems:

It makes you feel proud that someone cares for you. We used to think you “basawo” (health workers-doctors) do not care for us because people always complain about that. But here we are more than certain that we are cared for and that makes us happy. [IDI Mulago, responded to >50% of calls, FGD 6]

By contrast, a few participants, particularly among those in the <25% category, reported challenges that hindered full use of the symptom-reporting component. Some reportedly were not aware of the toll-free number, and some did not know how to use it, as stated as follows:

There is a toll free number for CFLU, I also tried to call it but they said it does not exist on the network. And then I thought to myself, did the doctor give me a wrong number? [IDI Mulago, responded to <25% of calls, FGD 2]

Across all categories, many participants complained about the long waiting hours to receive a response from the physician after reporting a health problem.

Appointment Reminders and Associated Benefits

Among the CFLU system elements, this was the least used. Most participants did not receive appointment reminders. Of the few who received this service, most reported having received appointment reminders once or twice, and this was mostly
among those who responded to >50% of calls, followed by those in the 25% to 50% category and, finally, the few among the <25% category who did not have challenges with their secret PIN codes. Among participants who received appointment reminders, this component was most appreciated by those employed in jobs that involved frequent traveling across long distances and also those in mobile businesses or trade. Participants in this category explained that such jobs kept them so busy that they depended on these reminders to keep their medical appointments:

\[\text{CFLU has helped me to keep my appointment. They always give me a message that you have an appointment this Tuesday.} \text{[IDI Mulago, responded to >50% of calls, FGD 5]}\]

**Frequency of Calls and Comfort of Use**

At enrollment into the CFLU system, all participants reportedly asked for an appropriate time and day to receive calls. Most reportedly received calls daily, some of them twice daily:

\[\text{If you take your pills twice a day, in the morning and evening, they call you at those times. But if you take once a day, they'll also call once.} \text{[KSG HCIV, responded to 25%-50% of calls, FGD 3]}\]

Furthermore, participants were asked to rate their comfort level with using the CFLU system on a scale of 1 to 5 (5 being most comfortable) and give reasons for the rating. Most rated it 4-5, pointing out that they were comfortable using it and could clearly explain the different options. Other reasons included the training given to use the system, easy-to-follow prompts, expeditious rectification of technical issues, and the confidentiality of the PIN code.

However, participants who had challenges with the secret PIN code could not explain clearly whether they were comfortable using the system.

**Negative Experiences With the CFLU Tool**

The study further explored participants’ challenges regarding using the CFLU tool. The number and proportions of mentions of the challenges are summarized in Table 2.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PIN® challenges</strong></td>
<td></td>
</tr>
<tr>
<td>Blocked PIN</td>
<td>11 (21)</td>
</tr>
<tr>
<td>PIN refusing to work</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Incorrect PIN code</td>
<td>7 (13)</td>
</tr>
<tr>
<td><strong>Technical issues</strong></td>
<td></td>
</tr>
<tr>
<td>Phone ringing endlessly</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Wrong timing of the pill reminders (calling before or after agreed time)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Inconsistent and irregular calls</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Calling participants from different CFLU system numbers</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Nonresponse of CFLU system to participants’ calls</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Long waits for physician’s response after reporting a symptom</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Challenges with toll-free number</td>
<td>3 (6)</td>
</tr>
</tbody>
</table>

®PIN: personal identification number.

Several challenges were reported by participants, most centered on the secret PIN code. Participants narrated challenges they had with the PIN code, most explaining that, even when they reported and received another number, it could not work:

\[\text{You have to put in the PIN code because that’s the only way they will know whether you took the pills on time or not. I tried it the first time and it refused, I tried it again and they gave me another PIN code which also refused to work. Then they called me and I told the doctor that they refused; then I was told to read the other one, which I did, and I tried it as well but it also didn’t work.} \text{[KSG HCIV, responded to <25% of calls, FGD 1]}\]

Most participants in this category reportedly resorted to listening only to pill reminders when the attempt with the second PIN code failed. They explained that, whenever the phone rang, they would just know that it was time to take their pills and would not press for other options. These complaints were largely expressed by participants who responded to <25% of calls:

\[\text{As for me doctor mine refused from the very beginning; even when I came here they told me the system is still being rectified. So I have never spoken to anyone on that call or listening to anything. Most times when I pick up I only hear the kadodi but most times I don’t even pick up the call, I just end it because I already know the essence of the call.} \text{[KSG HCIV, responded to <25% of calls, FGD 1]}\]

The most reported challenge in this category were blocked PINs when responding to a phone call:

\[\text{My view about the PIN is that, my PIN was blocked; I was on 2255 and I thought that maybe they found that 2255 is commonly used by many people and they}
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blocked some so that they could get other PINs. But I do not think one can forget their pin code; because I did it for a month and they would keep telling me it’s not the one, I should try again. Until I called the CFL contacts and they told me to get another PIN because it seems the previous one has some issues. But I think they should do it for us; they should get for us the pin codes that we shall use. That’s it. [IDI Mulago, responded to <25% of calls, FGD 2]

These were followed by participants whose PIN codes reportedly refused to work, as explained as follows:

My PIN code also refused to work; the one they gave us. So I came back here and was given a new PIN which also refused to work. However much I keep pressing it says the PIN is incorrect. So it just keeps ringing. [KSG HCIV, responded to <25% of calls, FGD 1]

Similar to the aforementioned issues were challenges reported by participants who were told repeatedly that their PIN codes were wrong or incorrect even when they received new PINs:

About the pin code, there should be a change, I am not sure if it is us who forget our PINs but I am sure they are the ones; but then they tell me it is incorrect. So I do not know if I am the wrong one or is it the callers that are wrong. So I would like to be helped in that area. [IDI Mulago, responded to <25% of calls, FGD 2]

Challenges further included technical issues with the CFLU tool, which comprised the phone ringing endlessly, wrong timing of the pill reminders, inconsistent and irregular pill reminders, calling participants from different CFLU tool numbers, and nonresponse of the CFLU tool to participants’ calls.

Participants who complained about the phone ringing endlessly found this challenge wearisome. They stated that, even when they entered the PIN, the phone would continue ringing without communicating any message:

Doctor sometimes it rings so endlessly. It gets to a point beyond what I can handle; and get fed up and just switch off the phone. [KSG HCIV, responded to <25% of calls, FGD 1]

Participants further complained about wrong timing of the pill reminders, that is, being called before or after the agreed time. Participants who faced this challenge strongly believed that it was a CFLU system error:

What I don’t like about it is, I am supposed to get my pill reminder at night, but then at around 1am and I get the call. At first I did not know and when I come I am told to press some things and it would not respond. Then the doctor called me to ask about my health, then I also told her about that issue. I was told, when it calls at a wrong time I just press option 5. That was my only issue. I would wonder why they called at that time yet I am supposed to get the call at night. [IDI Mulago, responded to >50% of calls, FGD 6]

Related to the aforementioned challenge, participants further complained about inconsistent and irregular calls whereby, unlike the aforementioned challenge where the timing was inconsistent, participants facing this challenge were called on diverse days, which they found perplexing:

Doctor one more thing; sometimes they take a week without calling. I don’t really know why. You wait for the pill reminders in vain; then after a week they resume. [IDI Mulago, responded to 25%-50% of calls, FGD 4]

Participants further complained about the CFLU tool calling them from different numbers, which they found disturbing and confusing. The numbers were reportedly from different countries that included Kenya, Burundi, Sudan, and South Africa. Some recounted that, when the “kadodi” played and they entered the password, no information was communicated until the call ended:

I think what they are complaining about is faced by more than one person. Because I personally get calls from 3 different numbers; when you receive all of them; they play the “kadodi” but when you enter the password, it does not give you the information you want; until the call switches itself off. It has now taken 2 weeks when I enter the password and it fails. [IDI Mulago, responded to >50% of calls, FGD 5]

The last technical issue participants pointed out was nonresponse of the CFLU tool to participants’ calls. The few participants who experienced this challenge explained that, sometimes, when they called back after receiving a call from the CFLU tool, either the latter would go silent or would not pick up the call:

In addition to what she said, sometimes they may call and you wonder what is happening; then you try to call them back but they don’t answer you. Airtime is spent, and yet you haven’t gotten any response. [IDI Mulago, responded to 25%-50% of calls, FGD 4]

Another type of challenge concerned two aspects of CFLU namely, symptom reporting and the toll-free number. A few participants complained about long waits for the physician’s response or never talking to a physician at all after reporting a symptom:

I may have a headache or a fever; on the phone; and they tell me they are going to give me a professional doctor to speak to me; but I have never talked to them or gotten any feedback from the doctor, or telling me to go to hospital. That’s it. [KSG HCIV, responded to <25% of calls, FGD 1]

The last negative experience stated by participants was the nonfunctional toll-free number. The few who experienced this challenge complained about not receiving a response when they called the toll-free number, being told that they should not call that number, or receiving a response that the number did not exist on the network:

As for me, I would like to know, if I want to talk to the doctor directly, the toll free number that we were given directly, whenever I call it, no one answers. Unless if it is the counsellor that calls me directly.
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Expanding CFLU to Other Areas, Social Places, and Media and Including More People
This was reportedly the most common suggestion made to improve the CFLU tool. Participants suggested this idea based on the benefits from the tool, most importantly, improvement in quality of life attributed to pill reminders and health tips. Participants considered reminders necessary for all patients, especially those residing in rural areas. They recommended that the tool be expanded to include other people with a similar condition and not be limited to only urban health facilities but also extended to rural facilities, schools, and churches and extended further to media such as radios and televisions such that, on hearing these messages, affected or infected people would be inspired to get tested for HIV and be started on treatment. Participants were aware of the importance of adherence to medication and felt that CFLU would motivate others to adhere if enrolled. Illustrative quotes are provided in Textbox 1.

Textbox 1. Illustrative quotes from participants regarding expanding Call for Life Uganda.

More people should be allowed to join Call for Life Uganda

- Doctor, I am suggesting, even those who have not yet joined it, they should put them all on the system because all of us came here to work on our health. Whoever is seeking for good health should join CFLU because it helps to remind them; what brought them was their quest for good health. So when it helps them, it is not bad on their side. They will just be appreciative just like we are here who have already joined it. [IDI Mulago, responded to 25%-50% of calls, FGD 4]

Call for Life Uganda should be scaled to rural health facilities

- As for me, what I am suggesting is, they should not only have the system in the hospitals within the city; but they should also take the system to rural hospitals and health centers so that they can also benefit...so that they also enjoy a good life; because some people fear coming to these big public hospitals due to self-stigma. So if you also go to those places and educate them as well, one may come to hospital without any problem about it. [KSG HCIV, responded to 25%-50% of calls, FGD 3]

The Call for Life Uganda tool should be extended to the media

- Doctor; even if it is not rural areas alone; the doctors can come up with something; just like the herbalists; they are always on radios and TVs talking about what they do. Many people watch TVs and listen to radios; someone may be changing stations on the radio and randomly land on those herbalists speaking. So even if the person feels hopeless, they may hear this herbalist teaching about their medicine; and also see doctors teaching the same on TV. I think it would be of good help. Even those that had stopped taking their medicine will start; those that hadn’t gone for testing will go and test themselves. [KSG HCIV, responded to <25% of calls, FGD 1]

The Call for Life Uganda tool should also be extended to schools

- One more thing, they should also go to schools; talk to the youth about how to prevent themselves from catching HIV/AIDS; in secondary schools; they could do free HIV testing; basically extend their health services to these schools. [KSG HCIV, responded to <25% of calls, FGD 1]

Including Additional Health Tips (Topics) and Providing Detailed Information
This was the second most common suggestion proposed by participants to improve the CFLU tool. Interestingly, even participants who had challenges with the secret PIN code and were not receiving the health tips suggested health tips to include in the CFLU tool. Regarding additional health tips, the following were suggested: nutrition (ie, improved diet that comprises healthy eating and increased consumption of fruits for their nutritional benefits), behavior change (including topics on domestic violence and its effects on health), safe conception for discordant couples (eg, prevention of mother-to-child transmission and sexually transmitted diseases), and sensitization about medications and their effects.

The following is an illustrative statement:

According to me, I think what should be added, is first of all about the fruits. You could say maybe in a week or month, decide that this week we are talking about this fruit. You outline its benefits and all other information concerning it, and this helps to urge more people to consume that fruit. For example, you may say this week you are talking about beetroot, and you go in depth in information concerning this fruit, and then the following week you talk about another fruit. You could also add some information which may not be medical as such. For instance, domestic violence; if it is in a family, even taking medicine changes; the health takes a negative turn, as well as other things. So if you decide that this week you are talking about domestic violence, and then you get good words to use for that. It could even be a case study, and you get a true story which is educative. It will make a person more anxious and anticipate for when they will get the next health tips. [IDI Mulago, responded to 25%-50% of calls, FGD 4]

A participant expressed the need for frequent provision of health tips:
About the health tips, what you can add on is maybe call on a daily basis to increase in knowledge; because learning never stops. I am sure that it will really help us to understand more about our health, and what we are following. [IDI Mulago, responded to <25% of calls, FGD 2]

Conversely, a participant was of the view that health tips may also be sent as SMS text messages to be read later during free time by patients with busy work schedules, as expressed as follows:

According to me; as a transporter, that is why sometimes I have very little time to look into those tips because I’m always having constant phone calls. Is there anyway those tips can be sent to us who are part of CFL, and we get some of these tips as messages on the phone. So that in your free time you can read through them; because us transporters we are always traveling; from here to Rwanda, Burundi, Congo. We are always on the move so there is hardly any time for us to listen to those health tips. Just like we get messages, WhatsApp messages, depending on your PIN. [IDI Mulago, responded to 25%-50% of calls, FGD 4]

Providing Appointment Reminders to All Participants

Several participants suggested sending appointment reminders to all those involved with the CFLU tool as it was only a few who reportedly received them. Some suggested that reminders to get their medicine refills should be sent a few days before the appointment date:

In my opinion, they should send the appointment reminders 2 or 3 days to the date of appointment. They can call on Friday and say, “do you know that you have a medical checkup on Monday” “do not forget to go to the hospital.” It would be very good but I have never received it. They should really do it like CFL. [IDI Mulago, responded to >50% of calls, FGD 5]

Resolving CFLU Tool Technical Issues Faced by Participants

Regarding specific technical issues revolving around the CFLU tool, participants made the suggestions outlined in Textbox 2.
The Call for Life Uganda tool or system should have the same number (one common number) used to call patients to avoid confusion

- What I am saying is; please have a permanent number on which you call us. There are about 3 different numbers that call me; there are numbers that call, you put in the password but the “kadodi” continues ringing. Yet the main number I know; when I put in the password it works very well. But some of those other numbers that call, we do not know them. I saved the CFL main number as “dawa” and as soon as I see it ringing I just put in the password and listen. But when the other numbers call, they reject my password. [IDI Mulago, responded to >50% of calls, FGD 5]

Resolve issues of irregular or inconsistent calling times

- What I don’t like about CFL, let them make sure if it is 10 o’clock that I chose to get my pill reminders, let them not call me at 1am or 2am. I am kindly requesting; that it should strictly be at 10pm. [IDI Mulago, responded to <25% of calls, FGD 2]

Rectify issues of blocked personal identification numbers

- In most cases they call me; But I stopped getting the health tips because my pin code was blocked; so that is one of the issues I wanted to address to my doctor so that it can be rectified and I continue getting those health tips; because they help me a lot; when it comes to positive living. [IDI Mulago, responded to <25% of calls, FGD 2]

Address the challenges encountered with the toll-free number

- One more thing; there is a toll free number for CFL I also tried to call it but they said it does not exist on the network. And then I think to myself; did the doctor give me a wrong number? I also request that they work on that. [IDI Mulago, responded to <25% of calls, FGD 2]

Continuation of the Call for Life Uganda intervention even after completion of the study

- I request that even when we complete the study you continue giving us calls. [IDI Mulago, responded to >50% of calls, FGD 6]

Prompt response to symptom reporting

- I personally think they should respond on that very same day that you report the symptom; so that you get help...sometimes you may be in great pain and you need urgent help...Doctor I would want to get my response as soon as I report the symptom. [IDI Mulago, responded to 25%-50% of calls, FGD 4]

Preference for two-way communication

- I would want to speak directly to the doctor...The doctor will speak to you, and you can inquire about anything. But as for the answering system, it will just do the talking but you won’t be able to talk back; all you do is just listen. [KSG HCIV, responded to <25% of calls, FGD 1]

Call for Life Uganda should have a separate space for its patients (clients) at health facilities

- As for me what I am saying; as the one part of CFL, we should have our own space where we get our medicine, and also bring others to join which means we will be spreading CFL to our peers...so that means you can slowly by slowly bring other patients to join the system. If I bring some, and someone else brings in another, the CFL circle will get bigger. [KSG HCIV, responded to <25% of calls, FGD 1]

Discussion

Principal Findings

This study complements the existing body of literature related to use and outcomes of mHealth communication technologies in health care delivery [30,42]. This substudy also complements our parent study that was conducted to determine the impact of IVR technology on Medical Outcomes HIV Quality of Life scores and viral suppression at 12 months, which showed better study outcomes and higher quality-of-life scores for participants with higher use of the CFLU tool than for low users [45]. It further complements another study (qualitative) by the team that explored the acceptability of a mobile phone support tool (CLFU) for promoting adherence to ART among young adults in a substudy of the RCT [48]. However, our study explored similarities and differences in the experiences, perceptions, and attitudes of people living with HIV regarding the CFLU tool among 3 categories based on the proportion of calls responded to. The study revealed that there were more similarities than differences in patients’ experiences with the CFLU tool. In particular, there was consensus across all groups that they had more positive experiences than negative ones with the CFLU system. However, participants who responded to >50% of calls reported more frequent use of the specific elements of the CFLU tool; hardly complained about the timing of the phone calls; and, consequently, experienced more benefits from the system than those who responded to calls <25% and between 25% and 50% of the time. This finding concurs with the results of the parent study, which revealed that, among participants in the intervention arm who were active at 12 months and had higher use of the CFLU tool than low users, there was a trend toward better study outcomes [45]. The challenges faced by the 2 categories who responded to <50% of the calls (mainly repeated challenges with the secret PIN code) are reflected in findings from the parent study and of another study that examined the feasibility of using IVR and SMS for automated collection of weekly individual-level ART adherence data in (rural) Southwestern Uganda [52]. In that study (which involved caregivers of children on ART who owned phones that were used to collect adherence data), Haberer et al [25,52] reported
similar challenges, especially with the PIN, which reportedly caused most confusion, where >66% of the Ugandan patients with HIV studied were unable to use their mobile phone PINs to feed back information to the health care provider. Despite these challenges, the study recommended that the use of IVR and SMS in resource-limited settings is technically feasible. Suggestions made to improve response rates to address the aforementioned challenges were found applicable to our study as well, which included repeated trainings over time, training in groups so shy participants can learn from each other, and testing knowledge from the trainings.

Generally, participants across the 3 categories valued the confidentiality associated with the secret PIN code, privacy (place of choice), convenience (individual time), and comfort of using the CFLU tool provided. Given that HIV-related stigma is still prevalent, CFLU was generally acceptable as it provided participants with privacy. A similar observation was reported by Adeagbo et al [13,53], who found that mobile phone–connected HIV testing and web-based clinical care and prevention have the potential to support access to these services, particularly for young people and men whose uptake of these services remains low, especially in Africa.

A key finding is that our study unveiled that the 2 most popular application elements were pill reminders and health promotion tips. Irrespective of calls responded to, all participants largely attributed improved quality of life to pill reminders, followed by health promotion tips. Self-reported compliance to treatment resulting from pill reminders was a topic that ran across the 3 categories and was even more pronounced among participants who responded to <25% of the calls as most of them used the system solely as a pill reminder. Our findings are broadly consistent with those from a study conducted in 2 rural Ugandan districts, where adherence levels were significantly higher during mobile phone intervention [6]. Similar findings were reported in Kenya, where 2 RCTs sent ART reminders to people living with HIV, whose adherence reportedly improved significantly [28,29]. In addition, our results correspond to the findings from reviews and other studies that include both LMICs and the global north, where mHealth communication technologies improved adherence through SMS text messages and voice pill reminders [3,14,30].

Furthermore, participants who responded to >50% of calls listened more to health tips than their counterparts in the <25% and 25% to 50% FGDs and ably reported detailed health information that they had put into practice. Our findings are in agreement with other studies, which revealed that mHealth technologies are highly effective for the dissemination of health promotion messages such as nutrition advice and other lifestyle tips [19,33,35] and directly increased disease awareness with regard to transmission, prevention, treatment, and care among study participants (people living with HIV), who, in turn, reported that they sensitized their families and community members. Mobile phones are being increasingly used worldwide in health promotion and health care [19], where improvement in communication and information delivery was observed through symptom reporting and appointment reminders for clinic attendance [37]. However, contrary to this finding, a pilot study that explored the efficacy of an mHealth campaign using SMS as a platform to disseminate and measure HIV and AIDS knowledge and promote HIV and AIDS testing at clinics in rural Northwest Uganda had proportionately limited success in increasing knowledge levels on a mass scale [54]. Despite this challenge, the study recognized the potential of mHealth tools when extended to large numbers of mobile phone users as part of an integrated health campaign approach and suggests that mHealth campaigns need to be combined with other forms of dissemination in low-income countries where mobile phone access and literacy disparities exist.

Another discussion point is that most of the participants had good therapeutic relationships with the health care providers (eg, physicians, nurses, and counselors), which boosted their self-esteem, confidence, and trust in them and was a source of psychosocial support. Odili et al [10] believe that patient-care provider relationships and trust in the provider could be motivating factors for adherence.

An attempt has been made to provide concrete ideas on how to improve aspects of mHealth interventions in LMIC settings. As observed from the study findings, participants attributed their improved adherence, better health, and improved quality of life to CFLU and recommended that the tool be scaled to rural health facilities, nonparticipants, social places, and the media. Benefits of mHealth tools have been reported by other studies; for example, a systematic review of sociotechnical factors affecting patients’ adoption of mHealth tools revealed that mHealth adoption may improve health outcomes [55]. This review further explained that patients who perceive potential benefits such as better health effects and enhanced health behaviors from the use of the tools are more likely to use them.

Among the recommendations to improve aspects of mHealth tools is addressing technical challenges that reportedly affect mHealth tool performance, such as those mentioned in our study. This is because technical difficulties have been frequently cited as barriers, creating frustration and discouraging the embracing of mHealth tools [56]. Ease of use has been quoted as one of the leading factors affecting mHealth acceptance [57] and, if made possible, can greatly improve the usability of the tools in LMICs.

Training involving a more participatory approach is recommended given the different sociodemographic characteristics of patients, especially those in the older age groups and those with low levels of education that are common in LMICs [58]. In addition, provision of timely and adequate technical support may help users overcome technical challenges that were reportedly common among the study participants [59]. Coupled with the aforementioned issues, follow-up or continuous monitoring of the users by the health care providers may help provide feedback on use and challenges that can improve the performance of the different aspects of the mHealth tools [60].

Furthermore, studies have pointed out the importance of combining web-based and traditional health care provider communication to enable quicker and easier exchange of information between health care providers and patients [55,61,62]. Preference for two-way communication was also suggested by study participants.
Finally, provision of relevant and up-to-date and appropriate health education tailored to patients’ needs may greatly improve mHealth tools in LMICs where access to health education is constrained [56]. This may address knowledge gaps, raise disease awareness, and encourage healthier behaviors, consequently helping patients better understand their medications and possible side effects and symptoms and achieve better health results [55,56].

Study Limitations

A potential limitation of this study is the fact that it was conducted in a setting where poor mobile phone coverage and frequent power and mobile phone network outages exist and loss of mobile phones is a common phenomenon. These findings may not be applicable to higher-income settings as such challenges would have implications in terms of sustainability of such an intervention. However, the findings of our study are not intended to be generalized to other settings. The resonance of our findings with other studies suggests that the findings may be applicable beyond the study area. Finally, the data in our study were based on informant responses, which might be subject to social desirability.

Conclusions

In conclusion, our findings showed participants’ appreciation, high willingness, and interest in CFLU that demonstrated great potential to improve access to health care; adherence to treatment; health awareness; and, consequently, quality of life. The technology was well received, but the use of PIN codes for confidentiality was a challenge, and other confidentiality checks should be considered in our environment.
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Abstract

Background: The use of digital therapeutics (DTx) in the prevention and management of medical conditions has increased through the years, with an estimated 44 million people using one as part of their treatment plan in 2021, nearly double the number from the previous year. DTx are commonly accessed through smartphone apps, but offering these treatments through additional platforms can improve the accessibility of these interventions. Voice apps are an emerging technology in the digital health field; not only do they have the potential to improve DTx adherence, but they can also create a better user experience for some user groups.

Objective: This research aimed to identify the acceptability and feasibility of offering a voice app for a chronic disease self-management program. The objective of this project was to design, develop, and evaluate a voice app of an already-existing smartphone-based heart failure self-management program, Medly, to be used as a case study.

Methods: A voice app version of Medly was designed and developed through a user-centered design process. We conducted a usability study and semistructured interviews with patients with heart failure (N=8) at the Peter Munk Cardiac Clinic in Toronto General Hospital to better understand the user experience. A Medly voice app prototype was built using a software development kit in tandem with a cloud computing platform and was verified and validated before the usability study. Data collection and analysis were guided by a mixed methods triangulation convergence design.

Results: Common themes were identified in the results of the usability study, which involved 8 participants with heart failure. Almost all participants (7/8, 88%) were satisfied with the voice app and felt confident using it, although half of the participants (4/8, 50%) were unsure about using it in the future. Six main themes were identified: changes in physical behavior, preference between voice app and smartphone, importance of music during voice app interaction, lack of privacy concerns, desired reassurances during voice app interaction, and helpful aids during voice app interaction. These findings were triangulated with the quantitative...
data, and it concluded that the main area for improvement was related to the ease of use; design changes were then implemented to better improve the user experience.

**Conclusions:** This work offered preliminary insight into the acceptability and feasibility of a *Medly* voice app. Given the recent emergence of voice apps in health care, we believe that this research offered invaluable insight into successfully deploying DTx for chronic disease self-management using this technology.

*(JMIR Form Res 2022;6(12):e41628) doi:10.2196/41628*
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**Introduction**

**Background**

The prevalence of heart failure (HF) continues to be on the rise as more people are surviving cardiovascular disease [1]. Cardiovascular diseases can cause the heart muscle to become damaged and weak, leading to the development of HF. HF occurs when the pumping action of the heart muscle is not strong enough to meet the needs of the body or when the heart muscle does not relax properly to accommodate blood flow back into the heart. When this occurs, fluid can build up in the lungs and other parts of the body, such as the ankles, creating congestion in the lungs, which results in a lack of oxygen being delivered to the rest of the body [2]. As of 2017, it is estimated that 64.3 million people are living with HF globally [3], and many countries are reporting a steady increase in this condition’s prevalence [1].

HF creates a burden not only on health care resources and expenditures [1] but also on the patient’s well-being if not cared for properly [4]. HF limits a patient’s capacity to live well through physical, psychological, or social means [5]. Patient self-management plays an integral role in the treatment of HF, with studies reporting improved health outcomes, decreased clinic visits, and decreased health costs [6]. Mobile health (mHealth) is a type of digital health technology that involves the use of mobile devices (smartphone, patient monitoring device, wireless devices, etc) for medical and public health practices [7] and enables the integration of self-care support into a patient’s daily routine [8]. Smartphone apps are one of the most popular tools for helping patients diagnosed with chronic conditions manage their health at home [9].

*Medly* is an evidence-based, HF self-management program that has been developed by the University Health Network (UHN) and is implemented as part of the standard of care at UHN’s Peter Munk Cardiac Centre (PMCC) [10]. This program is an evidence-based, HF self-management program that includes VUIs, such as smartphones and smart speakers. The program was performed and designed as the first step in determining whether it would be feasible and beneficial to create, deploy, and use a voice app of *Medly*. If results show promise, future studies can go beyond feasibility to then investigate implementation and whether certain demographics benefit more from this technology than others.

Given these encouraging results, a longitudinal study measuring adherence was also performed on the *Medly* program. The data gathered over 12 months concluded that adherence to the program was inconsistent among all age groups and kept declining as time went on [12]. Furthermore, other studies have shown that various patient demographics struggle to use mobile technologies, such as touch screen devices and smartphones, specifically older adults and those with cognitive and physical impairments [13-19]. Although mHealth remains to be one of the most popular platforms for chronic disease self-management programs [9], there are still some patient demographics who struggle to interact with this technology. Voice apps have the potential to improve the user interaction of programs such as *Medly* based on emerging evidence of this technology being used in the self-management of chronic diseases. This study was performed and designed as the first step in determining whether it would be feasible and beneficial to create, deploy, and use a voice app of *Medly*. If results show promise, future studies can go beyond feasibility to then investigate implementation and whether certain demographics benefit more from this technology than others.

Voice apps are an emerging technology in the health care field, ranging from integration with in-clinic registration processes [20] to helping people manage their chronic illness and live independently in their homes [21-25]. There is growing interest in smart speakers such as Google Home (Google LLC) and Amazon Alexa (Amazon Inc) because of their simple setup, ease of use, and low cost. Voice apps are deployed through voice user interfaces (VUIs) and enable ubiquitous connectivity by allowing the user to access services using their speech, making for a more convenient experience. VUI is the underlying software that processes and handles speech inputs to allow the user to interact with various apps. A wide range of devices now includes VUIs, such as smartphones and smart speakers. Research relating to voice apps for chronic illness is still in the development and piloting phases and has limited efficacy in testing to support final outcomes and conclusions [26]. As described by Sezgin et al [24,26], most voice apps currently being developed provide information and assistance services, which include general educational content and guidance, reminders, and tracking. There is limited research showcasing voice apps as a tool to provide more personalized, user-specific support, creating an opportunity to further investigate whether
this technology can be used to provide health care services and support.

**Objectives**

Guided by the findings from the literature review and coupled with a user-centered design (UCD) process, we sought to design, develop, and evaluate a voice app for the smartphone-based HF self-management program Medly to determine whether a voice app version adds benefit to the program’s current model of interaction and care. The Medly voice app was evaluated in a usability study, and the findings from this evaluation helped inform the final design and development of the Medly voice app, as presented in this paper.

**Methods**

**Overview**

The Medly voice app was created in two main phases: (1) design and development and (2) usability evaluation of the preliminary design. A prototype version of the Medly voice app was created and used in a usability study. Findings from the usability evaluation helped inform the redesign and redevelopment work needed to create a voice app that better met the needs of patients with HF. This section begins with an outline of the design and development specifications created for the Medly voice app, followed by the verification and validation protocols. The methods pertaining to the usability study design and data collection and analysis will then be explained.

The Medly voice app was designed and developed for deployment on VUIs and was built using an external cloud computing service. A mixed methods, triangulation convergence model was used to interpret the results. Both quantitative and qualitative data regarding the user’s experience when interacting with the Medly voice app prototype were collected and analyzed separately. Following the analysis of each data set, the results were converged for interpretation to identify the main conclusions. The findings from this usability study influenced the redesign and redevelopment work that occurred after this evaluation.

**Ethical Considerations**

The usability study was performed in Toronto General Hospital, part of UHN, and was approved by UHN Research Ethics Board (19-5051.2). Interested participants were asked to sign a written consent form before being enrolled in the study. They were reminded that (1) they can contact the study coordinator at any point should they have questions, (2) their decision to participate or not has no impact on their clinical care in any way, and (3) they are free to withdraw from the study at any point with no impact on their clinical care. All information collected pertaining to observations, semistructured interviews, and questionnaire responses was identified by study number only. Neither participants’ name nor any identifying information will be used in any publication or presentation. The participants received a CAD $25 (US $18.34) Visa gift card for participating in the study.

**Design Process**

The first phase of the UCD process, identifying user needs and ideation of the Medly voice app, was guided by a literature review, a market scan, and the existing Medly program requirements. Findings from the literature review and market scan revealed that many chronic disease self-management voice apps (not limited to just HF) used Amazon Alexa or Google Home devices for deployment. All the research studies shared the same purpose of identifying the feasibility and acceptability of using a voice app for the self-management of a specific chronic disease. The findings were preliminary but encouraging with high user satisfaction and usability, indicating that devices such as Amazon Alexa and Google Home are reliable to be used for self-management purposes. The design of the voice apps described in both the literature review and market scan revealed two useful findings: (1) the voice app conversation is designed to be short and succinct, and (2) some of the voice apps are deployed on devices that have large screens, meant to complement the interaction. These results encouraged the Medly voice app’s conversational design to be concise and to explore the possibility of using a screen to complement the conversational experience.

The second phase of the UCD process involved using the information gathered in the first phase to develop and deploy a prototype of the Medly voice app on a VUI. User feedback about the Medly voice app was received through a usability study, performed with patients with HF in The Ted Rogers and Family Centre of Excellence in Heart Function clinic at the PMCC in Toronto General Hospital. On the basis of the usability study results, the prototype was further developed and redesigned to better meet the identified user needs and is expected to be evaluated in a future clinical study. Figure 1 illustrates the process that was followed for this project.
Design Specifications of the Medly Voice App

Design requirements were created before developing the Medly voice app to help guide the development process and define the voice app’s functionalities. The main requirements implemented for the voice app are presented in Table S1 in Multimedia Appendix 1, which summarizes the main objectives of the program. The voice app was designed to have the same functionalities as those of the mobile app, which include the following: (1) asking the user to measure their weight, blood pressure, and heart rate; (2) saving and storing those values in the Medly clinical dashboard; (3) asking the user a series of yes or no questions relating to HF symptoms; (4) processing the data using the Medly algorithm; and (5) outputting a message to the user based on the algorithm result. These requirements helped create an app that was appropriate for voice interaction and were based on research as well as guidelines related to VUI design [27,28]. Conversational flow diagrams were also created using VUI design guidelines, and each scenario was tested on a VUI following its implementation [29,30].

Development Specifications of the Medly Voice App

The architecture of the Medly voice program consists of various components required to receive, store, and send data. A visual of the architectural design along with a description of how it operates is presented in Figure S1 in Multimedia Appendix 1.

Voice apps consist of both a VUI and app logic. When the user speaks, the VUI invokes the voice app, and a request is created and processed in the context of the voice app’s interaction model using tools such as machine learning, natural language understanding, and automatic speech recognition. Once the interaction model has processed the speech, a request is sent to the app logic, which provides a response back to the user. For the purposes of this project, an Alexa-hosted Skill built using the Amazon Alexa Skills Kit [31] processed and handled user requests and implemented the Medly voice app logic, but other frameworks could have been used as well.

Finally, the verification and validation of the Medly voice app were ongoing processes that were completed at various steps in the design process. Verification was done on the Medly voice app using a demonstration method to ensure that it met the design requirements and performed as expected. Different scenarios with various inputs were created to ensure that the produced results were as expected. Different conversational flows were brainstormed and used to help validate the voice app. These conversations were then tested using a web-based voice app simulator, which responds with voice and text and also includes the JavaScript Object Notation request to help fix errors.

Usability Study

Overview

The purpose of the usability study was to investigate the potential of VUI devices as an option for patients to access the Medly program. Patients with HF were recruited and asked to explore the intuitiveness of the Medly voice app. The usability study consisted of 3 main components, which each patient completed: a usability session, the standardized System Usability Scale (SUS) questionnaire (Multimedia Appendix 2), and a qualitative semistructured interview session. The SUS questionnaire, developed in 1986, is a validated and reliable tool created to measure usability. The survey consists of 10 items and evaluates various products and services; it is commonly used in health care when implementing newer technologies [32]. The findings from this study helped identify the acceptability and ease of use of the voice app and also informed the service design that would be most appropriate to be implemented for a voice app offering a self-management program.

Participant Recruitment

A total of 8 participants were recruited for this study, and all of them used Medly as part of their standard of care. All the participants recruited were adults living with chronic HF and...
could read, write, and understand English. Patients using Medly were asked to participate so that unique insights and themes could be identified, as they already had experience with using the program. The participants were recruited through the Medly nurse coordinator, who provided a brief overview of the study to patients and then asked whether they were interested in participating before introducing them to the study coordinator. Most usability studies require 5 to 8 participants to receive response saturation [33,34]; therefore, we chose to recruit 8 participants to help identify the potential this platform may have as a health care delivery technology in the future, by identifying major themes emerging from the study.

**Usability Study Design**

Participants who volunteered attended a single, 1-hour session with the study coordinator after their scheduled appointment and were asked to complete four main tasks: (1) inputting measurements on the Medly smartphone app, (2) inputting measurements on the Medly voice app, (3) completing the SUS questionnaire, and (4) engaging in a semistructured interview with the study coordinator. Following this, the participants were then asked to verbally interact with the Medly voice app, with the help of an instruction card, using Amazon Alexa, which was also provided by the study coordinator. Observational notes were recorded throughout the session. The participants then completed a standardized, poststudy SUS questionnaire regarding their experience with the voice app. Once the participants completed the questionnaire, the study coordinator led individual semistructured interviews, which included questions pertaining to their perceptions of the usability of the Medly voice app and specific issues or areas for improvement. The results of this research highlighted key findings regarding the acceptability of integrating VUI platforms into patient self-care tools and informed decisions for future design iterations.

**Data Collection and Analysis**

Both quantitative and qualitative data were gathered during the usability study and triangulated when identifying the main conclusions from the results. The SUS questionnaire was analyzed as per standard protocol [32], and the results are graphically represented in the “Usability Study Findings” section below. The data were interpreted in conjunction with the qualitative interview findings and observational notes. An inductive, qualitative descriptive approach was used to analyze the interview responses and field notes: all transcripts were analyzed and coded by the study coordinator (AB), using Microsoft Word (Microsoft Corp). Because the purpose of the usability study was to collect user insights, it was not designed to be statistically powered; therefore, specific patient demographic characteristics such as age, ethnicity, etc were not collected or used in the analysis.

The mixed methods triangulation design followed a convergence model, with a larger emphasis being placed on the qualitative results. The findings from the SUS questionnaire were used to validate the main conclusions gathered from the interviews and field notes. The rationale for this approach was due to the usability study design; because a small sample size was needed to reach saturation, the interpretations from the quantitative data were used to support the qualitative findings.

**Results**

**Preliminary Design of the Medly Voice App**

A voice app prototype of Medly was created for the purpose of being used during a usability study to identify problems in the design, uncover any opportunities for improvement, and learn more about the users’ behaviors and preferences when interacting with the app. An instruction card was created and used to help guide the user through their interaction with the Medly voice app (Figure S2 in Multimedia Appendix 1). A preliminary design of the card was used by the participants in the study so that feedback could be collected about the design to make changes, if required.

A high-level overview of the conversation was first mapped out and created (Figure 2). Using this, the full conversation was designed and is described in more detail in Figure S3 in Multimedia Appendix 1. The first half of the voice app interaction consisted of the user measuring and recording their weight, blood pressure, and heart rate with nonlyrical music playing in the background in between prompts. Playing music in the background not only created a more pleasant user experience but was also a strategy used to ensure that the app did not time out [35]. After the user inputted their heart rate, the voice app reiterated the measurements it captured to the user and gave them an opportunity to correct any wrong measurements. Once the user recorded their measurements, the app began to ask them a series of yes or no questions regarding HF-related symptoms. Once this was completed, the app outputted a message and exited. The Medly algorithm was not implemented for the prototype because it was not needed to accomplish the purpose of the usability study.

An interaction model was then created to implement the conversational flow described earlier, and it consisted of intents, training phrases, and slot types. An intent was created for each piece of required information: weight, blood pressure, heart rate, and symptom-related questions. Within each intent, training phrases were added and consisted of predictable utterances the user may say to record their responses. Within each training phrase, the most important pieces of data were identified and labeled as a slot type (weight, blood pressure, and heart rate were categorized as numbers, and symptom responses were labeled as “yes” or “no”). The slot types were used to help extract the measurements needed to be sent to the Medly voice server. The measurements were extracted from the interaction model, and the app logic was used to help direct the flow of conversation. Once the required measurements were captured, a POST request was made to the Medly server, and a self-care message was sent back to the voice app to be relayed to the user.
Usability Study Findings

SUS Results

A usability study was performed with 8 participants with HF from UHN’s Ted Rogers Center of Excellence for Heart Failure clinic. Saturation was successfully achieved with the sample size because of the common themes that emerged across the 8 sessions. After interacting with the voice app, the participants filled out the SUS questionnaire to describe their experience. The average SUS score was 92, out of 100 (SD 5.2), ranking the voice app in the 98th percentile based on previous studies. According to these data, most participants were satisfied with the design and development of the voice app. Results for the positive and negative statements of the SUS questionnaire are shown in Figures 3A and 3B, respectively.

Looking at the positive attribute statements, almost all participants (7/8, 88%) felt confident using the app and thought it was easy to use. This was further supported by the responses to the negative attribute statements, with the most popular response being “strongly disagree.” However, when asked whether they would use the voice app frequently, there was a greater divide in opinion, with the most popular response (3/8, 38%) being neutral.

Figure 3. (A) Data showcasing the participant results for the questions in the System Usability Scale (SUS) relating to positive attributes of the Medly voice app system. (B) Data showcasing the participant results for the questions in the SUS relating to the negative attributes of the Medly voice app system.
**SUS Triangulation With Qualitative Data**

Overall, these findings showed promise when determining user acceptability because of the overall positive responses from the SUS questionnaire. Triangulating these results with the field notes and interview findings indicated areas for improvement regarding the ease of use. Although most of the responses were “strongly agree” or “strongly disagree,” 3 of the 10 statements had more variation: “I think that I would like to use the voice app frequently,” “I found the various functions in the voice app were well integrated,” and “I thought there was too much inconsistency in the voice app.” This can potentially be explained using 2 observations that were commonly seen during the user sessions. First, the voice app had difficulties understanding measurements when users said each digit separately for their weight, blood pressure, and heart rate (Table S1 in Multimedia Appendix 3). Second, the voice app would often time out whenever there was a small pause in between the prompt provided and the user’s response. In this scenario, it became difficult for the user to converse with the voice app. Given these observations (and their validation through questionnaire responses), some changes have been made to improve the patient experience.

**Qualitative Findings**

The observational notes and semistructured interview responses were analyzed to (1) identify and describe common themes and (2) create a list of potential errors that could occur while the user is interacting with the app. Both these deliverables provided insights and helped shape the redesign and redevelopment of the voice app. Six main themes were identified: (1) changes in physical behavior, (2) preference between voice app and smartphone, (3) importance of music during voice app interaction, (4) lack of privacy concerns, (5) desired reassurances during voice app interaction, and (6) helpful aids during voice app interaction.

One of the more notable themes was the observed change in behavior when the participants interacted with the voice app; most participants showed signs of nervousness and looked tense. However, as the conversation progressed, there was a noticeable difference in their demeanor, as they became more relaxed once they better understood the conversational flow. Some voice app features helped the users navigate through their session, making for a more pleasant experience, such as having music play in the background so that they did not feel rushed through the interaction and having the voice app reiterate measurements back to them to ensure that the device correctly recorded the values. Because the users were accustomed to seeing visual feedback of their measurements on their smartphones, they preferred having some type of feedback (verbal or visual) to ensure that the voice app heard them correctly. The participants heavily relied on the instruction card as an aid, and those who followed it closely were the most successful in completing the interaction. The use of music, reiteration feature, and instruction card was observed to be helpful during the interactions, and this was confirmed with the participants during the interview sessions. Insights were also provided as to why some patients found the smartphone device difficult to use, and the responses typically revolved around the idea of convenience. Some participants (4/8, 50%) found that inputting their data through a conversation (voice app) was easier for them than using their smartphone device. One of the participants said that they use their smartphone only for the Medly app and otherwise have it turned off. Finally, concerns about privacy were brought up only by 25% (2/8) of participants, indicating it may not be a prominent barrier to use as originally predicted. Further details describing these themes are outlined in Table S2 in Multimedia Appendix 3.

As mentioned previously, a list of potential risks, related to the interaction of the user with the voice app, was identified. The severity of each risk was assessed based on its likelihood and consequence. Mitigation strategies for each risk were developed and implemented in the voice app design during the redevelopment work. These data can be seen in Table S1 in Multimedia Appendix 3.

**Redevelopment of the Medly Voice App**

**Overview**

The prototype built for the usability study was further developed to meet all the design requirements of the Medly voice app. The VUI device was also changed to incorporate screen and touch screen capabilities; this decision was based on the findings from the usability study. We expected that the touch screen will not be suitable for all patients; however, we were also led to believe (based on user feedback) that some may prefer it over the smartphone and screenless VUI device, especially for visual feedback.

**Screen Design**

Having a screen display on the device meant that the users would be able to visually see instructions and measurements and also have the option of responding to yes or no questions using the touch screen. Although some demographics struggle to use touch screen, these interaction features are optional for the user. Although we predicted that the visual feedback will be helpful for most users and that having a bigger screen will be easier than the smartphone, the users will still be able to interact with the app using only their voice if they find it to be the easiest and simplest mode of interaction for them. Each screen was designed to only include the information the user needed to avoid any confusion. A consistent design theme, similar to the one used in the Medly smartphone app, was used for each screen display using the same color scheme, layout, and font size and style. The written cues on the screen aligned with the verbal prompts to avoid user confusion. Design guidelines were used for font size and layout to ensure that the prompts are presented at an appropriate reading size [35]. The screen design at various points of the conversation is shown in Figure 4.

The incorporation of a screen display for the Medly voice app also allows users to see their previous measurements and data trends, similar to what they were used to seeing when using the smartphone app. Although the implementation of seeing data history was not in scope for this project, it is a feature that is common in most mHealth apps, as it helps users understand their health status better.
Conversational Design
The conversational script used in the preliminary design stayed the same during the redevelopment work. Findings from the usability study helped inform which parts of the conversation were most prone to error and needed to be changed. More training phrases and symptom confirmations were new additions to the conversation, and the summary of the interaction is shown in Figure 5. A more detailed description of the new additions to the conversation can be seen in Figure S4 in Multimedia Appendix 1. With these new changes, the app only confirms the symptoms the user answered yes to for a more efficient process by giving them an opportunity to correct any wrong responses recorded. Once all the responses have been corrected, the data are sent to the Medly voice server. The voice server retrieves patient thresholds, sends the daily data to the Medly research server, and uses the Medly algorithm to send an output message back to the voice app, informing the patient on the status of their health.
Figure 5. A high-level description of the conversational flow for the final version of the Medly voice app. A new milestone has been added to describe the Medly voice app, which confirms the responses to the symptom-related questions that were answered with “yes”.

Backend Development

The software architecture and Medly algorithm were implemented during the redevelopment phase of the project. Each output message generated to the user was a personalized response based on their measurements and preexisting thresholds. To receive data from the voice app and pull relevant patient thresholds, account linking was required to be set up to connect the patient’s identity from 2 different services. Personalized Medly accounts were created for each study participant and connected to their respective Amazon account. The Medly algorithm was built and deployed on the Medly voice server; it pulls data from the Medly app server as well as data sent from the VUI to generate an output message.

Discussion

Principal Findings

This manuscript describes the UCD approach that was used to develop a voice app experience for HF management. Accessing chronic disease management programs through voice apps has the potential to increase the uptake of these programs by making them more accessible, thereby reaching more patients. The evaluation of the voice app demonstrated user acceptability through the SUS questionnaire (92/100 average score), and the qualitative findings provided assurance of deployment feasibility, as the users were able to successfully interact with the voice app. Common themes from the usability sessions (preference for music playing during interaction, providing oral or visual feedback, and the instruction card being a helpful aid) served as feedback for the redevelopment phase of the project.

The impact of the findings from this study is promising, especially given the near-ubiquitous nature of smart speakers, such as Amazon Alexa and Google Home. These devices can be easily integrated within households, and they make it easy and convenient to perform tasks through simple conversations and offer flexibility to do multiple tasks simultaneously. Patients with chronic illness experience a constant need to record and transmit data to better track their health, and voice apps, deployed through smart speakers, can help them accomplish this seamlessly, not only because it uses speech to collect these data but also because it can guide the user through their tasks more explicitly than the smartphone.

As this platform requires less technical knowledge than the smartphone (mHealth apps), those who struggle to use technology have the opportunity to participate in the program. According to the usability study observations, most participants felt that it was easy to interact with the voice app because it only required conversation and no technical background. The platform’s multilingual capability offers another opportunity, which may make some more individuals willing to use it to record measurements. VUIs also allow users to initiate a call to anyone on their list through voice command; this can be useful in cases where they need assistance but cannot reach their phone to call for help. This scenario often occurs with older adults, who are also the most common group to be diagnosed with chronic illnesses and, as a result, are prescribed digital therapeutics.

It is also important to consider the implications of using voice apps for chronic disease self-management. When inputting measurements on an mHealth app, it is typical for the user to see their data on the screen before submitting. With a VUI that solely relies on verbal communication, visual feedback is no longer a possibility. The participants commented on the importance of knowing which measurements were recorded on the voice app and valued the ability to see historical data and trends on the smartphone app. With these findings, we incorporated verbal feedback as a necessary component in the conversational design to help with user confidence. Adding this step in the conversation comes at the cost of prolonging the time it takes to complete the interaction but is not necessarily a drawback because of the lesser focus required when compared with using a smartphone.

Although users only need to use speech when interacting with VUIs, the conversation style may vary significantly when compared with human-to-human interaction. During this study, the users who had never used these types of devices before felt the need to raise their voice in hopes that it heard and understood them better. Expelling this energy repeatedly may make the user feel tired, as one of the participants noted, especially because the demographic that uses these digital therapeutics are older adults. Without knowing how the voice app will respond, a difference in body language was also observed, namely users tensed up, felt the need to sit up straighter, and focused more when interacting with the device. This behavior is in stark contrast to how users interacted with the smartphone, as their physical body language while using the smartphone indicated a much more relaxed behavior. Despite these differences, it is expected that user body language will shift toward a more relaxed behavior as they become more comfortable with using voice apps.

Finally, it is also important to consider the potential barriers to entry that exist as a result of using this technology. For example, most VUI devices require the user to have an account to interact with the device, creating an accessibility issue. Another barrier to entry is the requirement to have a constant, reliable internet connection to use the device. This is in contrast to the Medly smartphone app which can be accessed offline and is mobile. Not only can this create an equity issue for those who do not have internet, but it can also be problematic when internet issues and power outages occur.
Comparison With Prior Work

To our knowledge, this study is one of the first to investigate the acceptability and feasibility of a personalized chronic disease self-management voice app, designed to be used by patients with HF in their homes. Our work is similar to other recent studies that have used either an Amazon Alexa or a Google Home device to deploy a self-management voice app for various chronic diseases, including type 2 diabetes [23]. The usability study provided by Cheng et al [23] collected quantitative data through a survey, asking participants whether they preferred a smartphone or voice app; similar to the findings in our study, 8 out of 10 participants preferred the voice app. In our study, qualitative data were used to further explore the high acceptability response. Voice apps have also been developed for heart disease but for purposes other than self-management [21,22]; Jadczyk et al [20] developed one for patients to interact with during in-clinic registration to streamline the process. The usability study performed was in a controlled laboratory environment but revealed 97.5% accuracy when converting speech to text. In summary, our findings are consistent with the existing literature, which provide preliminary assessments of voice apps, an emerging technology in health care. Using a systematic approach, we were able to gather more insights about the feasibility and acceptability of voice apps through quantitative and qualitative data collection.

Limitations

Although the results from this research project showed promise for future use, it is important to acknowledge the limitations associated with this work.

The main limitation of usability studies is the short interaction time. Although the observations and feedback from the participants were helpful in identifying the potential that voice apps may have for chronic disease management, they only interacted with the technology for a short period. Future work should include a study that requires the users to interact with the device for a longer period to give them more experience with the voice app to reflect more grounded feedback.

A sample size of 8 participants was chosen because the usability study was only focused on gathering user insights and not statistically relevant data. According to the literature, the total participants needed for a usability study is dependent on when saturation is achieved in results. In most cases, this occurs when the sample size is typically between 5 and 8 participants [36]. Therefore, it is recommended that multiple usability tests occur with fewer users (between 5 and 8 participants) and that changes be made between usability tests to mitigate challenges observed in previous sessions. The research showcased in this paper underwent 1.5 cycles of the UCD process and requires further testing to identify whether the challenges uncovered in the usability study have been resolved with the latest iteration of design and development work. Owing to the small sample size, the usability study was also not statistically powered. In this case, the evaluation of the results is mostly limited to qualitative data analysis. Although a questionnaire was completed by each user after the session, these results were only used to support the conclusions drawn from the qualitative data.

Finally, the participants may have had social desirability bias when answering interview questions and filling out the questionnaire, especially because they knew that the study coordinator also had involvement in the design and development of the voice app [37]. When things went wrong, the participants most often felt as though it was their fault for not understanding how to use the technology and, as a result, would not bring up comments regarding what they disliked about the experience.

Conclusions

This project involved the design, development, and usability evaluation of a voice app for HF management. A UCD process was followed to systematically create a voice app that would meet user needs and be easy to use. The usability study performed at the PMCC at UHN provided insightful user feedback about the voice app’s design, with the overall response being positive with high user satisfaction. The findings from this usability study impacted the redevelopment of the voice app, which will be used in a future clinical evaluation. As advancements in VUIs progress, we believe they will play an integral role in providing access to chronic disease management programs by (1) helping more patients complete their tasks independently, (2) offering a more convenient experience to record relevant data, and (3) allowing those with limited technical and English skills access to these programs. The findings from this research show promise in using VUIs to help with chronic disease management.
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Multimedia Appendix 1
Design requirements (including both user and software) that were considered during the design stage (Table S1). Software architecture diagram of the Medly voice app system (Figure S1). Instruction card provided to users to help them navigate the conversation (Figure S2). An example of the “script” describing the conversation for the Medly voice app (Figure S3). A “script” describing the conversation that will occur if the Medly voice app did not correctly capture the user’s symptom responses (Figure S4).
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Multimedia Appendix 2
The System Usability Scale questionnaire that was handed out to the participants at the end of the usability session.
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Multimedia Appendix 3
List of potential errors identified from usability study results, along with risk levels and mitigation strategies (Table S1). Main themes derived from the usability sessions (Table S2).
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Abstract

Background: When the COVID-19 pandemic lockdown measures were instituted, the wide-scale necessity for remote mental health care increased among professional clinicians, such as psychiatrists, psychologists, social workers, and certified peer support (CPS) specialists. Factors contributing to increased demand include concern for the safety of loved ones, the safety of oneself, overall well-being, unemployment, and loneliness for older individuals. While demand continues to increase and a shortage of mental health professionals persists, understanding the training, technology, media, and delivery of digital peer support services can facilitate community-based support services to assist patients in coping with mental health symptoms between clinical encounters with licensed professionals. Digital peer support consists of asynchronous and synchronous, live or automated, peer support services such as applications, social media, and phone calls.

Objective: The purpose of this cross-sectional study is to determine how digital peer support is delivered, by which technologies it is delivered, and how certified digital peer supporters are trained within the United States to inform future delivery of digital peer support.

Methods: We used an online cross-sectional self-report survey developed alongside certified peer specialists. The study included questions regarding the types of peer support training and the delivery methods used within their practices. We advertised the survey through a certified peer support specialist listserve, Facebook, and Twitter.

Results: Certified peer specialists provide mutual social emotional support to those with a similar mental health condition. Of certified peer specialists trained in CPS, the majority of CPS specialists were trained in peer support (418/426, 98.1%). Peer support specialists deliver services via telephone calls (182/293, 62.1%), via videoconference-based services (160/293, 54.6%), via SMS text messages (123/293, 42%), via smartphone apps (68/293, 23.2%), and via social media (65/293, 22.2%). Certified peer specialists deliver services through virtual reality (11/293, 3.8%) and through video games (6/293, 2%). Virtual reality and video games may represent emerging technologies to develop and deliver community-based support.

Conclusions: This study examined the modes of digital peer support intervention as well as the training and demographic background of peer supporters. Given the demand for mental health care, digital peer support emerges as one option to increase access. These results suggest that CPS specialists commonly use SMS text messaging, phone calls, and videoconferences to engage in peer support. Less frequently, they may use diverse modes such as apps, social media, and video games. It is important to consider the backgrounds of peer supporters and the mediums of communication to best accommodate areas where access to peer support is emerging. Larger longitudinal studies and a variety of experimental designs may be considered to understand the efficacy of digital interventions and digital peer support training to direct optimal care.
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Introduction

Social distancing and lockdown measures due to the COVID-19 pandemic have transformed the delivery of mental health care from in-person to remote services supported through the use of technologies [1]. One study showed that, before the COVID-19 pandemic, 80% of mental health practitioners (ie, social workers, psychiatrists, and psychologists) did not offer remote services, while as of late March 2020, that number had declined dramatically to only 19% [1].

When the COVID-19 pandemic lockdown measures were instituted, a wide-scale necessity for remote mental health care emerged not only for professional clinicians, such as psychiatrists, psychologists, and social workers, but also for certified peer support (CPS) specialists [2]. CPS specialists (ie, individuals who provide mutual, social, and emotional support to those with a similar mental health condition and are trained and accredited to offer services like text-based advice or encouragement toward well-being in between clinical encounters with psychiatric treatment teams [3]) are mobilized to offer digital peer support services through technologies such as videoconferencing platforms and smartphone apps. Digital peer support has been shown to help patients in between clinical encounters and impact quality of life, functioning, and medical and mental health self-management skill development, and promote engagement with in-person and digital services [4]. Understanding the training and delivery of digital peer support services can facilitate community-based support services to assist patients in coping with mental health symptoms between clinical encounters with licensed professionals. In this cross-sectional study, we describe the training and delivery of digital peer support within the United States.

Methods

Development

A national online survey was developed with input from certified peer specialists: 2 CPS specialists, who were not authors of the study, and were selected from the Collaborative Design for Recovery and Health, a volunteer, virtual collaborative of service users, peer support specialists, caregivers, policy makers, and scientists with and without a lived experience engaging in community-based participatory research [5]. They reviewed and modified questions to ensure clarity and appropriateness for respondents. The requirements for authorship according to the New England Journal of Medicine are (1) substantial contributions to the conception and design or acquisition, analysis, or interpretation of data; (2) drafting of the article or critical revision for important intellectual content; (3) final approval of the version to be published; and (4) agreement to be accountable for all aspects of the work in ensuring that questions related to the accuracy or integrity of any part of the article are appropriately investigated and resolved. The certified peer specialists did not meet these requirements and were not interested in authorship.

Delivery

Qualtrics was used to deliver the online survey. We sampled participants through an online newsletter announcement through the last author’s CPS specialist listserv. The newsletter was sent 3 times to individuals over the course of a month. The listserv includes 1500 CPS specialists. This link and scripted text announcing the study were also sent out via popular peer support Facebook media outlets and Twitter. The response rate is not known due to the unreported reach of social media. The survey was available online from September 2020 to November 2020. We included individuals who completed a state-accredited peer-support training program that resulted in certification, resided in the United States, and were older than 18 years. While there were 464 respondents to the survey, we included data from a total of 426 peer support specialists who had either fully responded to all survey questions or to the majority of questions; the 38 others with less than half to no responses were omitted from the analyses.

Ethical Considerations

This cross-sectional study was approved by the Dartmouth-Hitchcock Health institutional review board (# STUDY02000514). A consent form was provided to participants online. Typed consent was required to proceed to complete the survey. The study presents the reporting guidelines for cross-sectional studies according to the organization STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) [6].

Measures

The survey began with questions about sociodemographic information such as “What state in the United States do you represent? [drop down select]” and “What is your race/ethnicity? [select all that apply] White, Black or African American, Native American or Alaska Native, Asian, Native Hawaiian or Pacific Islander, Hispanic.” Given their role as CPS specialists, they were also asked, “If comfortable, what type of lived experience have you been impacted by [please select the primary]? Schizophrenia, Schizoaffective Disorder, Bipolar Disorder, Major Depression, Other Mental Health Concerns, Alcohol Use Disorder, Opioid Use Disorder, Other Substance Misuse Concerns, Physical Health Concerns, None of the above.” Next, they were asked about employment and training in peer support. For example, “Are you trained in offering peer support? [select all that apply] Yes, I am a peer support specialist (including certified and non-certified). Yes, I am a recovery coach, Yes, I am an older adult peer support specialist, Yes, I am a Veteran peer support specialist, No, Other.” and “If you selected ‘other,’ please explain [open answer].” They also answered questions about the use of technology for the delivery of peer support, for example, “If you are offering digital peer support, how are you providing service to service users? Please
select all modes by which you are providing digital peer support: Smartphone application, Text messaging, Phone calls, Videoconference, Social media, Video game.” Last, we asked an open-ended question regarding how participants used technologies to deliver treatment, for example, “If you selected ‘other,’ please explain the other types of technology service users use to support their recovery: [open answer].” The online survey took approximately 10 minutes to complete.

**Analysis**

We used descriptive statistics (ie, frequencies and percentages) to assess the demographic characteristics of the sample. We used listwise deletion and description to address missing data. We conducted a chi-square analysis to examine the substantial association between the mode of therapy and the lived experience of mental illness. Analyses were conducted using SPSS 17 (IBM Corp).

**Results**

A total of 426 peer support specialists responded to the national online survey from 42 states as shown in Table 1. Geographic location was distributed across the United States, with the largest proportions being from Tennessee (57/426, 12.3%) and from Virginia (64/426, 13.8%). Most offered digital peer support (295/426, 71.1%), and most were trained in peer support (418/426, 98.1%). Demographics are shown in Table 2.

The technology used during digital peer support services is shown in Table 3. Most CPS specialists’ services were delivered through phone calls (182/293, 62.1%), videoconference-based services like Zoom (160/293, 54.6%), or text (123/293, 42%). Peer support specialists also used smartphone apps (68/293, 23.2%), including apps such as Calm, 12 Step Tool Kit, NA Meeting Guide, Affirmations, Celebrate Recovery, BoosterBuddy, Easyquit, Connections Companion app, DayCount, Daylio, Headspace, Mindfulness Coach, WRAP, and PeerTECH, and social media (65/293, 22.2%), including Facebook. Of the 120 smartphone apps mentioned, 4 (3.3%) targeted connection making, 5 (4.2%) targeted alcohol or cigarette use, and 6 (5%) targeted meditation and mindfulness. Some emerging digital peer support services were offered through virtual reality (11/293, 3.8%) and video games such as Words With Friends, Mah Jong, Sims, Fallout, and EVE Online (6/293, 2%).

For the section of Table 2 labeled “type of organization as paid or volunteer PSS” some examples of other types of organizations include “I am both a provider of peer support and recovery coaching as well as Trauma-Informed Peer Support” or “Certified Community Health Worker with lived experience” or “NA.”

A chi-square test for goodness of fit showed a substantial relationship between CPS use of video games for their own recovery and primary lived experience of mental health ($\chi^2 = 24.4; P = .002$). The data indicate that the use of video games by CPS for peer support varies based on the primary type of lived experience. A chi-square test for goodness of fit showed a substantial relationship between CPS use of smartphone apps and primary lived experience of mental health ($\chi^2 = 16.4; P = .04$) Those with opioid use disorder and other substance misuse concerns used smartphone apps less than others with different primary lived experiences. Those with depression used smartphone apps more than others with different primary types of lived experience. The data indicate that the use of smartphone apps by CPS for peer support varies based on the primary type of lived experience.
Table 1. Proportion of respondents from each state of the United States.

<table>
<thead>
<tr>
<th>State</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>11 (2.4)</td>
</tr>
<tr>
<td>Alaska</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Arizona</td>
<td>6 (1.3)</td>
</tr>
<tr>
<td>Arkansas</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>California</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Colorado</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Connecticut</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Florida</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Georgia</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Hawaii</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Idaho</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Illinois</td>
<td>21 (4.5)</td>
</tr>
<tr>
<td>Indiana</td>
<td>38 (8.2)</td>
</tr>
<tr>
<td>Iowa</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Kansas</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Kentucky</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Louisiana</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Maryland</td>
<td>13 (2.8)</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>32 (6.9)</td>
</tr>
<tr>
<td>Michigan</td>
<td>7 (1.5)</td>
</tr>
<tr>
<td>Minnesota</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Missouri</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Montana</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Nebraska</td>
<td>14 (3.0)</td>
</tr>
<tr>
<td>Nevada</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>10 (2.2)</td>
</tr>
<tr>
<td>New Jersey</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>New York</td>
<td>12 (2.6)</td>
</tr>
<tr>
<td>North Carolina</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Ohio</td>
<td>9 (1.9)</td>
</tr>
<tr>
<td>Oregon</td>
<td>6 (1.3)</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>South Carolina</td>
<td>7 (1.5)</td>
</tr>
<tr>
<td>Tennessee</td>
<td>57 (12.3)</td>
</tr>
<tr>
<td>Texas</td>
<td>7 (1.5)</td>
</tr>
<tr>
<td>Utah</td>
<td>43 (9.3)</td>
</tr>
<tr>
<td>Vermont</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Virginia</td>
<td>64 (13.8)</td>
</tr>
<tr>
<td>Washington</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>West Virginia</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>2 (0.4)</td>
</tr>
</tbody>
</table>
### Table 2. Respondent characteristics.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>83 (31.7)</td>
</tr>
<tr>
<td>Female</td>
<td>173 (66.0)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Age</strong>&lt;sup&gt;b&lt;/sup&gt; (years)</td>
<td></td>
</tr>
<tr>
<td>20-26</td>
<td>9 (3.2)</td>
</tr>
<tr>
<td>27-49</td>
<td>144 (50.7)</td>
</tr>
<tr>
<td>50-64</td>
<td>108 (38.0)</td>
</tr>
<tr>
<td>≥65</td>
<td>23 (8.1)</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>344 (80.8)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>53 (12.4)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>More than one race and Hispanic</td>
<td>14 (3.3)</td>
</tr>
<tr>
<td>Hispanic only</td>
<td>8 (1.9)</td>
</tr>
<tr>
<td><strong>Highest grade in school completed</strong></td>
<td></td>
</tr>
<tr>
<td>Some elementary schooling</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Some high school</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Completed high school or GED&lt;sup&gt;c&lt;/sup&gt;</td>
<td>41 (9.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>129 (30.3)</td>
</tr>
<tr>
<td>Completed college or technical school</td>
<td>29 (6.8)</td>
</tr>
<tr>
<td>Completed associate degree</td>
<td>46 (10.8)</td>
</tr>
<tr>
<td>Completed bachelor’s degree</td>
<td>85 (20.0)</td>
</tr>
<tr>
<td>Some graduate school</td>
<td>35 (8.2)</td>
</tr>
<tr>
<td>Completed master’s degree</td>
<td>50 (11.7)</td>
</tr>
<tr>
<td>Completed doctoral degree</td>
<td>7 (1.6)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>312 (73.2)</td>
</tr>
<tr>
<td>Part-time</td>
<td>61 (14.3)</td>
</tr>
<tr>
<td>Volunteer</td>
<td>20 (4.7)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>15 (3.5)</td>
</tr>
<tr>
<td>Retired</td>
<td>12 (2.8)</td>
</tr>
<tr>
<td>Student</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td><strong>Employment as trained PSS</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>No employment but trained in PSS (ie, unemployed, retired, student, volunteer)</td>
<td>32 (7.5)</td>
</tr>
<tr>
<td>Volunteer or paid PSS</td>
<td>386 (90.6)</td>
</tr>
<tr>
<td>Paid non-PSS</td>
<td>8 (1.9)</td>
</tr>
<tr>
<td><strong>Type of organization as paid or volunteer PSS</strong></td>
<td></td>
</tr>
<tr>
<td>Peer-run organization</td>
<td>369 (93.0)</td>
</tr>
<tr>
<td></td>
<td>82 (19.2)</td>
</tr>
</tbody>
</table>
## Sociodemographic characteristics

<table>
<thead>
<tr>
<th>Category</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital</td>
<td>20 (4.7)</td>
</tr>
<tr>
<td>Community mental health center</td>
<td>102 (23.9)</td>
</tr>
<tr>
<td>Research organization</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Managed care organization</td>
<td>26 (5.4)</td>
</tr>
<tr>
<td>Veterans Administration</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>For-profit mental health center</td>
<td>9 (2.1)</td>
</tr>
<tr>
<td>Behavioral health home</td>
<td>9 (2.1)</td>
</tr>
<tr>
<td>Collaborative care model</td>
<td>14 (22.8)</td>
</tr>
<tr>
<td>Other</td>
<td>97 (22.8)</td>
</tr>
</tbody>
</table>

## Trained in offering peer support\(^{\text{e}}\)

<table>
<thead>
<tr>
<th>Type of Training</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSS (including certified and non-certified)</td>
<td>347 (81.8)</td>
</tr>
<tr>
<td>Recovery coach</td>
<td>19 (4.5)</td>
</tr>
<tr>
<td>Older adult PSS</td>
<td>21 (5.0)</td>
</tr>
<tr>
<td>Veteran PSS</td>
<td>13 (3.1)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (3.2)</td>
</tr>
<tr>
<td>No training</td>
<td>9 (2.1)</td>
</tr>
</tbody>
</table>

## Primary type of lived experience impacted by\(^{\text{f}}\)

<table>
<thead>
<tr>
<th>Type of Experience</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schizophrenia</td>
<td>11 (2.8)</td>
</tr>
<tr>
<td>Schizoaffective disorder</td>
<td>9 (2.3)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>81 (20.7)</td>
</tr>
<tr>
<td>Major depression</td>
<td>122 (31.1)</td>
</tr>
<tr>
<td>Other mental health concerns</td>
<td>53 (13.5)</td>
</tr>
<tr>
<td>Alcohol use disorder</td>
<td>44 (11.2)</td>
</tr>
<tr>
<td>Opioid use disorder</td>
<td>34 (8.7)</td>
</tr>
<tr>
<td>Other substance misuse concerns</td>
<td>35 (8.9)</td>
</tr>
<tr>
<td>Physical health concerns</td>
<td>3 (0.8)</td>
</tr>
</tbody>
</table>

## Offers digital peer support\(^{\text{g}}\)

<table>
<thead>
<tr>
<th>Type of Service</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>295 (71.1)</td>
</tr>
<tr>
<td>No (still a peer specialist)</td>
<td>120 (28.9)</td>
</tr>
</tbody>
</table>

\(^{\text{a}}\)Missing 164 respondent answers.  
\(^{\text{b}}\)Missing 142 respondent answers.  
\(^{\text{c}}\)GED: General Educational Development test.  
\(^{\text{d}}\)PSS: peer support specialist.  
\(^{\text{e}}\)Missing 2 respondent answers.  
\(^{\text{f}}\)Missing 34 respondent answers.  
\(^{\text{g}}\)Missing 11 respondent answers.
naturally occurring peer support. As such, there may be a need for training in this area.

Limitations
The results should be interpreted with caution. First, these findings are limited by the cross-sectional nature of our data. Second, the authors are unable to verify that the respondents were CPS specialists. However, since there was no incentive for participation, the likelihood of recruiting ineligible participants is unlikely. Additionally, while participants report they are trained in peer support (418/426, 98.1%), training is a requirement to participate in the listserve; therefore, this may be an underestimation of those trained in peer support. Third, since this was an online national survey advertised through the last author’s listserve, Facebook, and Twitter, only people with internet access could complete the survey. This could potentially produce biased survey results (ie, those who have access to the internet or own and use smartphones might be more interested in a web-based survey on technology use, or those who cannot afford digital technology, but would be interested in using it, are unable to respond to the survey). We also did not clarify which CPS specialists were able to meet in person or did meet in person with peers, or whether or not they had access to the suggested digital technologies, such as videoconferencing. This may have caused the percent usage of digital peer support modalities to be lower as individuals with in-person opportunities or a lack of digital opportunities may use modes such as SMS text messaging, phone calls, or videoconferencing more infrequently.

Conclusions
This study examines the modes of digital peer support intervention as well as the training and demographic background of peer supporters. Given the demand for mental health care, digital peer support emerges as one option to increase access for training in this area.

Principal Findings
This web-based, cross-sectional, self-reported survey examined the training, technology, media, and delivery of digital peer support services. We found the majority of CPS specialists were trained in digital peer support, and the majority of services were delivered via telephone calls, videoconference-based services, and SMS text messages. In addition, certified peer specialists offered peer support through smartphones and social media, as well as virtual reality and video games. Virtual reality and video games may represent emerging technologies to develop and deliver digital support. The majority of CPS specialists use popular commercially available technologies (eg, Calm app) rather than mental health technologies developed by scientists and available through academic or medical institutions. Clinicians’ promotion of digital peer support services may support time between clinical encounters.

Comparison With Prior Work
Prior work in the field of digital peer support has indicated the preliminary effectiveness of the use of digital peer support via telephone, videoconferencing, and tablet or smartphone apps. The most recent systematic review found 4 peer-reviewed articles presented on apps, 2 of which had in-person features augmented by smartphone apps, 3 on websites, 1 with social media, 2 on in-person augmented with SMS text messaging and fitness trackers, and 1 with a noninteractive psychosocial online program and email messaging [7]. However, the actual use of digital peer support technologies was not reported on in this review.

Further, prior work has discussed training in peer support services. For example, the benefits of training on mental health during the COVID-19 pandemic and increased agency were reported by certified peer specialists [8,9]. In addition to certification and training, nontrained peer support occurs through YouTube with a sense of belonging and support. Yet, the health benefits remain unclear, and there are concerns about the perceived trustworthiness of online peers and dramatization being rewarded with attention [10]. Evidence indicates that trained CPS specialists produce more robust outcomes than briefly.

Table 3. Digital peer support services technology modalities.

<table>
<thead>
<tr>
<th>Modes used to provide trained digital peer supporta</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone apps</td>
<td>68 (23.2)</td>
</tr>
<tr>
<td>SMS text messaging</td>
<td>123 (42.0)</td>
</tr>
<tr>
<td>Phone calls</td>
<td>182 (62.1)</td>
</tr>
<tr>
<td>Videoconference</td>
<td>160 (54.6)</td>
</tr>
<tr>
<td>Social media</td>
<td>65 (22.2)</td>
</tr>
<tr>
<td>Video games</td>
<td>6 (2.0)</td>
</tr>
<tr>
<td>Virtual reality</td>
<td>11 (3.8)</td>
</tr>
<tr>
<td>Other</td>
<td>29 (9.9)</td>
</tr>
</tbody>
</table>

aMissing 133 respondent answers.
and a variety of experimental designs may be considered to understand the efficacy of digital interventions and digital peer support training to direct optimal care.
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Abstract

Background: Several barriers to diabetes treatment and care exist, particularly in underserved medical communities.

Objective: This study aimed to evaluate a novel, culturally adapted, Spanish-language mHealth diabetes program for glycemic control.

Methods: Professional Spanish translators, linguists, and providers localized the entirety of the Vida Health Diabetes Management Program into a culturally relevant Spanish-language version. The Spanish-language Vida Health Diabetes Management Program was used by 182 (n=119 women) Spanish-speaking adults with diabetes. This app-based program provided access to culturally adapted educational content on diabetes self-management, one-on-one remote counseling and coaching sessions, and on-demand in-app messaging with bilingual (Spanish and English) certified health coaches, registered dietitian nutritionists, and certified diabetes care and education specialists. Hemoglobin A₁c (HbA₁c) was the primary outcome measure, and a 2-tailed, paired t test was used to evaluate changes in HbA₁c before and after program use. To determine the relationship between program engagement and changes in glycemic control, a cluster-robust multiple regression analysis was employed.

Results: We observed a significant decrease in HbA₁c of –1.23 points between baseline (mean 9.65%, SD 1.56%) and follow-up (mean 8.42%, SD 1.44%; P<.001). Additionally, we observed a greater decrease in HbA₁c among participants with high program engagement (high engagement: –1.59%, SD 1.97%; low engagement: –0.84%, SD 1.64%; P<.001).

Conclusions: This work highlights improvements in glycemic control that were clinically as well as statistically significant among Spanish-prefering adults enrolled in the Vida Health Spanish Diabetes Management Program. Greater improvements in glycemic control were observed among participants with higher program engagement. These results provide needed support for the use of digital health interventions to promote meaningful improvements in glycemic control in a medically underserved community.

(JMIR Form Res 2022;6(12):e40278) doi:10.2196/40278
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Introduction

Diabetes impacts more than 37.3 million, or 11.3%, of all people in the United States [1]. Attributable to a combination of genetic, cultural, and socioeconomic factors, Hispanic/Latino Americans are more likely to have type 2 diabetes (17%) compared to non-Hispanic White Americans (8%), are more likely to develop
diabetes across their lifespan, and are more likely to develop diabetes at a younger age [2,3].

Clinical guidelines recommend that individuals diagnosed with diabetes achieve and subsequently maintain a hemoglobin A1c (HbA1c) level of ≤7%. Prospective studies, such as the United Kingdom Prospective Diabetes Study and the Diabetes and Aging Study, have identified associations between a higher level of HbA1c in individuals with diabetes and an increased risk of both micro- and macrovascular health events [4,5]. Clinical guidelines for diabetes treatment therefore center around successful glycemic management achieved through behavior changes, including long-term self-monitoring of dietary intake and physical exertion, and in some cases, blood glucose, as well as other behaviors, such as taking medicine as directed, obtaining biometric-based feedback, and participating in high levels of provider and patient interaction. These behavior changes are encompassed and defined as diabetes self-management education and support (DSMES) [6]. Many structural and personal barriers to treatment exist, and effective diabetes management can be difficult for both patients and providers [7]. Lack of appointment availability, provider access, time, finances, and the influence of other co-occurring health conditions are just a few of the obstacles to meeting clinical guidelines and reducing individual disease burden.

Hispanic/Latino Americans may face additional barriers to seeking treatment that are directly related to communication and culture [7]. Accessing providers who speak their language and understand their cultural values, preferences, and approaches to health is an additional challenge for many communities, resulting in medically underserved communities in which individuals are not able to seek, implement, or sustain the recommendations of DSMES [8] and essential self-care behaviors [9]. Indeed, research suggests that many DSMES interventions in usual care settings are considerably less successful in patients from ethnic minority groups compared to their White counterparts, with worse outcomes, lower rates of participation, and higher attrition rates [10]. There have been robust findings of large gaps in the present diabetes treatment literature and the health care community as a whole, and there is a need for an evidence-based understanding of the unique needs of medically underserved communities. The development and subsequent evaluation of personalized and language-concordant interventions is needed.

Existing work examining personalized care addressing underserved populations confirms a prolonged decrease in HbA1c when health care is used that is culturally adapted; in other words, when health care is used that is adapted to relevant culture-based food and eating patterns, familial hierarchies, or culture-based beliefs or knowledge about diabetes [11]. A recent Cochrane systematic review and meta-analysis found that culturally appropriate diabetes health education in ethnic minority groups can result in significant improvements in HbA1c, triglycerides, and knowledge about diabetes and its management [8]. Additionally, improvements in HbA1c were found to be higher with culturally appropriate health education interventions compared to “usual care” interventions, and these results were sustained for up to 2 years following the studied interventions [8]. One potential mechanism of these improvements in outcomes is the reduction of language discordance between providers and patients with limited English proficiency (LEP). LEP has been associated with reports of suboptimal interactions between providers and patients with diabetes, and the prevalence of glycemic control has been shown to increase among Latinos with LEP who switched care from a language-discordant provider to a language-concordant provider [12,13]. This previous work highlights the achievability and potential effectiveness of the development and implementation of culturally appropriate interventions and suggests that health care organizations should make efforts toward implementing such interventions.

One proposed approach to increasing the implementation of such programs is the use of mobile health (mHealth) interventions. The concept of mHealth is broadly used to describe smartphone-, tablet-, or personal computer–based health care [14]. Interventions that use mHealth are highly customizable and have immense potential for localization, which is the “adaptation of a product, application, or document content to meet the language, cultural, and other requirements of a specific target market” [15]. Due to this, mHealth interventions for diabetes treatment are becoming more commonplace and have been shown to be effective in both improving glycemic control and providing cost savings for English-speaking participants [14,16]. Surprisingly, despite widespread usage of smartphones among the Hispanic/Latino community [17], as well as evidence of successful technology-based behavior change interventions, mHealth diabetes programs localized for use in the Hispanic/Latino community are lacking [18]. Of all diabetes apps offered on app stores, only 41% of Android apps and 21% of iOS apps are available in Spanish. Additionally, most apps offering Spanish-language content are written at a complex (ie, >fifth grade) reading level or do not provide their user interface in Spanish [19]. This a concerning missed opportunity for providing equitable care, as properly designed mHealth provides a unique ability to increase access not only to cost-effective and easily accessible evidence-based diabetes care, but also to culturally appropriate, personalized, and language-concordant care and providers.

In response to this gap in the field of diabetes treatment and management, the Vida Health Diabetes Management Program was localized as the Vida Health Spanish Diabetes Management Program. The Vida Health Diabetes Management Program is an app-based digital health platform for the treatment and management of chronic diseases. The primary aim of this study was to evaluate the effectiveness of the Vida Health Spanish Diabetes Management Program on measures of glycemic control (ie, HbA1c) among a cohort of Spanish-prefering adults from the United States. The secondary aim was to quantify and examine engagement metrics of the Vida Health Spanish Diabetes Management Program and its potential impact on glycemic control.
Methods

Ethical Considerations

This study was approved by an independent institutional review board (Western Institutional Review Board), which waived informed consent; the study was identified as having minimal risk because the data were fully anonymized before use in the analysis.

Recruitment and Enrollment

Adults from a single major-payer client of Vida Health were recruited for this study through brochures, calling campaigns, and email announcements. Potential participants were offered the app-based program as part of their medical insurance benefits. All participants enrolled in the study had smartphone- or web-based access. Participants accessed the program through the Apple App Store or the Google Play Store and entered an invitation code unique to their insurance carrier for complementary program usage. The program is offered in both English and Spanish; the language used is based on the default language preference of the participants’ mobile phone. All subsequent engagement with the Vida Health app refers to the translated and adapted Spanish-language app interface and content.

After app installation, participants completed a number of internally designed intake forms, where they provided contact information for app notifications, basic demographic information including age and sex, and self-reported existing health conditions. Participants were excluded from study participation if they indicated the presence of type 1 diabetes, stage 4 or 5 chronic kidney disease, or class III or IV congestive heart failure; were pregnant; or were breastfeeding.

Laboratory data pertaining to glycemic control (ie, HbA1c level) was provided by the insurance carrier at a monthly cadence using protected and standardized data-sharing arrangements.

Vida Health Spanish Diabetes Management Program

The Vida Health Diabetes Management Program is an app-based intervention designed to enable and empower individuals to manage their health through frequent provider interaction and rigorously designed multimedia content. Providers offered by the program include bilingual (Spanish and English) certified health coaches, registered dietitian nutritionists, and certified diabetes care and education specialists. Professional Spanish translators and linguists, as well as bilingual providers, localized the entirety of the Vida Health Diabetes Management Program into a culturally relevant Spanish-language version. Localization, as defined above, differs from translation. An example of localization, as opposed to mere translation, is how Vida approaches nutrition education content in the app. A translation approach entails term replacement, for example, swapping the term “1 rodaja pan” for “1 slice bread” in a lesson about using the Healthy Plate meal-planning approach at breakfast. The localization method looks at term use with a cultural and accessibility lens. An example of this includes providing a culturally equivalent recipe (eg, a favorite holiday dish traditionally made in Spanish-speaking countries instead of a more United States–influenced holiday special). Localization also affects lists of ingredients on labels. Alongside the Spanish translation of a word, the English-language version is shown, to match what any person living in the United States would find at a grocery store (eg, “whole-grain flour”). If participants had any issue logging food or recipes in the app, they were encouraged to reach out to their provider for clarity or to send a picture of their meal to their provider, who could assist with logging.

After completing app intake, participants were paired with a bilingual (Spanish and English) certified health coach, a registered dietitian nutritionist, a certified diabetes care and education specialist, or a combination of these providers. To account for licensure requirements and cultural differences in geographic locations, providers were matched to participants by their state of residence. All providers received extensive evidence-based training on diabetes self-management and operated under a motivational interviewing framework to promote self-efficacy and autonomy for behavior change [20]. Motivational interviewing is an evidence-based skill set designed to aid individuals in identifying motivation for change and to facilitate personalized changes in lifestyle and behavior [21]. To provide support for bilingual providers, all training was available in both Spanish and English. Additional training was provided on the nutrition guidelines of various Spanish-speaking countries.

Full information on the program is described in previously published work [22]. Briefly, the program was designed from both the provider and participant perspectives to operationalize a complete feedback loop. The first interaction between provider and participant included a detailed assessment to identify personalized participant health goals and potential barriers to outcome success. All providers had the option to complete internal and external communications and notes in Spanish to prevent the need for switching between languages during consultations. Follow-up provider support was provided through on-demand in-app messaging and remote video sessions (the videos sessions were weekly for the first 12 weeks and monthly thereafter), in which providers and participants worked to follow up on goal progress and resolve ambivalence to change. Between provider sessions, participants were encouraged to message their providers as often as needed and received daily in-app content to provide education and activation opportunities and to support treatment goals (Figure 1). All app usage was tracked by the providers, and biometric data was collected at each video session to allow for up-to-date data monitoring, interpretation, and pertinent adjustment of treatment as needed. Participants were additionally encouraged to reach out to their providers for app support if any issues or questions arose regarding the app.

Daily app content included evidence-based structured lessons and multimedia content pertaining to nutrition, taking medicine, self-monitoring, and other behaviors outlined in the ADCES (Association of Diabetes Care and Education Specialists) 7 Self-Care Behaviors [9,23]. Alongside app-generated content, participants are encouraged to engage in a variety of data-logging activities within the program app: food logging, physical activity logging, and self-monitoring of blood glucose when appropriate. The Vida Health food logging system included a comprehensive list of culturally relevant food...
selections for various Spanish-speaking countries, allowing for accessible food logging. Additionally, providers were trained in relevant cultural and regional clinical nutrition guidelines to ensure informed care was provided that considered an individual’s unique traditions, customs, and values. This training and these potential resources included continuing education and reference documentation on country- or region-specific staple foods and their corresponding nutrient breakdown, common traditions and celebrations, and customs surrounding meal timing. Screenshots of the Vida Health user interface are provided in Figure 1.

Figure 1. Screenshots of the Vida Health Spanish Diabetes Management Program.

Statistical Analysis
All data preparation and analyses were conducted in Python (version 3.7.8) and R (version 4.1.2, R Studio Team). The primary outcome measure for this study was HbA1c. HbA1c was measured in clinical laboratories; the data were made available by the program’s client. Baseline HbA1c was defined according to the laboratory test results that were closest to the program start, measured between 1 year before (–365 days) to within 21 days after enrollment. Follow-up HbA1c was defined as the most recent HbA1c assessment within 12 months of enrollment and at least 90 days from the program start. A 2-tailed, paired t test was used to assess changes in HbA1c from baseline.

Program engagement was a secondary focus of this study. First, we computed a cumulative sum for each of the following factors: (1) messages sent between a participant and their provider, (2) the number of consultations with a provider completed by a participant, and (3) the amount of curriculum content completed within the first 12 weeks (the most intensive phase of the intervention) of the program start. Then, we created a binary engagement variable, in which “high engagement” was defined as engagement for each of our 3 defining engagement metrics that was greater than or equal to the median. A cluster-robust multiple regression analysis using the participants as a clustering factor was used to evaluate the association of level of engagement with HbA1c change.

Results
Sample Demographics
Baseline HbA1c data were available for 354 individuals. Follow-up HbA1c data were available for 182 individuals. Full demographics for the final study cohort are shown in Table 1.
Table 1. Demographic and engagement information for a cohort of Spanish-preferring individuals enrolled in a Spanish-language mHealth intervention (N=182).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong>, n</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>119</td>
</tr>
<tr>
<td>Male</td>
<td>59</td>
</tr>
<tr>
<td><strong>Baseline HbA1c</strong> (%)</td>
<td>9.65 (1.56)</td>
</tr>
<tr>
<td><strong>Follow-up HbA1c</strong> (%)</td>
<td>8.42 (1.44)</td>
</tr>
<tr>
<td><strong>Age (years)</strong>, mean (SD)</td>
<td>55.67 (8.91)</td>
</tr>
<tr>
<td><strong>Age category (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>20 to 40</td>
<td>11 (6)</td>
</tr>
<tr>
<td>40 to 60</td>
<td>119 (65.4)</td>
</tr>
<tr>
<td>Older than 60</td>
<td>52 (28.6)</td>
</tr>
<tr>
<td><strong>Messages sent, mean (SD)</strong></td>
<td>27.72 (44.26)</td>
</tr>
<tr>
<td><strong>Consultations completed, mean (SD)</strong></td>
<td>8.00 (7.63)</td>
</tr>
<tr>
<td><strong>Curriculum completed, mean (SD)</strong></td>
<td>8.95 (16.38)</td>
</tr>
</tbody>
</table>

*a* Four individuals did not provide data for this category.  
*b* HbA1c: hemoglobin A1c.

**Primary Outcome**

Baseline HbA1c measurements were completed on average –56.70 (SD 67.49) days prior to the program start, and follow-up HbA1c measurements were completed on average 157.94 (SD 36.12) days from the program start. A paired t test revealed a significant reduction in HbA1c of –1.23 percentage points between baseline (mean 9.65%, SD 1.56%) and follow-up (mean 8.42%, SD 1.44%; \(t_{181}=-8.99; \text{P}<.001\); Figure 2).

**Program Use Outcomes**

Program engagement data was available from all 182 individuals. Engagement metrics for up to 3 months (12 weeks) following program enrollment were calculated for (1) messages sent between a participant and their provider, (2) the number of consultations with their provider completed by a participant, and (3) the amount of the curriculum content completed. The engagement data were heavily leftward skewed, indicating the presence of a group of high program users. To account for this, the median of each engagement metric was used to dichotomize participants into “high” (95/182, 52.2%) or “low” (87/182, 47.8%) app users. No differences in age (\(P=.16\)) or baseline HbA1c (\(P=.41\)) were observed between these engagement groups. To determine potential relationships between app engagement and glycemic control, a cluster-robust multiple regression analysis was conducted using participant as a clustering variable. This allowed the inherent standard error between providers to cluster on the participant. Age, sex, and the binary high or low engagement group status were included as fixed factors, and baseline HbA1c was included as a covariate. Age (\(P=.42\)) and sex (\(P=.89\)) were not found to be predictive of a change in HbA1c at follow-up, while baseline HbA1c value was predictive of a change in HbA1c (\(\beta=-.77, \text{P}<.001\)). A main
Principal Findings

This study aimed to evaluate the effectiveness of a localized Spanish-language diabetes management program for improving measures of glycemic control among a cohort of Spanish-preferring adults from the United States. We demonstrated that in a cohort of Spanish-preferring individuals with diabetes, enrollment in the Vida Health Spanish Diabetes Management Program was effective in significantly improving glycemic control. We also found that individuals with higher intervention engagement demonstrated higher improvements in glycemic control than individuals with lower intervention engagement.

Many barriers exist to diabetes treatment, and these barriers are only exacerbated in medically underserved communities [7]. The goal of developing the Vida Health Spanish Diabetes Management Program was to reduce barriers to diabetes education, diabetes self-management tools, and diabetes care provider access. The large effect on HbA1c (~1.23 percentage points) observed in this study lends support to the belief that comprehensively designed, culturally adapted mHealth interventions can result in clinically significant health benefits. Additionally, this result is consistent in magnitude with findings from the non-Spanish Vida Health Diabetes Management Program, and the decrease we observed was larger than the 0.1% to 0.7% reduction found in a recent Cochrane review of the potential benefits for glycemic control of culturally appropriate diabetes interventions [8,22]. These findings indicate a significant clinical impact on the study participants, as an improvement in HbA1c greater than 1% over 10 years has been associated with a 21% reduction in diabetes-related deaths and a 37% reduction in microvascular complications [5,24]. A reduction of over 1% was achieved as early as 90 days following program enrollment, potentially allowing for the “legacy effect” of the physiological benefits of HbA1c reduction to begin earlier and be enjoyed for longer across the lifespan.

Comparison to Prior Work

Our secondary aim explored the hypothesis that participants with higher engagement with the program would see greater improvements in glycemic control, as has been demonstrated in both the non-Spanish Vida Health Diabetes Management Program [22] and other culturally adapted diabetes education programs [16]. The preferred type of engagement with programs designed to increase self-management of type 2 diabetes has been shown to vary, with participants expressing differing preferences for different design features [25]. Therefore, a composite measure of engagement was used to capture program engagement across potential individual-level differences in preferred methodology of engagement. While both high- and low-engagement participants demonstrated improvements in HbA1c, we found that higher-engaging individuals, who completed more sessions with their providers, sent more messages to their provider team and completed more of the program curriculum, also saw an improvement in glycemic control that was –0.75 percentage points greater than that seen by the lower-engaging participants. Achievement of this level of engagement was possible because this study is among the first, to the authors’ knowledge, to use a smartphone app for a localized Spanish-language diabetes mHealth intervention. Recent advancements in smartphone technology have facilitated enhanced capabilities for mHealth interventions, allowing for app engagement opportunities not feasible in previous trials. While much work has been conducted in English-preferring populations to expand health-based interventions, the same level of expansion has not been applied to Spanish-preferring populations. As an example, the previous TExT-MED trial found trend-level improvements in HbA1c in individuals with diabetes who participated in a unidirectional text-message intervention compared to those who completed a usual care intervention [26]. Had this, and other previous work, been able to expand upon text messaging with other smartphone-enabled technology to support localized and culturally adapted content, it is possible significant results would have been observed. The ability to mimic in-person “gold standard” diabetes treatments, alongside the enhanced ease of access due to the ubiquity of
technology and smartphone use, allows for comprehensive and bidirectional diabetes care in typically medically underserved communities. While future work is needed to explore potential factors associated with being a high- or low-engagement participant, what we can conclude is that the Vida Health Spanish Diabetes Management Program provides an effective and accessible way of providing diabetes care for those who engage with its content and experience.

It is also possible that participants who had higher engagement were more motivated to engage in and manage their health, as motivation to maintain a healthy lifestyle is key to diabetes management [27]. While motivation was not directly measured in the current work, the Vida Health Spanish Diabetes Management Program removed many obstacles to care that may have impeded participants’ motivation to engage in diabetes treatment. Glazier et al [28] examined strategies to improve the response to cultural interventions in individuals with diabetes and found that most successful interventions used cultural tailoring of the intervention, provided more than 10 contacts between the individual and the intervention, provided a longer intervention duration than typical didactic education methods, and provided the opportunity for one-to-one individualized assessment. The Vida Health Spanish Diabetes Management Program provided all these opportunities. Particular care was taken in ensuring cultural congruency between the participants and the providers. Individuals in underserved medical communities are less likely to develop provider rapport and be offered evidence-based treatment interventions and achieve and sustain recommended outcomes when providers do not share the same language or do not have a thorough understanding of the cultural values of the patient [29]. In an ideal provider and patient setting, routine meetings with an educator, even at a distance and provided through an mHealth app, maintain active engagement and offer patients a high level of accountability for cocreated health goals [30]. The role of the provider has additionally been noted as a strong motivator in Hispanic/Latino culture, and a strong rapport with their providers may prompt participants to adopt new lifestyle habits and become better motivated to self-regulate their diabetes self-management behaviors [27,31,32].

**Strengths and Limitations**
This study is not without its limitations. First, it was retrospective in nature; therefore, limited assumptions can be made about the causal relationship between the Vida Health Spanish Diabetes Management Program and the observed improvements in glycemic control. One component of diabetes management is the use of diabetes medications. While prescribing medications was outside the scope of the current program, the program content did provide education on the importance of medication adherence and management and encouraged regular visits with primary care physicians. Therefore, it is possible that diabetes medications contributed to the improvements in HbA1c for some of the participants, particularly if they had been recently diagnosed with diabetes and initiated medications for the first time. Second, while great care was taken to ensure culturally appropriate matching of providers to patient needs, the Spanish-speaking community is complex and diverse, and cultural barriers may still have existed. Future work and future iterations of the Vida Health Spanish Diabetes Management Program will aim not only to expand Spanish-language cultural relevance but also to potentially develop other language-based diabetes health services. Third, this sample included participants from a United States–based payer organization, meaning all participants enrolled were employed and had some level of health insurance, which potentially limited the generalizability of our findings to individuals who may be unemployed or uninsured. Lastly, a number of individuals did not provide follow-up laboratory data, limiting the population sample size. Regardless, significant improvements in outcomes were observed among those who provided follow-up laboratory data.

**Conclusion**
This study demonstrated that a comprehensively designed and culturally relevant diabetes treatment program that provided access to localized, culturally adapted, Spanish-language diabetes education and self-management content alongside frequent access to bilingual certified health coaches, registered dietitian nutritionists, and certified diabetes care and education specialists led to clinically significant improvements in glycemic control in Spanish-speaking individuals with type 2 diabetes. Future work is needed to understand barriers to intervention engagement among potential participants to enable access to available culturally adapted interventions such as the Vida Health Spanish Diabetes Management Program.
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Abstract

Background: Overweight or obesity is a primary health concern that leads to a significant burden of noncommunicable disease and threatens national productivity and economic growth. Given the complexity of the etiology of overweight or obesity, machine learning (ML) algorithms offer a promising alternative approach in disentangling interdependent factors for predicting overweight or obesity status.

Objective: This study examined the performance of 3 ML algorithms in comparison with logistic regression (LR) to predict overweight or obesity status among working adults in Malaysia.

Methods: Using data from 16,860 participants (mean age 34.2, SD 9.0 years; n=6904, 41% male; n=7048, 41.8% with overweight or obesity) in the Malaysia’s Healthiest Workplace by AIA Vitality 2019 survey, predictor variables, including sociodemographic characteristics, job characteristics, health and weight perceptions, and lifestyle-related factors, were modeled using the extreme gradient boosting (XGBoost), random forest (RF), and support vector machine (SVM) algorithms, as well as LR, to predict overweight or obesity status based on a BMI cutoff of 25 kg/m².

Results: The area under the receiver operating characteristic curve was 0.81 (95% CI 0.79-0.82), 0.80 (95% CI 0.79-0.81), 0.80 (95% CI 0.78-0.81), and 0.78 (95% CI 0.77-0.80) for the XGBoost, RF, SVM, and LR models, respectively. Weight satisfaction was the top predictor, and ethnicity, age, and gender were also consistent predictor variables of overweight or obesity status in all models.

Conclusions: Based on multi-domain online workplace survey data, this study produced predictive models that identified overweight or obesity status with moderate to high accuracy. The performance of both ML-based and logistic regression models were comparable when predicting obesity among working adults in Malaysia.

(JMIR Form Res 2022;6(12):e40404) doi:10.2196/40404
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Introduction

Overweight and obesity are global health issues that are increasingly recognized as major public health concerns in low- and middle-income countries. In Malaysia, 1 in 2 adults, particularly those of working age (i.e., aged 30 to 65 years), is either overweight or obese [1]. This is concerning, as obesity prevalence is rising at a very high rate (3.3%) in this country [2]. The increase in overweight and obesity is related to increases in noncommunicable diseases, the mortality rate, and health care costs, as well as decreases in productivity and economic growth [2-5].

Obesity is a chronic, relapsing, multifactorial disease that is attributable to individual or biological, psychological, sociocultural, local, and global environmental factors [6-8]. As obesity is largely preventable, understanding the determinants of and risk factors for obesity is important for the development of population-based strategies to prevent obesity. Identifying individuals at high risk of obesity enables early intervention to modify obesity risk factors. Conventional statistical methods, such as generalized linear or regression models with a low number of predictor variables, have been successful in identifying obesity [9]. However, given the complexity of the etiology of obesity, regression modeling may not be adept at disentangling nonlinear and interdependent relationships among factors for obesity prediction.

Machine learning (ML) is an advanced data analytical method that uses fine-tuned algorithms to characterize and predict outcomes by learning from data without being explicitly programmed to do so. As health data become more available and accessible, ML techniques are increasingly used to perform such complex tasks in obesity research as classifying and predicting obesity at individual and group levels [10-12]. ML techniques have advantages over regression modeling, as they are data driven and do not necessitate a priori assumptions, such as normality, linearity, and multicollinearity. In addition, ML techniques are capable of handling high-dimensional and complex data sources beyond numeric sources, and therefore may be able to provide new insights into unexplored predictor variables [9,13]. Thus, ML techniques are likely to be more accurate than regression models in obesity prediction [14].

A wide range of ML-based algorithms incorporating various predictors and risk factors, training set sizes, and degrees of implementation have been used to predict adult obesity [11,14]. The reported accuracy of ML algorithms to predict adult obesity as a binary outcome ranges broadly, from 0.59 to 0.97 for overall accuracy [15-24] and 0.51 to 0.99 for the area under the curve (AUC) [15,19,20,23,24]. A review suggested that ML-based models predicted childhood and adolescent obesity much better than linear regression [13]. However, studies that have compared the performance of different ML algorithms with regression in adult obesity have reported mixed findings. Some evidence suggests superior performance for ML models compared to regression models [19,21], while some suggests similar or inferior performance [15,17,18,23]. These inconsistencies may partly be due to data quality, variable selection, and the use of different approaches to model fitting, parameter tuning, and validation among studies.

The Malaysia’s Healthiest Workplace by AIA Vitality survey is a large, observational online survey of the health and well-being of Malaysian employees [25]. Since 2017 (with the exceptions of 2020 and 2021, because of the COVID-19 pandemic), this annual online workplace survey has collected comprehensive information on Malaysian employees’ sociodemographic characteristics, physical and mental health, smoking and alcohol habits, physical activity, diet, musculoskeletal health, and work environment as a database to inform workplace interventions and improve productivity [25]. In this study, we propose an ML-based model to predict overweight and obesity status among employees in Malaysia based on multi-domain variables collected in this large survey. We evaluated the performance of 3 ML algorithms and compared them with logistic regression for the prediction of overweight and obesity status. We hypothesized that ML algorithms would outperform logistic regression models in predicting overweight and obesity status based on BMI.

Methods

Study Design and Data

This is a retrospective study of predictive model derivation using data from the Malaysia’s Healthiest Workplace by AIA Vitality 2019 survey. This online survey, commissioned by AIA Malaysia and delivered in partnership with RAND Europe, was administered between May and August 2019. The survey, which has taken place annually in Malaysia from 2017 to 2019, aimed to determine workplace productivity and multi-domain factors that influence workplace productivity. Employees from small, medium, and large organizations were invited to answer a 40-minute employee survey questionnaire about their general health, lifestyle behaviors, mental health status, and work environment. The study rationale and methodology have been discussed in detail elsewhere [26-28].

The initial data set comprised data submitted by 17,595 participants from 230 companies. We initially included 16,931 participants resident in Malaysia for whom data were available for body weight and height. If they were women, participants were included if they were not pregnant. Participants with (1) body weight more than 200 kg, (2) height more than 200 cm, or (3) BMI values of more than 60 kg/m² or less than 14 kg/m² were deemed to have implausible values and were excluded from analysis. After excluding 71 participants who reported implausible weight, height, or BMI, the final data set included 16,860 of 16,931 participants (95.8%) (Figure 1).
Ethics Approval
The use of the data was approved by the Research Ethics Committee Universiti Kebangsaan Malaysia (JEP-2020-707). As the obtained pooled data were anonymized and deidentified, informed consent from the participants was not required. The study results were presented following the reporting guidelines and recommendations for ML [29,30].

Data Preprocessing
An overview of data preprocessing and model development is illustrated in Figure 1. Data preprocessing involved the selection of participants and variables (features) followed by mean substitution of missing data, one-hot encoding of categorical variables, and min-max scaling for data normalization.

Outcome Variable
The outcome of interest was overweight or obesity status, defined as a BMI of 25 kg/m$^2$ or more [31]. This was calculated by dividing the self-reported body weight (in kg) by the squared height (in m$^2$). The cutoff of 25 was chosen as Southeast Asians are reported to have higher body fatness at a lower BMI than Europeans [32,33] and are therefore predisposed to elevated cardiovascular risk factors and other adverse effects of obesity at lower BMI ranges (23 kg/m$^2$ to 25 kg/m$^2$), as observed in local studies [34,35]. Further, a recent study suggested that a BMI of 24.8 kg/m$^2$ is an optimal BMI cutoff to define obesity among Malaysian adults based on percentage of body fat [36].

Predictor Variables
Initially, the data set consisted of 556 predictor variables. A total of 473 variables that contained redundant information or text information with more than 20% missing or nonapplicable data were removed from the data set. The reduced data set included 83 variables that were grouped into the following 4 main domains: sociodemographic characteristics, job characteristics, status perception, and lifestyle-related behaviors (the list of predictor variables is included in Multimedia Appendix 1).

Categorical variables (n=16) were one-hot encoded into binary variables. For instance, weight satisfaction was assessed by a categorical question that prompted participants to select 1 of 3 statements that best described how they felt about their current body weight. The participants indicated whether they (1) were happy with their weight, (2) were not happy with their weight but had no intention of losing or gaining weight, or (3) wanted to change their weight. This categorical variable was

![Figure 1. Overview of data preprocessing, model development, and model evaluation.](https://formative.jmir.org/2022/12/e40404)
subsequently encoded into 3 binary variables (ie, “weight_satisfaction_1,” “weight_satisfaction_2,” and “weight_satisfaction_3”). Finally, prediction models were trained and tested on the final 165 normalized variables. A total of 120 (73%) of these 165 predictor variables were binary (yes/no) variables.

**Statistical Analysis Methods**

**Model Development**

The R (version 3.6.1; R Software Foundation) package “caret” (version 6.0-90) was used for model training and validation [37]. Based on a random 70:30 split, a total of 11,803 participants, including 4934 (41.8%) with overweight or obesity, were used to train the model. The remaining 30% of the participants (5057/16,860) were used to predict the obesity outcome during model validation.

Three supervised, nonlinear ML classifiers were applied, namely extreme gradient boosting (XGBoost), random forest (RF), and a support vector machine (SVM). XGBoost is a tree-based ensemble algorithm that uses a boosting method to create multiple decision trees sequentially. The algorithm combines the predictions of weak decision trees to produce a more robust final model. Improvised on the gradient boosting framework, XGBoost is a popular learning algorithm due to its high predictive power and efficiency in handling continuous and categorical data using relatively low computational power [38]. RF is also an ensemble method but uses a bagging method to train multiple decision trees in parallel using random selection of predictors. The final model merges predictions from each decision tree to predict a class [39]. Finally, SVMs use a kernel-based algorithm to construct a decision boundary or hyperplane that best separates the data into 2 classes in n-dimensional space. SVMs use extreme cases, also known as support vectors, to create an optimal hyperplane that has the maximum margin between the vectors [40].

In this study, logistic regression (LR) was compared with the 3 ML models. Logistic regression is a part of the generalized linear model and is the conventional classifier for categorical outcome responses. The algorithm assumes a linear relationship between the predictor variables and the log odds (probability) of obesity as the outcome in this study. All predictor variables were included in the model, regardless of statistical significance, to maintain comparability across models. The goodness of fit of the logistic regression model was demonstrated by a McFadden $R^2$ value of 0.3452 and a Nagelkerke $R^2$ value of 0.3452. The probability produced by the logistic regression was subsequently assigned to a binary outcome (overweight/obese) that were correctly predicted; and (4) AUC, which represents a tradeoff between sensitivity and specificity and served as the main metric for model evaluation. AUC is extracted from the receiver operating characteristic (ROC) curve, which is the probability plot of the true positive rate (ie, sensitivity) against the false positive rate (ie, 1−specificity). An AUC above 0.5 indicates the model is better capable of distinguishing positives (ie, subjects with overweight or obesity) from negatives. In general, an AUC of 0.7 to <0.8 is considered acceptable, 0.8 to <0.9 excellent, and 0.9 or above outstanding predictive performance [42]. The ROCs and corresponding AUCs were computed and plotted with the pROC package.

The performance metrics of all predictive models are presented as point estimates with 95% CIs. For accuracy, sensitivity, and specificity, 95% CIs were calculated assuming a Gaussian distribution of the proportion. For AUCs, 95% CIs were derived through resampling with the bootstrap percentile method with 2000 repetitions. Model comparisons were made based on the 95% CIs of the 4 performance metrics.

**Model Evaluation**

The final trained models were saved and restored for prediction using a separate test data set (n=5057) and for comparison with other models. Classification metrics were obtained from the confusion matrix (confusionMatrix) embedded in the caret package. A prediction of overweight or obesity status was considered a positive prediction. Performance was assessed by 4 main metrics (the first 3 metrics are limited in their discriminating power in selecting the best classifier [41], but they are the most common metrics used in the literature and are therefore presented for comparison with other studies): (1) accuracy, the proportion of correct predictions divided by the total number of instances evaluated; (2) sensitivity (also known as the true positive rate), the proportion of actual positives (ie, overweight or obese status) that were correctly predicted; (3) specificity (also known as the true negative rate), the proportion of actual negatives (ie, no overweight or obese status) that were correctly predicted; and (4) AUC, which represents a tradeoff between sensitivity and specificity and served as the main metric for model evaluation. AUC is extracted from the receiver operating characteristic (ROC) curve, which is the probability plot of the true positive rate (ie, sensitivity) against the false positive rate (ie, 1−specificity). An AUC above 0.5 indicates the model is better capable of distinguishing positives (ie, subjects with overweight or obesity) from negatives. In general, an AUC of 0.7 to <0.8 is considered acceptable, 0.8 to <0.9 excellent, and 0.9 or above outstanding predictive performance [42]. The ROCs and corresponding AUCs were computed and plotted with the pROC package.

The performance metrics of all predictive models are presented as point estimates with 95% CIs. For accuracy, sensitivity, and specificity, 95% CIs were calculated assuming a Gaussian distribution of the proportion. For AUCs, 95% CIs were derived through resampling with the bootstrap percentile method with 2000 repetitions. Model comparisons were made based on the 95% CIs of the 4 performance metrics.

**Results**

**Study Characteristics**

The analysis included 16,860 participants, of whom 41% (n=6904) were male and 41.8% (n=7048) had overweight or obesity status. The male participants were significantly older, and the distributions for ethnicity, education level, marital status, occupation, individual monthly income, and obesity status were also significantly different by sex ($P<.001$ for all; Multimedia Appendix 3).

**Model Comparisons**

Table 1 presents the predictive performance of the ML and logistic regression models. Among the 4 models, the RF and LR models had lower sensitivity but higher specificity. While XGBoost exhibited the best mean accuracy and AUC, overall accuracy was similar across all models based on the 95% CIs. The ROCs of the 4 models are illustrated in Figure 2.

Table 2 compares the performance of XGBoost and LR in predicting obesity by sex. For both algorithms, the models for female participants recorded higher specificity but lower...
sensitivity than the models for male participants. Overall accuracy and AUC were similar across all 4 models, with the 2 algorithms showing no sex-specific differences in predictive performance.

The ranking of the most important predictors of the models is summarized in Figure 3. In order of importance, the top 4 predictor variables for the XGBoost ML model were weight satisfaction, ethnicity, age, and gender. For the LR model, the top predictor variables were weight satisfaction, physical health, age, and diet satisfaction.

Table 1. Performance of machine-learning algorithms and logistic regression in obesity prediction.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Gradient boosting, mean (95% CI)</th>
<th>Random forest, mean (95% CI)</th>
<th>Support vector machine, mean (95% CI)</th>
<th>Logistic regression, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.73 (0.72-0.75)</td>
<td>0.73 (0.71-0.74)</td>
<td>0.72 (0.71-0.73)</td>
<td>0.71 (0.70-0.72)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.67 (0.65-0.69)</td>
<td>0.60 (0.58-0.62)</td>
<td>0.65 (0.62-0.67)</td>
<td>0.56 (0.54-0.58)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.78 (0.76-0.79)</td>
<td>0.82 (0.80-0.83)</td>
<td>0.77 (0.76-0.79)</td>
<td>0.82 (0.81-0.83)</td>
</tr>
<tr>
<td>Area under the curve</td>
<td>0.81 (0.79-0.82)</td>
<td>0.80 (0.79-0.81)</td>
<td>0.80 (0.78-0.81)</td>
<td>0.78 (0.77-0.80)</td>
</tr>
</tbody>
</table>

*a* In these rows, 95% CIs were calculated assuming Gaussian distribution of the proportions.

*b* In this row, 95% CIs were derived through resampling with the bootstrap percentile method with 2000 repetitions.

Figure 2. Receiver operating characteristic curves with corresponding AUC values; AUC values for each model are also presented in Table 2. AUC: area under the curve.
Table 2. Comparison of performance between machine learning and logistic regression in sex-specific obesity prediction.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Gradient boosting, mean (95% CI)</th>
<th>Logistic regression, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male participants</td>
<td>Female participants</td>
</tr>
<tr>
<td></td>
<td>Male participants</td>
<td>Female participants</td>
</tr>
<tr>
<td>Accuracy^a</td>
<td>0.71 (0.69-0.73)</td>
<td>0.74 (0.72-0.75)</td>
</tr>
<tr>
<td>Sensitivity^a</td>
<td>0.75 (0.73-0.78)</td>
<td>0.61 (0.58-0.63)</td>
</tr>
<tr>
<td>Specificity^a</td>
<td>0.66 (0.63-0.69)</td>
<td>0.81 (0.80-0.83)</td>
</tr>
<tr>
<td>Area under the curve^b</td>
<td>0.78 (0.76-0.80)</td>
<td>0.81 (0.79-0.82)</td>
</tr>
</tbody>
</table>

In these rows, 95% CIs were calculated assuming Gaussian distribution of the proportions.

In this row, 95% CIs were derived through resampling with the bootstrap percentile method with 2000 repetitions.

Figure 3. Variable importance plots of obesity predictors for extreme gradient boosting (A), random forest (B), support vector machine (C) and logistic regression (D) models. The top 10 predictors are shown for all models.

Discussion

Principal Results
This study applied various ML models and compared their performance to the performance of a conventional logistic regression model in predicting overweight or obesity status among working adults in Malaysia. Our results showed that ML and logistic regression had similarly acceptable or excellent predictive performance, as assessed by the metrics of accuracy (values ranged from 70% to 75%) and AUC (values ranged from 78% to 81%), for both the overall and sex-specific models.

Comparison With Prior Work
Our findings, based on data collected annually as part of a large-scale online survey of employees, compare favorably to those of a recent study by Thamrin et al [23] that also used a large Southeast Asian sample (N=618,898), in Indonesia. That study employed logistic regression, classification and regression trees, and a naive Bayes classifier for obesity prediction based on data for sociodemographic characteristics, diet, physical activity, lifestyle behaviors, and health status from the Indonesian Basic Health Research periodic survey. The study reported accuracy between 70.8% and 72.2% and an AUC between 0.75 and 0.80, which is comparable to the performance...
of our models (mean accuracy 71%-73.3% and AUC 0.78-0.81). While there is no definite standard for acceptable accuracy, the models in our study recorded accuracy greater than 70% and AUC greater than 0.7, which is better than the accuracy and AUC of past models that used novel predictors, including genetics [20,24], detailed dietary intake [18,21], and objectively measured physical activity [15].

In this study, the overall performance of the ML models, namely XGBoost, RF, and SVM, was found to be similar to logistic regression, as indicated by the overlapping 95% CIs. This corroborates the findings of a systematic review of 71 studies, which concluded that ML did not offer greater performance benefits than logistic regression for clinical prediction models [43]. Specifically, for obesity prediction, Ferdowsy et al [17] employed 8 algorithms, in addition to logistic regression, in a data set that included 21 well-established risk factors for obesity, such as diet, physical activity, lifestyle behaviors, and disease history. Their study recorded the highest accuracy (97%) with the logistic regression model, which outperformed ML algorithms including k-nearest neighbor, RF, a multilayer perceptron, an SVM, a naïve Bayes classifier, adaptive boosting, a decision tree, and a gradient boosting classifier for obesity prediction [17]. Kim et al [18] modeled the effects of 7 dietary factors on overweight or obesity status using data from the Korea National Health and Nutrition Examination Survey. That study showed that the predictive accuracy of logistic regression (0.62486) was higher than that of decision trees (0.54026) and similar to that of a deep neural network model of deep learning (0.62496). Taken together, comparative studies that deal with a small number of strong predictor variables [15,17,18,23] suggest that regression models are likely to perform better than, if not as well as, ML models in obesity prediction.

Another possible reason for this similar performance is that the observed relationships among the significant predictors of obesity in this sample may appear linear on the log-odds scale. Hence, logistic regression was not disadvantaged by assuming linearity in these predictors. In this study, we employed 3 nonlinear ML classifiers due to the fact that many variables, including intrapersonal and socioeconomic factors that affect body weight, such as age, sex, and gender, are nonlinear in nature [44]. However, it could be hypothesized that these nonlinear ML algorithms may have been less proficient at modeling the present data set because the data mostly consisted of binary variables (120/165, 73%).

It is important to acknowledge that different ML algorithms may fit and perform differently when used with different data sets. Guided by previous findings that obesity determinants are different for men and women [19,45], we developed separate, sex-stratified models for overweight or obesity status prediction. However, the predictive accuracy of the sex-specific models was similar to the overall or combined models. This suggests that separate prediction models for each sex are not warranted in this Malaysian adult population.

In terms of predictor variables, weight satisfaction appears to be a consistent, novel predictor in all predictive models, together with such well-established risk factors for obesity as ethnicity, age, and gender. Weight satisfaction is an attitudinal component of body image, which reflects individuals’ feelings and thoughts about their weight [46]. The variable “weight_satisfaction_1,” which represents satisfaction or contentment with current body weight, appears to have had the most influential power in the trained model to predict overweight or obesity status (Figure 3).

This novel finding is consistent with previous studies showing that self-perception of body weight is an important determinant of weight management behaviors and lifestyle practices [47]. However, the relationships between weight satisfaction and weight-related behaviors are complex and multifaceted. Depending on sex, race, ethnicity, accuracy of weight perceptions, and psychological factors, weight satisfaction may promote positive diet and physical activity behaviors or lead to maladaptive or unhealthy weight-control or dieting behaviors [48-50]. As weight satisfaction and dissatisfaction appear to be mostly stable in adulthood [51,52], we posit that this subjective variable may be cognitively easier and more reliable to report than body weight and height among adults. This finding supports the usefulness of including weight satisfaction as a proxy for actual weight status in studies and e-surveys, where anthropometry measurements may not be available or feasible.

Strengths and Limitations

To the best of our knowledge, this is the first study to employ ML to predict overweight or obesity status in an adult working population in Malaysia. This study used rich data from a large annual survey that included a wide, multi-domain set of predictor variables in working adults with a broad range of ages (18 to 88 years) and occupations. Another strength of the study lay in its employment of advanced ML classifiers with careful cross-validation (to avoid model overfitting) and parameter optimization. The variable importance technique afforded novel insights into significant factors that are correlates of overweight or obesity status in a Malaysian working population.

This study was also limited in several ways. First, the study findings do not infer temporality or causality of the observed predictor-obesity relationships due to the use of a cross-sectional design. However, the findings suggest putative variables that could be explored using novel model interpretation techniques such as Shapley additive explanations [53] and could be considered for further testing in longitudinal or trial settings. Second, mislabeling of obesity was likely, due to the reliance on self-reported body weight and height to derive BMI as a surrogate measure of general obesity. Notably, the prevalence of individuals with overweight or obesity in this study (4934/11,803, 41.8%) was lower than the national prevalence of 50.1% [1]. Such errors, or noise, may have reduced the performance of the models. Therefore, the current findings represent conservative estimates of predictive accuracy. Finally, we acknowledge that the generalizability of our models is limited, as validation was based on testing data that came from the same sample. Validating the models with an external data set would more closely approximate the real performance of the prediction models. Future work is needed to confirm the external validity and reproducibility of the models in other data sets, such as the Malaysia’s Healthiest Workplace surveys from 2018 or later.
Conclusions
Using a multi-domain set of predictors from a large online employee survey, we constructed models that were able to predict overweight or obesity status in a Malaysian working population with moderate to high accuracy. Weight satisfaction was the most prominent factor, followed by ethnicity, age, and gender, in differentiating individuals with overweight or obese status. Among the 3 ML models (XGBoost, RF, and SVM), XGBoost had the highest accuracy and AUC, but the overall performance of all ML-based models was similar to the logistic regression model for obesity prediction.

This study is complementary to and extends the growing literature showing that ML may be used to predict overweight or obesity status based on online survey data with reasonable accuracy. Besides unveiling distinctive factors that influence weight status in this Asian population, this work also produced potential models or algorithms that can be used to screen for overweight or obesity status in community settings, especially when body weight and height data are not available. A natural progression of this study would be to test the performance of the produced models in an external data set to establish the external validity of the findings.

Acknowledgments
The authors would like to thank AIA Malaysia for granting permission to use the data. The study data source was funded by AIA Malaysia (grants NN-2019-152 and NN-2021-004). Payment of the article processing fee for this publication was supported by the National Institutes of Biomedical Innovation, Health and Nutrition. JEW, MY, NN, and MA jointly conceived the study concept and design. LHW and MA contributed to data acquisition. JEW performed data processing, variable selection, and data analysis under the supervision of MA. JEW drafted the manuscript. All authors contributed to data and result interpretation. All authors read and approved the final manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Predictor variables used in the dataset (n=165).
[DOCX File, 37 KB - formative_v61e2e40404_app1.docx ]

Multimedia Appendix 2
Description of software packages, methods and tuning parameters for model development.
[DOCX File, 29 KB - formative_v61e2e40404_app2.docx ]

Multimedia Appendix 3
Study sample characteristics (n=16860).
[DOCX File, 33 KB - formative_v61e2e40404_app3.docx ]

References

https://formative.jmir.org/2022/12/e40404
JMIR Form Res 2022 | vol. 6 | iss. 12 | e40404 | p.88
(page number not for citation purposes)


Abbreviations

AUC: area under the curve
LR: logistic regression
ML: machine learning
RF: random forest
ROC: receiver operating characteristic curve
SVM: support vector machine
XGBoost: extreme gradient boosting

Edited by A Mavragani; submitted 20.06.22; peer-reviewed by V Kumar, M Roccetti; comments to author 30.08.22; revised version received 09.10.22; accepted 11.10.22; published 07.12.22.

Please cite as:

Wong JE, Yamaguchi M, Nishi N, Araki M, Wee LH
Predicting Overweight and Obesity Status Among Malaysian Working Adults With Machine Learning or Logistic Regression: Retrospective Comparison Study
JMIR Form Res 2022;6(12):e40404
URL: https://formative.jmir.org/2022/12/e40404
doi:10.2196/40404
PMID:36476813

©Jyh Eiin Wong, Miwa Yamaguchi, Nobuo Nishi, Michihiro Araki, Lei Hum Wee. Originally published in JMIR Formative Research (https://formative.jmir.org), 07.12.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
An Emotional Bias Modification for Children With Attention-Deficit/Hyperactivity Disorder: Co-design Study

Melvyn Zhang¹, MBBS; Vallabhajosyula Ranganath², PhD

¹Family Medicine and Primary Care, Lee Kong Chian School of Medicine, Nanyang Technological University Singapore, Singapore, Singapore
²Anatomy, Office of Medical Education, Lee Kong Chian School of Medicine, Nanyang Technological University Singapore, Singapore, Singapore

Corresponding Author:
Melvyn Zhang, MBBS
Family Medicine and Primary Care
Lee Kong Chian School of Medicine
Nanyang Technological University Singapore
11 Mandalay Road
Level 11, Family Medicine and Primary Care
Singapore, 308322
Singapore
Phone: 65 98556631
Email: melvynzhangweibin@gmail.com

Abstract

Background: Attention-deficit/hyperactivity disorder (ADHD) is one of the common neurodevelopment disorders. Children with ADHD typically have difficulties with emotional regulation. Previous studies have investigated the assessment for underlying emotional biases using the visual probe task. However, one of the significant limitations of the visual probe task is that it is demanding and repetitive over time. Previous studies have examined the use of gamification methods in addressing the limitations of the emotional bias visual probe task. There has also been increased recognition of the potential of participatory action research methods and how it could help to make the conceptualized interventions more relevant.

Objective: The primary aim of this study was to collate health care professionals’ perspectives on the limitations of the existing visual probe task and to determine if gamification elements were viable to be incorporated into an emotional bias modification task.

Methods: A co-design workshop was conducted. Health care professionals from the Department of Development Psychiatry, Institute of Mental Health, Singapore, were invited to participate. Considering the COVID-19 pandemic and the restrictions, a web-based workshop was conducted. There were 3 main phases in the workshops. First, participants were asked to identify limitations and suggest potential methods to overcome some of the identified limitations. Second, participants were shown examples of existing gaming interventions in published literature and commercial stores. They were also asked to comment on the advantages and limitations of these interventions. Finally, participants were asked if gamification techniques would be appropriate.

Results: Overall, 4 health care professionals consented and participated. Several limitations were identified regarding the conventional emotional bias intervention. These included the nature of the task parameters, included stimulus set, and factors that could have an impact on the accuracy of responding to the task. After examining the existing ADHD games, participants raised concerns about the evidence base of some of the apps. They articulated that any developed ADHD game ought to identify the specific skill set that was targeted clearly. Regarding gamification strategies, participants preferred economic and performance-based gamification approaches.

Conclusions: This study has managed to elucidate health care professionals’ perspectives toward refining a conventional emotional bias intervention for children with ADHD. In view of the repetitiveness of the conventional task, the suggested gamification techniques might help in influencing task adherence and reduce the attrition rates.

(JMIR Form Res 2022;6(12):e36390) doi:10.2196/36390
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Introduction

Background

Attention-deficit/hyperactivity disorder (ADHD) is one of the common neurodevelopmental disorders. Children with ADHD typically display symptoms such as hyperactivity, impulsivity, and inattention [1]. These individuals have inherent underlying difficulties with emotional regulation [2]. The advances in experimental psychology have led to better understanding of emotional biases and methods by which these biases could be modified [3]. Previous studies have reported that emotional biases are most prevalent among those with the combined subtype of ADHD. Children with this subtype tend to have difficulties in comprehending the emotional states of others and recognizing facial emotions and emotional cues [2]. Previous studies have described how the visual probe or dot probe task is applied in the assessment and potentially in modifying these biases. In the visual probe task, individuals are presented with 2 stimuli on the screen simultaneously in the assessment phase. The presented stimuli are images showing different emotional cues, for example, an angry face or a neutral expression. The set of stimuli would disappear, and a probe would replace either stimulus. Individuals are required to indicate the position of the probe as rapidly as possible. For purposes of assessment, individuals may have positive emotional biases when they respond more readily to probes that replace the emotional stimulus instead of the neutral stimulus. For bias modification, the contingency of which stimulus is being replaced could be altered in a way that is similar to the application of the visual probe task for other psychiatric disorders [3]. Although there have been previous studies examining the effectiveness of cognitive bias modification for anxiety and depression among children and adolescents with other psychiatric disorders, for example, anxiety and depression [4,5], pioneering studies have been conducted in exploring emotional biases in the same population. In a recent study by Cremone et al [3], the authors reported the existence of emotional biases among children and adolescents with ADHD, and the amount of sleep affected the magnitude of the underlying emotional biases.

Although the visual probe task appears to be a relatively simple task to administer for the measurement of underlying emotional biases, and potentially for modifying biases, it is not without its inherent limitations. The numerous repeats that an individual needs to complete make such an intervention laborious. In recent years, serious games and gamification technologies have been considered for conventional psychological interventions [6,7]. It is believed that the use of these technologies would enhance engagement in the short and long term, promote self-empowerment, and improve existing skills [6]. As highlighted by Zhang et al [8], gamification, when applied to cognitive bias modification interventions, could help to reduce the repetitiveness of the game and increase motivation to train. As evident from previous study by Zhang et al [9], which involved conducting a series of participatory action research workshops involving health care professionals and patient service users, gamification could be used to address the limitations of the visual probe task and enhance the conventional task.

More recently, regarding ADHD, there have been further studies examining the evidence base of existing games for individuals with ADHD and the potential of gamification for serious games targeting individuals with ADHD. Jiang et al [10] conducted a scoping review of the currently available mobile games on several databases, and they reported that most of the existing games were focused on managing individuals with symptoms and less so on symptoms and diagnosis. Although the studies have shown an improvement in the performance of the children across the interventions, these studies were limited in several aspects, such as the inclusion of a small sample size and lack of a control group for comparison, and these factors influence the overall effectiveness of the study [10]. Nonetheless, the 19 studies highlighted the potential of considering a serious game approach when conceptualizing new interventions, and they also revealed that the most common techniques were that of having participants to respond to various cues, remembering details, or making association between different entities [10]. In another recent study by Sujar et al [11], the authors, having synthesized the evidence from literature, reported that future games that are designed for individuals with ADHD ought to consider the following aspects: the underlying mechanics of the game ought to be based on some form of cognitive exercise and therapeutic strategies that may be helpful include having levels of difficulties, a motivational element, time constraint for the task one has to undertake, and some form of reinforcement [11]. The findings reported by Sujar et al [11] are consistent with the aims and objectives of this study, which, as elaborated subsequently, aimed to seek the perspectives of health care professionals as an integral step in co-designing an intervention to modify emotional biases in children.

Objectives

There has also been increased recognition of the potential of participatory action research methods and how it could help to make the conceptualized interventions more relevant [12]. Therefore, the aim of this study was to use such a method in refining the conventional emotional bias visual probe task for children and adolescents. The primary aim of this study was to collate health care professionals’ perspectives on the limitations of the existing visual probe task and to determine if gamification elements were viable to be incorporated into an emotional bias modification task. We sought to answer the following research questions: (1) What were health care professionals’ perspectives on the conventional emotional bias task? (2) What were health care professionals’ perspectives on existing gaming interventions for ADHD? (3) Would gamification be appropriate, and if appropriate, what strategies could be used?

Methods

Study Design

Principles of participatory action research were used for this study. A co-design workshop was conducted, and relevant key stakeholders (ie, health care professionals) were invited. Only health care professionals were invited, as they had knowledge of the psychiatric conditions and were best able to advise how the task could be modified, while adhering to the evidence base.
Study Setting
Health care professionals from the Department of Development Psychiatry, Institute of Mental Health, Singapore, were invited to participate. A diverse group of health care professionals was invited, and it included both psychiatrists and psychologists. We had originally planned to recruit occupational therapists also, but none of them expressed an interest in participating in the study.

Sample Size
On the basis of our previous protocol [13], we planned to recruit 8 participants. We managed to recruit 50% (4/8) of the projected participants for the focus group. However, there was a reduction in the number of participants recruited, mainly in part owing to the ongoing COVID-19 pandemic and the difficulties for individuals to commit to research studies as they have other clinical or administrative roles.

Details of the Co-design Workshops
Owing to the current COVID-19 pandemic and local governmental restrictions, we applied for the conduct of the workshop via the web. Therefore, all participants (4/4, 100%) who had expressed interest were contacted separately to sign the informed consent form. The participants also had to complete a baseline demographic questionnaire individually. This questionnaire collated information regarding age, sex, and years of experience in treating children and adolescents with psychiatric disorders. Upon completion of the questionnaire, the principal investigators liaised with each of the participants separately to identify a common time for conducting the web-based workshop. The workshop was subsequently conducted on May 19, 2021, via the web. Both principal investigators facilitated the workshop and recorded the field notes. All participants (4/4, 100%) were informed of the study’s rationale and the session’s specific objectives. Participants were also informed that their responses and comments were confidential and that the session would be audio-recorded. All participants (4/4, 100%) were given participant numbers to identify themselves, to provide further anonymity. First, participants were shown an example of the visual probe task paradigm that has been traditionally used for cognitive bias modification. The example that participants viewed was based on the previous study by Zhang et al [9]. In that study, the specific nature of cognitive bias modification was that of attention bias modification, and it was applied to individuals with addictive disorders. Then, participants were shown how the traditional visual probe task paradigm is modified to become an emotional bias task paradigm (by modifying the visual cues presented). Then, they were asked to identify limitations and suggest potential methods to overcome some of the identified limitations regarding the emotional bias modification intervention. Subsequently, participants were shown examples of existing gaming interventions in published literature and commercial stores. Figure 1 provides an overview of some of the games that were shown to the participants. They were asked to comment on the advantages and limitations of these interventions. Finally, participants were shown a list of gamification techniques, and each of the techniques was explained to them. The list of gamification techniques was based on the previous study by Hoffman et al [14]. The list of gamification techniques is described in Table 1, and this has also been published in the previous study by Zhang et al [9]. They were asked if the inclusion of such techniques would be appropriate.

Figure 1. Examples of games shown to participants.
Table 1. Gamification techniques that were shown to participants.

<table>
<thead>
<tr>
<th>Gaming approach</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economic gamification techniques</strong></td>
<td></td>
</tr>
<tr>
<td>Marketplace and economies</td>
<td>Providing gamers with a web-based currency that allows them to deal in the game</td>
</tr>
<tr>
<td>Digital rewards</td>
<td>These include badges, game currency, game points, web-based goods, and powers or abilities</td>
</tr>
<tr>
<td>Real-world prizes</td>
<td>Provides gamers with options to exchange in-game credits for real-world prizes such as vouchers or other forms of goods and services</td>
</tr>
<tr>
<td><strong>Social gamification techniques</strong></td>
<td></td>
</tr>
<tr>
<td>Avatar</td>
<td>Allows individuals to choose a web-based character to represent oneself</td>
</tr>
<tr>
<td>Agent</td>
<td>A web-based character that guides or provides instructions to the user</td>
</tr>
<tr>
<td>Competition</td>
<td>Allows individuals to compete with other players or with each other</td>
</tr>
<tr>
<td>Teams</td>
<td>Game that involves several individual players, allowing them to interact and form relationships</td>
</tr>
<tr>
<td>Parallel communication systems</td>
<td>Allows individuals to communicate with one another</td>
</tr>
<tr>
<td>Social pressure</td>
<td>Ability of game to pressurize individuals to perform in certain task, so that they will be invited to subsequent events</td>
</tr>
<tr>
<td><strong>Performance-orientated techniques</strong></td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>Spoken, visual, or auditory feedback about user’s performance</td>
</tr>
<tr>
<td>Levels</td>
<td>Information on the stage of a game one has attained</td>
</tr>
<tr>
<td>Secondary game objectives</td>
<td>Secondary goals that reward the player upon completion</td>
</tr>
<tr>
<td>Ranks of achievement</td>
<td>Measurement of character development</td>
</tr>
<tr>
<td>Leaderboards</td>
<td>Allows for comparisons with other players</td>
</tr>
<tr>
<td>Time pressure</td>
<td>Predetermined time limits for task completion</td>
</tr>
<tr>
<td><strong>Embedding-focused techniques</strong></td>
<td></td>
</tr>
<tr>
<td>Narrative context</td>
<td>A storyboard or stories that guide the development of the character</td>
</tr>
<tr>
<td>3D environment</td>
<td>3D models of objects that parallel the real world</td>
</tr>
</tbody>
</table>

Data Analyses
The descriptive data (demographics) were summarized as means and SDs. The audio recording obtained from the workshop was transcribed verbatim. One of the principal investigators, MZ, performed the first transcription and developed the coding frame. To ensure the reliability of the coding frame that was adopted, two authors (MZ and RV) reviewed the transcripts and discussed the coding frame. This ensured that the process of intercoder consensus was adhered to. Codes that were identified were classified into categories and then reorganized into themes. The themes that were generated were subsequently reviewed and further refined. The underlying methodology used was in accordance with the previous recommendations by Braun and Clarke [15]. NVivo (version 12.0; QSR International) [16] was used for thematic analysis.

Ethics Approval
This study was approved by the ethical review board of the Nanyang Technological University Singapore (approval number IRB-2020-03-058). Informed consent was obtained from all the participants, and they were also informed that they could withdraw from the study at any time.

Data Management
No participant-related identifiers were captured on the hard-copy questionnaires. All the completed hard-copy forms and informed consent forms were stored in a secured facility. The audio recordings of the workshop were transferred to a local secured computer for storage, and the original recording was deleted from the recording device. The password of the local computer was changed frequently, and only the principal investigators were able to access the files. All the records and audio recordings will be maintained for a period of 6 years following the completion of the study. All participants were provided an inconvenience fee for their time and effort in participating in the study.

Results
Demographics
A total of 4 health care professionals consented and participated in the workshop, which was conducted on May 19, 2021. Of the 4 health care professionals, 1 (25%) was a child and adolescent psychiatrist and the remaining 3 (75%) were psychologists. The mean age was 43.5 (SD 5.74) years. Of the 4 participants, 1 (25%) was a man and the remaining 3 (75%) were women. The mean years of experience was 14.5 (SD 4.43)
years, ranging from 10 to 20 years. Table 2 provides an overview of the baseline demographics of the participants.

Table 2. Overview of the baseline demographics of the participants (N=4).

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Age (years)</th>
<th>Nationality</th>
<th>Sex</th>
<th>Experience (years)</th>
<th>Race</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>52</td>
<td>Singaporean</td>
<td>Male</td>
<td>20</td>
<td>Chinese</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>Singaporean</td>
<td>Female</td>
<td>16</td>
<td>Chinese</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>Singaporean</td>
<td>Female</td>
<td>10</td>
<td>Chinese</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>Singaporean</td>
<td>Female</td>
<td>12</td>
<td>Indian</td>
</tr>
</tbody>
</table>

Phase 1

In phase 1, the participants identified several limitations regarding the nature of the conventional visual probe task used to assess emotional biases. These limitations were related to the nature of the task parameters, included stimulus set, and other factors that could affect the accuracy of responding to the task. Participants also made recommendations regarding how the task could be improved. Textbox 1 provides a summary of the verbatim comments of the participants for each of the identified themes.
### Theme 1

**Limitations—Issues related to task parameters**

- **Verbatim comments**
  - “I suppose, theoretically, it sounds alright. I am a bit concerned about the speed at which the task goes.” [Participant 2]
  - “The design of the task, flashing multiple images in quick succession, can be distressing and could cause fatigue.” [Participant 1]
  - “I think the number of trials is ok. I think the speed I am not comfortable with.” [Participant 3]
  - “I am wondering about the practice trial. There are 8 trials. Do they go at the same speed as the actual 32? I don’t know whether existing emotional bias trials. When it is applied to children and adolescent. Could the speed be moderated? Or you could do half half. 8 which is lower speed to aid understanding the next 8 is at actual speed.” [Participant 2]
  - “I think just now my mind was a blank at the speed. Wow. What was there. Even I know what the instructions were and what I am supposed to do, I was not able to process when I saw the program.” [Participant 4]

### Theme 2

**Limitations—Stimulus set**

- **Verbatim comments**
  - “The other thing I wonder whether erm. In terms of the pictures, would it make a difference if you are used Asian versus Caucasian pictures. Would it make a difference?” [Participant 4]
  - “I am just wondering about the size of the photos. Some of the photos were quite big. Because the speed was quite fast, all I saw was a blur of colours. For this current picture, there was white space. For the previous example, all I saw was a blur of colours.” [Participant 4]
  - “I just want to echo the other respondent. If you could frame the picture like in the slide now, it homes the picture better. Rather than big white background. Black border, framing into a small visual field, might be more user-friendly.” [Participant 1]

### Theme 3

**Limitation—Other confounders that may affect the accuracy of the task**

- **Verbatim comments**
  - “Whether the speed would trigger impulsivity and so. Perhaps there is a confounder. Impulsivity or desire to put in an answer. Might confound with reaction time in measuring attentional biases. This is my gut feel. I do not know the research behind it.” [Participant 2]
  - “Children with ADHD do have comorbidities. Some of them have processing speed abnormalities. Could confound. Going back to your inclusion criteria you might want to think about.” [Participant 3]
  - “I am concerned about impulsivity. Because it is going so far, I suspect that it is still going to be quite novel for kids with ADHD. But novelty aside, I think if they don’t know what they are doing, they just guess. You probably get a big bias which is not what you are looking for.” [Participant 2]

### Theme 4

**Recommendations pertaining to presentation of the stimulus set**

- **Verbatim comments**
  - “For this current picture, there was white space. For the previous example, all I saw was a blur of colours.” [Participant 4]
  - “I just want to echo the other respondent. If you could frame the picture like in the slide now, it homes the picture better. Rather than big white background. Black border, framing into a small visual field, might be more user-friendly.” [Participant 1]

### Phase 2

In this phase, participants were asked to provide their perspectives about the existing ADHD games. Several themes arose from the discussion. Participants highlighted that the games needed to be age-appropriate and clearly explain the specific skill sets that were targeted. Participants also raised concerns regarding the scientific evidence base for some of the presented games. Participants also highlighted issues with existing games regarding their novelty and stated that the consideration of novelty was important when implementing games for individuals with ADHD. **Textbox 2** provides a summary of the verbatim comments of the participants for each of the identified themes.
### Theme 1
- **Being age-appropriate**
- **Verbatim comment**
  
  “Erm. I think these games appear to cater to different age groups. The animations. Some of them appear more sophisticated than other. For example, the first game appeared more sophisticated and complex. The third one seems to cater to younger population. So I think we need to be aware of how appealing it is to each age group of the child is in.” [Participant 1]

### Theme 2
- **Skill sets targeted**
- **Verbatim comments**
  
  - “The second one, Jumping car seems to be psychoeducational. Comprehensive package of game and psychoeducation. For psychoeducation, the second games seemed to be having more of that. For the other two, it seems to focus on skills and skills building. That is my first and most immediate observations of these games.” [Participant 1]
  
  - “The other thing I noted for the second one. Between the games they give you psycho education.” [Participant 4]
  
  - “I do quite like Jumping car ADHD. I don’t have ADHD but I thought it is a good tool to engage them and helping them to understand what ADHD is. Of course, I have checked out the language and whether it is child friendly. Not sure about this memory card game. not sure what it was targeting about.” [Participant 1]
  
  - “This is number 3. I also like the Jumping car and I do have ADHD. I can’t download it. Just had a thought. Just now you mentioned about combining. Jumping car just seemed to get through all the distracters and getting to the point destination. Wondering if you could combine that frustration with not being able to cross the hurdles. So, the distractions. When they cannot cross the distractions, they are somehow emotional. So, one way may be is to add on to that. Does that make sense? Instead of getting from A to B, that it. Just to get rid of the distractor or to recognise the distractions. Teach them to recognise their emotions. A cognitive component to it.” [Participant 3]
  
  - “Just wondering about the objective of doing emotional bias modification game for children with ADHD. So, what are we hoping the kids with kids with ADHD would become after the end of the game?” [Participant 2]
  
  - “Mine is along the same line. What is the game setup to do. Is it going to be specific for emotional biases, capturing emotional biases. So the game, how it is designed, needs to tackle that. It needs to be valid and also be specific. Intending to assess and moderate. Teach skills on how to minimise the emotional biases. Some of the games shared seemed to focus on different skill sets. Jumping car was to ignore distractions. So there was actually no emotion. Not much emotional component to that. And then the third one. About ADHD memory game. More like on working memory. They may be. My sense is that they are targeting different deficiencies seen in ADHD. I think the game design would have to include situations in which they could trigger emotional reactions. Frustrations or disappointments. We do understand from past research. The brains of the child is different from adult. Different parts of the child brain is being activated when given a similar task, compared to adult brain. And there is also less. They also have more problem, for teenagers especially, in recognising neutral emotions, they tend to over interpret neutral faces as anger. If you want to have a game that addresses emotional biases, then we have to also take on this consideration as well. The game must be specific to you know. To target emotional situations for example.” [Participant 1]
  
  - “I think I may have misunderstood what you have asking. I think it is viable to convert to game. But like what participant 1 said, it has to be a situation that evokes the emotions. It is rather challenging now to kind of. Scope it in games, especially for our gen Z population right now. Just having situations taking example, game I, this is not going to really elicit that. Back to the previous point where you presented with ADHD games. Different ADHD games train different functions. Memory game would be working memory. Jumping car would be impulsive control, or distraction. If you could add that emotional component to existing game. Would it be adding another layer? That is what I am trying to say? They run into situations and they do react. If there is a psycho edu component, what you can do about it and what you could do about it. Do I make sense now?” [Participant 3]
  
  - “I am also wondering how the kids can play this and how this can be translated to real life. Because a lot of times they play the game, the skills stay in the game. When I am out in the real world, everything in the game, the skills I learnt does not apply in the real world. Some way for the kids to know that the skills they applied can be applied to the real world. Maybe like a short film clip or someone demonstrating that skills can be used. Kids should know that this is something that can be used in the real world.” [Participant 4]

### Theme 3
- **Scientific evaluations**
- **Verbatim comment**
  
  “I suppose I am wondering that in terms of games that have been subjected to research evaluations, in terms of the follow-up period, whether the improvement have been sustained. I know that endeavour RX has some trials back. Data sustained attention. What sort of ratings are being used during the trial. We have a few of attention improvement games. We also try to include blinded and objective rating for example measuring brain waves to measure whether there are actual changes. I wonder about the follow-up period, sustainability in terms of improvement and whether there are any objective measures for these kinds of game. Ditto for those who does not have any research behind.” [Participant 2]
Theme 4

- Novelty and motivation to use
- Verbatim comments

- “The other thing I noted for the second one. Between the games they give you psycho edu. If there is a skip function, I suspect that a lot of kids would skip and go to the game. They might not listen to it at all. If it is too repetitive and increasing in difficulty, kids would just give up especially when the novelty wears out. They try out the first few stages, but it is getting tougher, I just skip to something else.” [Participant 4]

- “I am going to start that I don’t know enough about EB games. I wonder about. If we have a monkey going down the supermarket, ignoring negative emotional faces. number 1. I am thinking about novelty. After a while ADHD kids would lose interest. Number 2 is it going to have an impact on emotional dysregulation. Games are seemingly more friendly platform to engage kids with ADHD versus paper and pencil. There is definitive value in gamifying it. Effectiveness whether it does modify EB. How do we make it more interesting? Stage base. Can’t be monkey going down the aisle. They are going to get bored soon.” [Participant 3]

Phase 3

In this phase, the facilitator explained to the participants more about the common gamification strategies that have been used. Then, participants were asked to select the most appropriate gamification strategies that could be applied to the conventional emotional bias modification task. Strategies such as economic and performance-based gamification were deemed to be more appropriate.

Textbox 3 provides a summary of the gamification techniques that the participants have selected and their justifications for their selection.
Textbox 3. Gamification techniques selected by the participants and their justifications for their selection.

**Theme 1**
- Economic approaches
  - Verbatim comments
    - “Like in my work with children and parents with ADHD. Often talk about how children with ADHD are motivated by 3 different factors. First novelty, second interest and third competition. I am looking at the gaming approaches. Things like having economic gamification approach, having digital rewards or real-world rewards might be one.” [Participant 2]
    - “I think digital rewards will be helpful. A lot of kids have problems with delayed gratification. Some form of immediate reward would be helpful.” [Participant 1]
    - “I agree with what has been said as well. And also, I think the kids are motivated when they can buy some. They like to browse the store and see what they can buy.” [Participant 4]
    - “I have been taking about novelty. Real world prizes might be more relevant. After a while, digital rewards might not be too attractive for them.” [Participant 2]

**Theme 2**
- Performance-based approaches
  - Verbatim comments
    - “The other thing that I am looking at is performance orientated gaming approach. Where there is some sort of competition. Mindful that it is not too hard for the child. That the child is being ranked very far below. Competition, having that interest, economic gamification. Those two are ones to go with.” [Participant 2]
    - “A lot of local kids have a competitive edge as well. Having a game, allowing them to level up. A lot of reinforcement, feedback that reinforces the child behaviour would fare better.” [Participant 1]
    - “I agree with 1 and 2. The performance one, like what 2 said. Ranking low might result in them losing motivation.” [Participant 3]

**Theme 3**
- Inappropriate strategies
  - Verbatim comment
    - “I have been taking about novelty. Real world prizes might be more relevant. After a while, digital rewards might not be too attractive for them. You asked about which techniques are not suitable. I do wonder about the team part. Where they play with other people or interact with other community. Some of the children I work with have bad experiences gaming in teams, where they have social conflicts. We do see some form of social conflicts in children with ADHD. That a question mark for me. There are ones who go onto form close knitted communities?” [Participant 2]

**Theme 4**
- Risk of gamification
  - Verbatim comments
    - “I generally do not have any concerns about gamification as treatment modality. My concern is how accessible it is and its affordability as well. I think gamification has the benefit of allowing participant to play the game at his own time, under the supervision of caregiver or parent. Therapy could take place outside of the clinics. Probably more about accessibility and affordability. Probably more research studies to show that it works over the long term.” [Participant 1]
    - “I would always caveat it. It must be supervised and moderated by adults. ADHD population has problem moderating screen time.” [Participant 2]

**Discussion**

**Principal Findings**

This is the first study that has explored the use of participatory action research as a research design to refine the conventional emotional bias modification task. This study complements the ongoing research that has been highlighted in the *Introduction* section, which demonstrated the presence of emotional biases among children and adolescents with ADHD. In our study involving health care professionals, several limitations were identified regarding the conventional emotional bias intervention. These included the nature of the task parameters, included stimulus set, and factors that could have an impact on the accuracy of responding to the task. After examining the existing ADHD games, participants raised concerns about the...
Some of the identified limitations of the existing conventional visual probe paradigm used for the assessment of emotional biases are congruent with the findings of previous studies. In our study, health care professionals identified limitations pertaining to the task parameters, particularly that which pertains to the speed of presentation of the stimulus set. This is congruent with the previous co-design workshop, by Zhang et al [9], involving health care professionals and patient participants, who similarly reported that the presentation of the stimulus was very rapid. In that study, the participants recommended a lengthy stimulus presentation time to allow them to process the set of stimulus images [9]. On the basis of the review by Zhang et al [9] about the paradigms for the visual probe task as applied for addictive disorders, it would be of important to have stimulus presented for both short and long stimulus intervals. This allows for assessing both attentional processes, namely, initial orientation and delayed disengagement. This should be considered when developing the task paradigm for assessing emotional biases among adolescents. Another limitation that was identified pertains to the nature of the images presented. Health care professionals recommended for standardization in the size of the images, whether images are presented with or without borders, and how much these presented images contrasted against the background. These identified limitations are crucial and need to be considered when designing the next iteration of apps that assess emotional biases.

One of the concerns raised by health care professionals about existing ADHD games was whether these games were based on validated frameworks and adhered to the evidence base. In our workshop, we presented participants with examples of ADHD games that are commercially available, some of which have been previously evaluated. In a recent review by Penuelas-Calvo et al [17], they examined video games for the assessment and intervention of individuals with ADHD. A total of 22 papers were identified, and they reported that the existing tools were influential in establishing whether individuals do have attentional issues as compared with the control. Unfortunately, the review was published after we conducted our focus group. Otherwise, the data obtained from the review would have helped to advance the discussion. Another concern highlighted during our focus group was the need for games to be specific in terms of identifying the skill sets they sought to target. In the examples we shared, it appeared that some of the commercially available apps were specific in terms of what they wanted to develop. Penuelas-Calvo et al [17], in their examination of the literature, reported that most of their identified video games have been developed based on previously validated tasks, for example, the performance task by Corner and the go–no-go task. Regarding video games that were interventional in nature, most of them focused on cognitive training, such as improving executive functioning, attention or working memory, reaction time, cognitive flexibility, or motor ability. The responses obtained from our focus group and the findings by Penuelas-Calvo et al [17] further highlight the importance of computerized interventions on previously validated evidence-based tasks. It is also important to be mindful that when adapting the task to a computerized intervention or even a video game, the mechanism of the conventional task should not be altered.

Our participants also reported various gamification strategies that may benefit our emotional bias assessment task. Previous study has justified the importance of considering gamification strategies, given that they help with the improvement of engagement rates and reduction of dropouts [6]. The perceptions of our team of participants in the co-design workshop indicated that repetitive activities in the game with increased difficulty levels would potentially affect the performance, continuity, interest, and novelty of the game. Novelty, user-friendliness, and interactive game design concepts should be considered, so that the ADHD games can be made engaging effectively. One of the critical perspectives shared during the workshop was the need for clear instructions and directions in the gameplay. Otherwise, it is likely that children with ADHD may be frustrated with the game. Regarding the gamification strategies suggested, leader boards, digital rewards, and real-world prizes could engage the users and allow them to play the intervention multiple times. Our participants also advocated the consideration of economic approaches, given that they offer individuals a tangible, immediate reward. Despite these suggestions, we need to acknowledge that one of the major limitations of our study was that we have not considered the perspectives of children themselves and those of their caregivers. It is important to understand the perspectives of children, so that the intervention could be personalized to their needs. Although we agree with the previous recommendations by Penuelas-Calvo et al [17] that health care professionals should collaborate with computer engineers, we feel that apart from collaborating with an engineer to ensure a high-quality app that resembles the quality of commercial apps, it is far more critical to ensure that the app is personalized to the needs of the patients.

The main strength of this study was the use of co-design methods in the refinement of an existing evidence-based paradigm for the assessment of emotional biases. This helped to ensure that the eventual design is based on evidence but meets the potential needs of end users. This study also presented examples of existing ADHD apps to participants. In doing so, we were able to allow the participants to have a better in-depth understanding of existing apps and identify issues and limitations with existing apps. Despite these strengths, our study had several limitations. Although we initially planned to recruit a total of 8 participants, we managed to eventually recruit only 4 (50%) participants. The COVID-19 pandemic affected our ability to recruit participants, as they may have to attend to other clinical needs. In addition, although we had previously planned for a physical workshop, the COVID-19 pandemic prevented the execution of such a workshop owing to infection risks. Thus, we were limited to conducting a web-based workshop, which may have resulted in challenges among participants in responding. It would be ideal to also obtain insights from patient participants or their caregivers.
Conclusions
This study has managed to elucidate health care professionals’ perspectives on the refinement of a conventional emotional bias intervention for individuals with ADHD. Taken together, gamification strategies could be applied to conventional emotional bias interventions. The findings from this study have implications on the subsequent studies seeking the personalization and gamification of such apps. Although we have sampled the perspectives of health care providers, it remains necessary to discuss these perspectives with the intended sample group as the next step, to ensure that the future conceptualized app will be consistent with their needs.

Acknowledgments
MZ is supported by a grant under the Singapore Ministry of Health’s National Medical Research Council (grant NMRC/Fellowship/0048/2017) for PhD training. The funding source was not involved in any part of this project. The project is funded by the Games for Health Innovation Centre (ALIVE) Serious Games Grant (SGG19/SN06), with the grant project titled Gamified Emotional Bias Modification Intervention for Children with ADHD. This study was made possible by a gift from the Estate of Irene Tan Liang Kheng.

Data Availability
All available data have been included in the manuscript.

Authors’ Contributions
MZ and RV jointly conceptualized the study. MZ wrote the initial draft, which was revised by RV. All authors read and approved the manuscript before submission.

Conflicts of Interest
None declared.

References


**Abbreviations**

ADHD: attention-deficit/hyperactivity disorder

©Melvyn Zhang, Vallabhajosyula Ranganath. Originally published in JMIR Formative Research (https://formative.jmir.org), 09.12.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Co-design and Development of EndoSMS, a Supportive Text Message Intervention for Individuals Living With Endometriosis: Mixed Methods Study

Kerry Anne Sherman¹, BSc (Hons1), MA, PhD; Melissa Jade Pehlivan¹, BPysch (Hons1), MRes; Anna Singleton², BSc (Hons1), MSc, PhD; Alexandra Hawkey³, BSc, MSc, PhD; Julie Redfern³, BSc, BAppSc, PhD; Mike Armour³, BHSc, BSc (Hons), PhD; Blake Dear⁵, BPysch (Hons), MPsychol (Clinical), PhD; Tanya Jane Duckworth⁶, BFA, BA Psyh (Hons), MBMS; Donna Ciccia⁷; Michael Cooper⁸, MBBS; Kelly Ann Parry⁹, BSc (Hons), PhD; Esther Gandhi⁵, BHuSBPsy (Hons); Sara A Imani⁵, BSc (Hons1)

¹Centre for Emotional Health, School of Psychological Sciences, Macquarie University, Sydney, Australia
²School of Health Sciences, Faculty of Medicine and Health, University of Sydney, Sydney, Australia
³Translational Health Research Institute (THRI), Western Sydney University, Sydney, Australia
⁴NICM Health Research Institute, Western Sydney University, Sydney, Australia
⁵School of Psychological Sciences, Macquarie University, Sydney, Australia
⁶School of Psychology, Faculty of Medical and Health Sciences, University of Adelaide, Adelaide, Australia
⁷Endometriosis Australia, Sydney, Australia
⁸Royal Prince Alfred Hospital, Sydney, Australia
⁹Australian College of Physical Education, Sydney, Australia

Corresponding Author:
Kerry Anne Sherman, BSc (Hons1), MA, PhD
Centre for Emotional Health
School of Psychological Sciences
Macquarie University
Balaclava Rd
Sydney, 2109
Australia
Phone: 61 9850 6874
Email: kerry.sherman@mq.edu.au

Abstract

Background: Endometriosis, which affects 1 in 10 people assigned female at birth, is a chronic systemic inflammatory disease with a high symptom burden and adverse socioemotional impacts. There is a need for an accessible, cost-effective, and low-burden intervention to support individuals in managing their endometriosis condition.

Objective: This study aimed to co-design and evaluate the acceptability, readability, and quality of a bank of supportive SMS text messages (EndoSMS) for individuals with endometriosis.

Methods: In phase 1 of this mixed method design, 17 consumer representatives (individuals with endometriosis) participated across three 3-hour web-based (Zoom, Zoom Video Communications, Inc) focus groups. The transcripts were encoded and analyzed thematically. In phase 2, consumer representatives (n=14) and health care professionals (n=9) quantitatively rated the acceptability, readability, and appropriateness of the developed text messages in a web-based survey. All the participants initially completed a background survey assessing sociodemographic and medical factors.

Results: Consumer representatives demonstrated diverse sociodemographic characteristics (Mage=33.29), varying in location (metropolitan vs rural or regional), employment, and relationship and educational statuses. Participants reached a consensus regarding the delivery of 4 SMS text messages per week, delivered randomly throughout the week and in one direction (ie, no reply), with customization for the time of day and use of personal names. Seven main areas of unmet need for which participants required assistance were identified, which subsequently became the topic areas for the developed SMS text messages: emotional health, social support, looking after and caring for your body, patient empowerment, interpersonal issues, general endometriosis information, and physical health. Through a web-based survey, 371 co-designed SMS text messages were highly rated by consumers.
and health care professionals as clear, useful, and appropriate for individuals with endometriosis. Readability indices (Flesch-Kincaid scale) indicated that the SMS text messages were accessible to individuals with a minimum of 7th grade high school education.

**Conclusions:** On the basis of the needs and preferences of a diverse consumer representative group, we co-designed EndoSMS, a supportive SMS text message program for individuals with endometriosis. The initial evaluation of the SMS text messages by consumer representatives and health professionals suggested the high acceptability and suitability of the developed SMS text messages. Future studies should further evaluate the acceptability and effectiveness of EndoSMS in a broader population of individuals with endometriosis.

(JMIR Form Res 2022;6(12):e40837) doi:10.2196/40837
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### Introduction

**Background**

Globally, the inflammatory condition of endometriosis is estimated to affect 1 in 10 biological females [1]. Some countries report an even higher incidence, with estimates of prevalence in Australia being 1 in 9 over the reproductive lifetime [2]. Endometriosis is predominantly characterized by severe and chronic pelvic pain and painful periods (dysmenorrhea). Other common symptoms include painful sexual intercourse (dyspareunia), infertility, and abdominal bloating [3,4]. Migraine, fibromyalgia, irritable bowel syndrome, and chronic fatigue syndrome are frequently comorbid with endometriosis [5]. In the absence of a cure and with a chronic, high symptom burden, individuals living with endometriosis experience adverse effects on their socioemotional well-being and functioning [6-9] and poor overall well-being [10], characterized by diminished quality of life [11] and a high prevalence of psychological distress (eg, depression) [12,13]. Endometriosis-related impairments to physical and psychological functioning also impact the society through health care costs and lost productivity (approximately US $20,898 per individual per year [14,15]).

Given the high symptom burden and adverse socioemotional consequences of endometriosis, there is a need for supportive interventions to help address the psychosocial impacts of living with this condition [16].

As a chronic condition, endometriosis demands ongoing self-management of physical symptoms (eg, pain and sleep hygiene) [17], which represents a substantial psychological and emotional burden on the individual [18,19]. The need for self-management may also serve as a constant reminder of one’s endometriosis diagnosis, exacerbating psychological distress [20]. From a psychological perspective, interventions designed to provide reassurance and support may assist in managing the self-regulatory aspects of living with endometriosis [21] and in diminishing psychological distress [22].

Previous research has highlighted that people with endometriosis have a tendency to be self-critical, particularly in relation to their body appearance and function [23], presenting a further barrier to maintaining good psychological health [24]. A growing body of literature indicates that self-compassion (the ability to view oneself in a kind, compassionate manner [25]) may act as a buffer in the face of adversity [26-29], reducing psychological distress and symptom burden among people with endometriosis [30]. This finding is consistent with other domains of women’s health (ie, breast cancer [31,32] and polycystic ovarian syndrome [33]). Perceived difficulties in forming and retaining social relationships [34-36] also contribute to high levels of psychological distress. Furthermore, endometriosis symptoms (eg, pelvic pain [3]) inhibit social functioning, particularly participation in social events [10,11,37].

Communicating with health professionals is another difficulty reported by many living with endometriosis [38,39]. This is in part because of a perceived normalization of endometriosis symptoms (eg, painful periods) by health professionals and associated feelings of menstrual stigma, which often leaves patients feeling unsupported in their endometriosis management [38,40,41]. For those actively seeking support, electronic, web-based resources are a preferred source of information [42]. However, despite there being websites from consumer-facing organizations [38] (eg, Endometriosis Australia) providing reliable information on a range of relevant topics [43], the feeling of being inadequately informed about endometriosis is commonly reported [41,42,44]. For many, not knowing where to find information or lacking the time to seek supportive information act as barriers to support [45]. Therefore, an intervention that helps direct those living with endometriosis to reliable web-based information on the nature and management of this condition is warranted.

In light of the many psychosocial challenges experienced by people with endometriosis, there have been worldwide calls for interventions to assist in managing difficulties with psychosocial functioning and to improve quality of life [16,46,47]. In particular, interventions providing tips and strategies to manage the psychological challenges of living with endometriosis that can be readily implemented by individuals living with endometriosis are highly valued. An approach ideally suited to achieve these aims are SMS text message interventions, entailing the delivery of brief SMS text messages through a mobile phone [48]. With the ubiquitous use of mobile phones worldwide [49], SMS text messages are a highly accessible, inexpensive, and convenient means of providing psychosocial interventions, as users can opt to receive messages at a preferred time [50]. SMS text messages have the added benefit of being “pandemic proof” in that they are not affected by government-imposed lockdowns or public health measures [22]. A key strength of SMS text messaging is its flexibility, allowing a range of content (within the 160-character limit), including psychoeducation, reminders (eg, to exercise or take medication), motivational messages,
self-care (eg, stress management tips), and informative links to health-related internet sites [51]. The simple language format used in texts also increases their accessibility, irrespective of the reading level [52-55]. The ability to send SMS text messages anonymously may help minimize stigma and barriers to accessing health care [56], which are particularly evident in geographically isolated underserved populations [57]. With the increasing global uptake of smartphones [49], particularly among younger adults [58], supportive interventions using SMS text messaging platforms are likely to be ideally suited for the endometriosis population (ie, typical mean age 30, SD 7.50 years [11]); however, to date, no known SMS text message intervention has been developed for this population.

**Prior Work**

Across a wide range of health contexts, SMS text message interventions have proven effective at facilitating health behavior change, such as smoking cessation [59-61], the adoption of exercise [61,62] and diet regimens [63], and in chronic disease prevention [61,63]. Critically, beyond a focus on health behavior change, SMS text message interventions are also being developed with the aim to provide psychological and emotional support [21,22,51,64]. For example, one psychologically supportive intervention designed to address the distress experienced by individuals living with the chronic condition diabetes uses SMS text messaging derived from positive psychology (eg, mindfulness and self-compassion) [65]. In this case, brief messages were designed to provide reassurance, encourage a positive outlook, and reflect on gratitude. Emerging evidence suggests that these psychologically focused supportive SMS text messaging interventions are very well tolerated and accepted [66], consistent with evidence from health behavior change-focused SMS text interventions [52,53].

**Study Aims**

In sum, evidence across different health contexts suggests that SMS text messaging may be suitable to provide reassurance and support in managing the psychological and emotional self-regulatory aspects of living with endometriosis. Therefore, the aim of this study was to identify the needs and preferences of consumers living with endometriosis to inform the development of a suitable supportive SMS text messaging intervention. The involvement of consumers in this manner, known as co-design, is regarded as best practice for the development of health-focused interventions, as it ensures the relevance of the intervention and its content to the target audience [67-69]. For more than a decade, it has been best practice for researchers to collaborate with consumers in research [70]. Co-designed SMS text messages have been found to improve health-promoting behaviors (eg, smoking cessation and dietary changes [63,71]) in individuals with chronic conditions. Additionally, this study aimed to evaluate the initial acceptability, readability, and quality of the co-designed SMS text messages, in preparation for further evaluation and use in future studies. To achieve these aims, this mixed methods study entailed two phases: (1) the identification of consumer SMS text messaging needs and preferences through focus groups and (2) the development and review of the SMS text message bank.

**Methods**

**Study Design**

A 2-phase mixed methods approach was used with consumer representatives and researcher-clinician collaborators (Figure 1). Phase 1 involved a series of web-based focus groups with consumer representatives to ascertain the needs and preferences for a supportive SMS text messaging intervention. The focus groups were also used to co-design the development of a bank of SMS text messages to ensure the suitability of the end product [67-69]. In phase 2, the developed SMS text message bank was evaluated quantitatively and qualitatively by consumer representatives and health care professionals. Reporting for the focus groups and intervention development was based on the Consolidated Criteria for Reporting Qualitative Research (Multimedia Appendix 1) [72] and Template for Intervention Description and Replication (Multimedia Appendix 2) [73], respectively.
Ethical Considerations
This study was approved by the Human Research Ethics Committee of Macquarie University (#52021963527729). All the participants provided web-based informed consent. The participants were informed that their confidentiality will be maintained, with only named investigators having access to their identifiable data. The participants were also informed that in the spirit of open science, their deidentified data would be made available in a public data store [74]. No incentives were provided for participation in the study.

Phase 1: Consumer Focus Groups
Using co-design principles, the focus groups aimed to determine the structure and content of the SMS text messages.

Participants
A convenience sample of 1331 individuals living with endometriosis who had participated in prior endometriosis-related research of the lead investigator (KAS) were invited via email to participate. The eligibility criteria were as follows: (1) the participants should be aged ≥ 18 years, (2) diagnosed with endometriosis (self-reported), and (3) proficient in English. A citizen collaborator (TD) of the research team was also invited to participate in one of the focus groups. Of the 1331 individuals invited, 89 (6.7%) potential participants indicated their interest in the focus groups through return emails. Of these 89 individuals, 35 (39%) provided further details on their age and location (to facilitate the selection of a representative sample) and indicated their availability for the focus groups. Of the 35 participants who indicated availability for participation in the focus groups, 22 (63%) then completed a web-based informed consent form and a brief survey requesting further demographic (eg, age, education, employment, and location) and medical information (endometriosis treatments received and self-reported endometriosis severity, scored on a 5-point Likert scale from asymptomatic, 0, to severe, 4) via REDCap (Research Electronic Data Capture; Vanderbilt University). Consenting participants were then organized into 3 focus groups held over a week and spaced at least 1 day apart according to their preferred time and availability.

Facilitators
The focus groups were conducted by the lead investigator (KAS) and coauthor (AH), both of whom are experienced in qualitative research methods and research on women’s health. KAS is a female professor of health psychology with a PhD in psychology. AH is a female research fellow in women’s reproductive health with a PhD in critical public health. At the outset of the focus groups, KAS introduced herself as a professor with experience in women’s health research and lived experience.
with endometriosis, wanting to use her skills to give back to the endometriosis community. AH introduced herself as a researcher with interests in women’s health conditions, particularly menstrual disorders. In all the focus groups, there was only 1 lead active facilitator, with the second facilitator (AH) joining one of the focus groups conducted by the first facilitator (KAS) for quality assurance reasons. Also present in the focus groups, although not active in discussions, were a female research assistant (MJP) who took field notes during discussions and a female student research intern (EH) who was available to provide technological support as needed.

### Consumer Focus Groups

A series of 3 web-based (via Zoom, Zoom Video Communications, Inc) 3-hour workshop focus groups were held in mid-July 2021 to accommodate most participant availabilities. Each focus group commenced with a brief presentation (approximately 15 minutes) outlining the background and aim of the SMS text message program to be developed and the objectives of the session. During the workshop, the participants engaged in discussions focused on the preferred structure (eg, number of SMS text messages per week and text message delivery time of the day and days of the week) and content themes of the SMS text messaging program. Before these discussions, the participants were prompted regarding the SMS text message structure (“How many times would you like to receive a text?” “Which days of the week would you like to receive a text?” “Would you like to have a text that comes at a particular time of the day?” and “Would you like to be able to respond to the text messages?”) and content themes. On the basis of prior endometriosis research [8,36,75-77] and SMS text messaging interventions developed by our research team [78,79], the participants were presented with five broad suggested topic areas along with example texts: (1) emotional health, (2) social support, (3) looking after and caring for your body, (4) general endometriosis information, and (5) physical health. The participants discussed the personal relevance of the proposed themes and were invited to suggest additional or alternate themes. The participants were also invited to draft their own example texts.

The 3 workshops were conducted in an iterative manner, building on the outcomes of the previous focus group sessions. At the conclusion of the third focus group, we reached data saturation, and, therefore, no more focus groups were needed. The focus groups were video recorded and transcribed using Zoom. The research intern (EG) reviewed the videos and corrected the transcripts for transcription errors. The participants were deidentified, were assigned an arbitrary number (eg, P1), and have been reported here accordingly to preserve their anonymity. Following the completion of the focus group transcription, four members of the research team (MJP, EG, SAI, and KAS) undertook a thematic analysis of these data [80] using a template approach [81] to identify the consumers’ broad themes of preferred SMS text messaging. The analysis was guided by the six-stage [82] inductive method entailing: (1) familiarization with the whole data set, where all the coders read these data once and then reread them while actively searching for patterns and meaning through note-keeping; (2) separate generation of initial codes through meaningful clustering of data; (3) comparison and refining of codes among coders to loosely identify potential themes—a process that was overseen by the senior member of the research team (KAS), ensuring consistency across codes and coders; (4) further discussion and refinement among the research team (MJP, EG, SAI, and KAS) for theme consolidation; (5) iterative naming of each theme, defining its singular focus, distinctness and extension of prior themes; and (6) integration of results through writing and selecting salient quotes.

### Phase 2: Text Message Development, Review, and Refinement

#### Text Message Development

Following the identification of the preferred themes of SMS text message content, the research team (including those with lived experience—KAS and TD) drafted SMS text messages across all themes. The guiding principles in developing these SMS text messages were to keep the text within the 160-character limit, attain a readability grade of no more than 8 on the Flesh-Kincaid scale, and have an approximately even distribution of messages across all themes. General endometriosis information and other medical information were based on best practice guidelines, as summarized on the Endometriosis Australia and Jean Haile’s Foundation websites, as well as clinical guidelines [83]. The SMS text messages were designed to provide support by drawing on the relevant psychological theory (Multimedia Appendix 3), such as the transactional model of stress [84] or self-compassion theory [25].

#### Participants

The research team, including clinicians (eg, gynecologists and psychologists) and academics, was invited to review the SMS text messages. All the consumer representatives and the citizen collaborator (TD) who participated in the focus groups, as well as the consumers who consented to the focus groups but were unable to attend them, were invited to review the SMS text messages via email.

#### Text Message Review

All the participants completed a web-based feedback survey via REDCap, with questions on participant demographics (eg, gender identity, profession, and years of experience) and approximately 40 draft SMS text messages (1-2 sentences each). Health care professionals reviewed the SMS text messages relevant to their area of expertise (eg, clinical psychologist researchers reviewed draft messages from the emotional health theme). Consumer representatives received a random selection of 30 draft SMS text messages, covering each of the different themes. For each draft text, the participants responded to 4 questions previously applied in SMS text messaging research [78], assessing the acceptability, readability, and appropriateness of the SMS text messages by rating them on a 5-point Likert scale (1=strongly disagree to 5=strongly agree; eg, “This message was easy to understand”). A free-text question for each item further gave the participants the opportunity to make suggestions for the improvement of the SMS text message. The scores on draft SMS text messages given by consumer representatives and health professionals were analyzed.
separately, with descriptive statistics (ie, means and range) generated for each question. The SMS text messages that received a mean rating of \( \leq 2 \) on any of the 3 questions were reviewed by the research team and either revised or removed. Free-text suggestions for improvement were collated for each SMS text message. Through this process of editing and deleting, the message content was refined.

**Readability**

All the refined SMS text messages were evaluated for readability using the validated Flesch-Kincaid grade level [85], indicating the required education level to read the material, ranging from grade 1 (easiest) to grade 12 (most difficult).

**Results**

**Phase 1: Consumer Focus Groups**

**Descriptive Statistics**

In total, 22 individuals living with endometriosis (including the citizen collaborator—TD) completed the background demographic and medical survey. Subsequently, 23% (5/22) of participants were unable to attend the 3 focus groups (approximately 6-8 participants in each session) owing to a lack of availability, work commitments, inclement weather, or illness. The participants were aged between 21 and 48 years (mean age 33.29, SD 9.11 years), reported an average diagnostic delay of 10.85 years (SD 8.03 years), and had diverse sociodemographic characteristics (Table 1).

### Table 1. Characteristics of consumer representatives.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Focus group and reviewer participants (n=17), n (%)</th>
<th>Reviewer only participants (n=3), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school education</td>
<td>4 (24)</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Vocational or TAFE(^a)</td>
<td>4 (24)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>5 (29)</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>4 (24)</td>
<td>1 (33)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>11 (65)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>Part time</td>
<td>2 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Student</td>
<td>2 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>11 (65)</td>
<td>2 (67)</td>
</tr>
<tr>
<td>Rural or regional</td>
<td>6 (35)</td>
<td>1 (33)</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>12 (71)</td>
<td>2 (67)</td>
</tr>
<tr>
<td>Not partnered</td>
<td>5 (29)</td>
<td>1 (33)</td>
</tr>
<tr>
<td><strong>Treatment for endometriosis(^b)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>11 (65)</td>
<td>2 (67)</td>
</tr>
<tr>
<td>Hormonal medication</td>
<td>8 (47)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>Pain medication</td>
<td>13 (76)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (35)</td>
<td>2 (67)</td>
</tr>
<tr>
<td><strong>Endometriosis severity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asymptomatic</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Mild</td>
<td>3 (18)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Moderate</td>
<td>5 (29)</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Severe</td>
<td>9 (53)</td>
<td>2 (67)</td>
</tr>
</tbody>
</table>

\(^a\)TAFE: Technical and further education.

\(^b\)Categories not mutually exclusive.
Preferences for Content Themes

The 7 SMS text message themes and example quotes identified through template analysis are listed inTextbox 1. All 5 of the proposed SMS text message themes (i.e., general endometriosis information, physical health, emotional health, social support, and looking after and caring for your body) were endorsed by the focus group participants as being relevant and helpful. In addition, two further SMS text message themes were identified: patient empowerment and interpersonal support. The consumers indicated that they require assistance to feel empowered in medical consultations and sought tips to help articulate their concerns so that health care professionals took them seriously. Tips and support regarding navigating intimate relationships, negotiating infertility and motherhood, and gaining support from loved ones and employers were also requested.

Textbox 1. Message content themes of focus groups with example quotes (focus groups consumers message content themes and quotes).

Emotional health
- “My mental health has been greatly affected…so even just having reminders that it’s okay to seek help, psychologically and it doesn’t mean that there isn’t a physical issue and it doesn’t take away from endo[metriosis], but it’s important to treat both aspects, because they do have a lot in common” (P14)
- “Anyone who lives with the chronic pain knows that we do have mental health issues, to some degree or another. So the idea of a text message taking the stigma out of reaching out for help would be a perfect hint to do that” (P13)

Social support
- “Tips on how to utilize your support network to the best of your ability could be good…it’s important to touch base when you’re feeling bad but even celebrating all your little wins with people too” (P8)
- “A reminder to jump on Endometriosis Australia or something and just read someone else’s story or a reminder just to check in” (P14)

Looking after and caring for your body
- “People do tend to push themselves and I think it’s very important to remind people that you know your limits. And you know what your body can and can’t handle so to be careful about pushing yourself and putting yourself through that” (P1)
- “Setting some time to properly relax and be more self aware, like body and mind consciousness, can really help your body” (P2)

Patient empowerment
- “How to advocate for yourself when you’re speaking to doctors because a lot of doctors will just say, ‘No, that’s not right’ and move onto what they think without really listening to what your experiences are with the particular treatments that they’re suggesting, and you end up down a rabbit hole of doing the same things over and over again without getting anywhere” (P17)
- “One thing that I found really helpful was, I just take notes on my phone. And whenever I’m having symptoms, write those down because I have a bit of anxiety around going to the doctor. And so I kind of forget what you know my symptoms are or forget half of it” (P10)

Interpersonal issues
- “I definitely have unsupportive family members and it’s like, really hard to get them to, to talk to them about this [endometriosis]” (P2)
- “I think education or tips on how to manage and communicate with your employer about endo[metriosis]” (P16)
- “Painful sex…just kind of some tips around that, as well, because yeah it’s yeah, it’s a big thing and that can lead to like low self-esteem, confidence and things like that” (P2)
- “There’s not a lot of information about the impact of endometriosis on romantic relationships, and that it’s really important people are given information on how to navigate having endometriosis in a romantic relationship because it does have a strain particularly if it’s impacting sex” (P17)

General endometriosis information
- “I think it would be helpful just to kind of give some guidelines as to what’s actually true about the disease so that you know you’re kind of more equipped because when this all started, I was only 13” (P12)
- “I liked the idea of [general endometriosis information] being for beginners. But also I’ve had endometriosis for about 29 years and I’m still learning things about it” (P14)

Physical health
- “Definitely for me, I think, pain, like the physical side of it. Having tips on pain management. I think would be really useful” (P11)
- “Recipe tips because I know when I’m absolutely wrecked, the last thing I want to do is think about what to cook so if there’s a recipe suggestion that comes through…something that’s easy and quick because if you’re struggling, the last thing you want to do is cook for an hour” (P16)
Preferences for the Structure of the Text Message Program

The consumers could see the value in a SMS text messaging program that provides them with information on endometriosis and tips to manage their daily lives in a highly convenient and accessible way:

> I’ve been searching for things to try to help me more in regard to learning more about endometriosis and to actually have that information given to me, as opposed to me having to actually find it would be really good. [P5]

In particular, the consumers wanted to be linked up with web-based resources that they could access from their phone:

> The whole point of this is that you are on your phone, so trying to give you links to other resources that are also on your phone could really help. [P16]

The consumers unanimously agreed that the most appropriate frequency would be 4 SMS text messages per week, covering a variety of topics:

> I think the thing is if you are getting messages with like different topics or different things it’s not necessarily going to feel like four a week. [P16]

A range of preferences regarding the timing of the SMS text message delivery was evident: randomly during the week or the weekend (“I’m happy for it [the day of the week] to be random. It doesn’t really bother me.” [P17]); a midweek text (“My first thought is that hump day Wednesday is a great day to get a pickup message from someone.” [P13]); and a weekend text to assist with recovery after exerting themselves, for example, going out with friends and drinking (“I feel like I get more pain during the weekend sometimes depending what I do.” [P2]).

Views on at what time of the day to receive texts were also mixed, with some consumers preferring to receive the texts at night (“Everybody’s got stuff to do during the day. I think it’s the nights that kind of get hard as well.” [P11]) and others preferring a morning text to help prepare them for the day (“I’m definitely a night person myself, but I need a message in the morning because it’s just hard to get out of bed when I feel rubbish.” [P4]).

The consumers had differing views about whether they would prefer 1- or 2-way communication (ie, option to text back), with some indicating that 2-way communication would add an element of pressure:

> I think I prefer not responding. Honestly, just so that I don’t have that pressure. [P11]

Two-way communications from chatbots were also strongly disliked by the consumers:

> I guess two way, but I want to know who is on the other side, if a robot is going to send a message back to me then I don’t want to speak to a robot. [P2]

Following the discussions, all the focus group participants concluded that one-way communications may be the most practical. Regarding the formality of the texts, the consumers indicated that they would prefer causal greetings (eg, “hey”) using their names with inclusive terminology (ie, avoid gender-specific pronouns).

A total of 376 messages were co-designed by the research team after the feedback from the focus group workshops, across seven topic areas, namely the topic areas initially suggested by the researchers—emotional health (n=52, 13.8%), looking after and caring for your body (n=52, 13.8%), social support (n=30, 8%), general endometriosis information (n=76, 20.2%), physical health (n=79, 21%)—and those suggested by the consumer representatives—patient empowerment (n=37, 9.8%) and interpersonal issues (n=50, 13.3%). On the basis of the feedback provided in the focus group workshops, the SMS text messages were designed to be delivered at a rate of 4 messages per week (on a mix of weekdays and weekends) and semicustomized to be delivered at their preferred time of the day (eg, morning, daytime, or nighttime), using their name.

Phase 2: Text Message Review and Refinement

A total of 14 participants from the consumer focus groups and an additional 3 consumer representatives completed the SMS text message review (Table 1). In addition, 9 health care professionals with an average of 10.11 (SD 6.86) years of experience completed the SMS text message review. Most of them identified as a female (6/9, 67%) and a health care researcher (6/9, 67%), with 33% (3/9) identifying as a researcher clinician.

The 376 co-designed messages were reviewed at least twice: once by a consumer representative and once by a health care professional. Overall, the consumers and health care professionals either agreed or strongly agreed that the SMS text messages were clear, useful, and appropriate for individuals with endometriosis (Table 2). In total, 7.7% (29/376) of messages received a score of 1 or 2 for at least one of the acceptability questions, warranting further review and revision by the research team.

For 41.8% (157/376) of the SMS text messages, the reviewers left free-text response comments suggesting improvements. Free-text feedback themes from health care professionals (120 in total) focused predominantly on website links and the grammar and clarity of the messages. Consumers’ feedback (51 in total) focused on bolstering messages with resources (eg, links and tips) and ensuring that there was no insinuation of blame. On the basis of this feedback, of 376 messages, 6 (1.6%) messages were removed, 116 (30.9%) were revised to reflect reviewer feedback, and 1 (0.3%) new message was created, resulting in 371 co-designed SMS text messages, with an average Flesch-Kincaid readability score of 7 (providing high accessibility [86]). Table 3 displays the distribution of SMS text messages per theme, their Flesch-Kincaid grade, and example text messages for each.
Table 2. Consumer and health professional ratings of text messages.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Consumer representative ratings, mean (SD; range)</th>
<th>Health care professional ratings, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This message was easy to understand</td>
<td>4.40 (0.76; 2-5)</td>
<td>4.73 (0.46; 4-5)</td>
</tr>
<tr>
<td>The information provided in this message is useful</td>
<td>4.31 (0.82; 2-5)</td>
<td>4.57 (0.69; 1-5)</td>
</tr>
<tr>
<td>This message is appropriate for individuals with endometriosis</td>
<td>4.40 (0.78; 2-5)</td>
<td>4.63 (0.63; 1-5)</td>
</tr>
</tbody>
</table>

Table 3. Breakdown of readability and examples of SMS text messages for each theme.

<table>
<thead>
<tr>
<th>Theme and example</th>
<th>Domain</th>
<th>Messages, n (%)</th>
<th>Flesch-Kincaid grade, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Emotional health</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hey &lt;name&gt;, it’s okay to reach out and talk to someone about how you’re feeling. Having endometriosis is tough and can impact every part of your life. Worried all the time? Why not try setting aside 10 minutes a day to write down whatever is troubling you, rather than letting it interrupt your day.</td>
<td>Social support enhancing</td>
<td>52 (14)</td>
<td>5.51 (2.58)</td>
</tr>
<tr>
<td>Hey &lt;name&gt;, remember to celebrate your daily wins with the people who support you! Don’t feel like getting out and about lately? Why not try connecting with friends or family from the comfort of your own home. You could FaceTime, call, or chat online.</td>
<td>Social support enhancing</td>
<td>30 (8.1)</td>
<td>5.44 (2.77)</td>
</tr>
<tr>
<td><strong>Looking after and caring for your body</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hey &lt;name&gt;, when was the last time you felt really relaxed? Try to do something you find relaxing today, whether it’s reading a book or watching the sunset! Hey &lt;name&gt;, everyone has their own limits. Try not to compare yourself with others. You are on your own journey!</td>
<td>Coping strategy</td>
<td>49 (13.1)</td>
<td>6.31 (2.85)</td>
</tr>
<tr>
<td>Seeing your health care professional soon? It might help to keep a journal of your symptoms and bring this along with you to your appointment. There’s nothing wrong with getting a second or even third opinion on your condition. They can help you and your GP better understand what’s going on for you!</td>
<td>Coping strategy</td>
<td>37 (10)</td>
<td>6.55 (2.63)</td>
</tr>
<tr>
<td>Pain during sex can change throughout your cycle. Try and find a time that works best for you! Hey &lt;name&gt;, having a bad flare up? Don’t be afraid to ask your employer for some flexibility to work from home or some time off work.</td>
<td>Coping strategy</td>
<td>51 (13.8)</td>
<td>7.06 (2.82)</td>
</tr>
<tr>
<td>Hi &lt;name&gt;, if you’re experiencing heavy bleeding, you may also be feeling more tired than usual. Remember that it’s okay to take time and rest. Hi &lt;name&gt;, heard something about endometriosis that you aren’t sure about? Double check the facts here &lt;link to Endometriosis Australia fact buster information sheet&gt;</td>
<td>Education</td>
<td>75 (20.2)</td>
<td>7.97 (2.16)</td>
</tr>
<tr>
<td>Hi &lt;name&gt;, if you’re feeling okay today, why not try and get some exercise in? Just parking further away from the shops or work can get your steps up! Hi &lt;name&gt;, if you’re in pain, you might find it hard to eat. Berries can be a great choice if you’re wanting a snack, due to their anti-inflammatory effects.</td>
<td>Symptom management</td>
<td>77 (20.8)</td>
<td>6.15 (1.95)</td>
</tr>
</tbody>
</table>

aGP: general practitioner.
**Discussion**

**Principal Findings**
This study aimed to identify the needs and preferences of consumers living with endometriosis for an SMS text message–based supportive intervention. Consistent with prior research indicating a need for supportive interventions for endometriosis populations [16,20], our findings identified a strong desire for an SMS text message intervention that would provide both access to reliable information about endometriosis and its management and support. Consumers desired tips and strategies regarding physical and emotional health, social support and interpersonal issues, looking after and caring for their body, patient empowerment, and general endometriosis information. In particular, SMS text messaging was seen positively, with consumers expressing a desire to have supportive messages sent to their phones for easy access. It is likely that for individuals living with endometriosis who frequently experience fatigue and other high symptom burdens [3,5], having this supportive message readily available through the convenience of a mobile phone is particularly appealing. This points to the acceptability of mobile health interventions for individuals with endometriosis.

The need for psychological and emotional support was strongly evident in the focus groups, with 71% (5/7) of the themes reflecting this. Although various reviews have documented the psychological and socioemotional tolls associated with endometriosis [6,12,34,87,88], little research has been dedicated to developing supportive interventions that address these concerns [89,90]. To date, most of the psychological or supportive interventions developed for individuals with endometriosis are of low quality, lacking evidence-based protocols for replicability and being evaluated under nonrigorous conditions (eg, in the presence of confounding variables) [16,90]. In particular, our qualitative analysis revealed several distinct aspects of psychosocial functioning with which individuals with endometriosis required assistance. In line with prior research, individuals with endometriosis may have difficulty with self-compassion [23], and the consumers sought reminders to be kind to themselves, whether this be through physical acts (eg, self-care activities) or positive self-talk.

Similarly, consistent with extant literature [34-36], individuals with endometriosis expressed an interest in receiving support in maintaining social relationships through prompts to reach out or seek alternative methods of connection (eg, on the web) when facing debilitating symptoms. A need for support in managing interpersonal issues that went beyond ongoing relationship maintenance and general social support was also reported. In line with previous research [38,39], the participants reported a range of interpersonal conflicts as a result of endometriosis in their professional (eg, with employers and teachers) and more intimate relationships (eg, with family members and romantic partners), which they required assistance with. Furthermore, individuals with endometriosis expressed a desire to have more meaningful communications with health care professionals and sought support in advocating for their health care needs. This reflects prior research that documents the difficulties individuals with endometriosis face in their relationships with health care professionals [38,39].

The consumers preferred that the SMS text messages be delivered in a variety of ways (eg, at different times during the day) to suit their diverse lives. This highlights a need for creative, adaptive, and tailorable intervention strategies. Another aspect that customization was required for was medication adherence. Some consumers expressed an interest in receiving SMS text messages designed to assist them in adhering to their medication for endometriosis. EndoSMS offers a novel solution, enabling tailoring to deliver messages at consumers’ convenience with customization of the message content (eg, inclusion and exclusion of medication adherence texts).

Promisingly, the co-designed SMS text messages were rated highly overall in acceptability and suitability for an endometriosis population in the SMS text message review by both consumer representatives and health care professionals. Furthermore, the messages were considered easy to understand, with anyone with education until at least seventh grade able to read the messages. These preliminary results suggest that EndoSMS may be highly suitable for an endometriosis population; however, further evaluation in terms of the intervention’s acceptability and effectiveness in a broader population of individuals with endometriosis is needed.

**Strengths and Limitations**
This mixed methods study co-designed and evaluated the acceptability of a supportive SMS text message intervention for individuals with endometriosis. To our knowledge, this is the first mobile health intervention to be designed for individuals with endometriosis. The strengths of this study include the involvement of consumer representatives in the co-design and evaluation of the intervention, ensuring tailoring to meet the needs of its end users in an appropriate and sensitive manner [67-69]. Furthermore, the inclusion of health care clinicians and researchers in the evaluation of the SMS text messages ensured the content validity and suitability for an endometriosis population. Consumer representatives demonstrated diverse sociodemographic characteristics, bolstering the generalizability of the EndoSMS program across different users. However, it should be noted that EndoSMS is designed for an Australian audience, and piloting of the program’s feasibility is required to ensure its suitability for international use. In addition, although there was a high level of acceptability for the SMS text messages evident from the consumer representative ratings, it should be noted that many of these participants also informed the development of these messages, which perhaps explains the favorable ratings. Further research on the acceptability and helpfulness of the SMS text messages and EndoSMS program is needed to determine the suitability of the intervention for a broader endometriosis population. In particular, a pilot randomized controlled trial is needed to confirm that the SMS text messages are indeed supportive.

**Conclusions**
This study entailed the co-design of EndoSMS, a supportive SMS text message program for individuals with endometriosis, and investigation regarding its preliminary acceptability. By
ascertaining the needs and preferences of a diverse group of consumer representatives, EndoSMS was co-designed to better support individuals with endometriosis. Furthermore, the initial acceptability evaluation by consumers and health care professionals was highly favorable. Further evaluation of EndoSMS is required to confirm its acceptability and effectiveness in a broader endometriosis population.
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Abstract

Background: Digital and mobile health interventions are increasingly being used to support healthy lifestyle change, including in certain high-risk populations such as those with severe mental illnesses (SMIs). Life expectancy in this population lags 15 years behind counterparts in the general population, primarily due to obesity-related health conditions.

Objective: We tested the feasibility and usability of a 12-week interactive obesity treatment approach (iOTA) to adults with chronic SMIs (depression, bipolar disorder and schizophrenia spectrum disorder) receiving treatment in community settings. The iOTA incorporates short message service (SMS) text messages to supplement monthly in-person health coaching.

Methods: Factors hypothesized to be associated with weight change were illness severity and treatment engagement. Severe psychiatric symptoms were defined as baseline Clinical Global Impression severity score of >5. Criterion engagement was defined as a text messaging response rate >80% during the first 4 weeks of treatment. Disordered eating, assessed with the Loss of Control Over Eating Scores, was also evaluated. Participants provided qualitative data, further informing assessment of intervention feasibility, usability, and acceptability.

Results: A total of 26 participants were enrolled. The mean age was 48.5 (SD 15.67) years; 40% (10/26) were Black and 60% (15/26) female. Participants with lower symptom severity and adequate engagement demonstrated significantly decreased weight ($F_{1,16}=22.54, P<.001$). Conversely, high symptom severity and lower text message response rates were associated with trend-level increases in weight ($F_{1,7}=4.33, P=.08$). Loss-of-control eating was not observed to impact treatment outcome. Participants voiced preference for combination of live health coaching and text messaging, expressing desire for personalized message content.

Conclusions: These results demonstrate the feasibility of delivering an adapted iOTA to SMI patients receiving care in community settings and suggest testable criteria for defining sufficient treatment engagement and psychiatric symptom severity, two factors known to impact weight loss outcomes. These important findings suggest specific adaptations may be needed for optimal treatment outcomes in individuals with SMI.

(JMIR Form Res 2022;6(12):e38496) doi:10.2196/38496
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Introduction
The field of obesity medicine has embraced the concept that excess adiposity is a disease state with important neurobehavioral causes and consequences [1-3]. Thus, sustained weight management may not be achievable by altering energy balance so that the amount of energy consumed (eg, calories) is less than the amount of energy expended (eg, during exercise), as evidenced by emerging treatments that target mechanisms involving central reward and peripheral modulation of satiety neurocircuitry [4], insulin sensitivity [5,6], and inflammation [7]. Nonetheless, the primary tenets of successful weight loss remain deeply rooted in lifestyle change, with interventions including intensive coaching interactions, highly trained interventionists, and robust clinical infrastructure being most effective [8]. Behavioral phenotyping of individuals achieving long-term weight control suggests that the ability to sustain negative energy balance with a combination of dietary restriction and high levels of physical activity, along with frequent self-monitoring, are indicators of long-term success [9]. However, individuals who sustain clinically significant weight loss also have greater distress over body image and are more likely to engage in disordered eating behaviors [10]. Psychiatric comorbidity is common in treatment-seeking populations [11,12], with eating disorders being more prevalent in high-weight individuals than in those with normal or low weight [13]. These complicating factors contribute to delayed or suboptimal treatment engagement and response [14-16].

Patients with chronic severe mental illness (SMI) are at high risk for developing obesity and related adverse health conditions, attributable to treatment with obesogenic medications [17], sedentary lifestyle [18], and unbalanced dietary intake [19]. Individuals with SMI express a preference for mobile access to behavioral treatments [20,21] but report unique challenges to engagement in lifestyle changes that are specific to the type and severity of their behavioral health symptoms [22,23]. Behavioral interventions to reverse preexisting obesity in chronic SMI demonstrate modest effectiveness during active intervention [22,24,25], but longer term benefits are attenuated or reduced, in part due to limited engagement [16,26-28]. As in the general population, more frequent contacts and longer intervention periods are associated with better adherence and long-term effectiveness [29,30]. However, staffing and other cost requirements (eg, gym memberships) may impact large-scale implementation efforts [22,25,31-33]. Incorporation of mobile health (mHealth) components into lifestyle interventions specifically adapted for people with SMI treated in community settings may improve scalability, engagement and long-term maintenance effects.

Interactive obesity treatment approaches (iOTAs) employing telephone or digital strategies have been used to engage lower-income and underrepresented communities in lifestyle changes that promote healthy body weight. For example, the Be Fit Be Well intervention, based on the well-known Dietary Approaches to Stop Hypertension program, produced weight loss at 24 months by extending health coaching with automated telephone messaging and internet-based self-guided content to increase engagement [34]. Be Fit Be Well has become a platform for further iOTA adaptations in underrepresented groups [35-38], where access to internet and web-enabled devices may be limited. A further adaptation of Be Fit Be Well, the Working for You iOTA for lower-income hospital workers, amplified quarterly face-to-face health coach interactions with daily interactive, semiautomated short message service (SMS) text messaging [39-41]. The use of low-cost SMS technology makes the Working for You intervention an ideal iOTA for people living with SMI, who may have limited access to smart or mobile devices or the internet [21,42,43].

In this study, we tested the usability of the Working for You iOTA in settings where patients with SMI are most likely to engage in psychosocial rehabilitation and mental health treatment—outpatient community clinical settings [22,25]. We sought to establish criterion-level treatment engagement, defining characteristics that would allow for operationalizing engagement criteria in a scaled intervention and identifying participants less likely to engage, hypothesizing that illness severity and SMS response rate would be associated with weight change. The new operationalized inclusion criteria were then applied to evaluate whether symptom severity and early intervention engagement would impact treatment outcome. We also obtained acceptability and usability data to guide future treatment adaptation.

Methods
Participants
Individually ages 16 to 75 years who were actively engaged in outpatient community mental health clinic or clubhouse programming in the St. Louis and surrounding urban, suburban, and rural areas [44-46] were eligible for participation. Clubhouses are community-based programs that provide structured daytime programming for psychosocial rehabilitation through supported educational, vocational, and social activities, referring to participants as members rather than clients or patients [47].

A priori study inclusion criteria were BMI >28 and diagnosis of a severe and persistent mental illness (recurrent major depressive disorder, schizophrenia spectrum disorder, or bipolar disorder) confirmed with medical record review. Known eating disorder diagnosis, active substance use disorder, and acute suicidality were exclusionary.

Ethics Approval
This study was approved by the Washington University in St. Louis institutional review board (protocol number 201706118). Capacity to provide informed consent was confirmed by assessing basic medical literacy using the Rapid Estimate of Adult Literacy in Medicine–Short Form (REALM-SF), a 7-item word recognition test, with a score of 5 or higher being consistent with an 8th grade reading level and minimal ability
to understand medical terminology [48] and the University of California, San Diego, Brief Assessment of Capacity to Consent (UBACC) [49], a 10-item scale that includes questions focusing on understanding of the information concerning a specific research protocol as an indicator of decisional capacity.

**Description of the Parent Intervention**

The parent iOTA was developed for low-wage hospital workers participating in the Working for You study [22]. Behavioral goals, scripts for the text messages, and counseling approach in the parent iOTA Working for You were developed based on previous iterations of the intervention [39,41] and previously reported effective weight-control interventions with low-income individuals and the challenges they face in terms of behavior change [50]. Specifically, low-income individuals struggle with access to care due to transportation issues reducing engagement.

In the Working for You study, participants met one-to-one with a health coach on a quarterly basis. At the first study visit, the health coach met with participants to obtain written informed consent, review the individual's health risk assessment, and choose up to 3 behavior change goals related to principles of energy balance. Goals were set based on behaviors identified as those (1) in highest need of change, (2) for which the participant has high self-efficacy and readiness for change, (3) for which the participant identifies few change barriers, and (4) that fulfill the intended impact on energy balance. Goals domains are based on simple, concrete behavior changes known to be effective based on empirical evidence of link to energy balance/weight and relevance to low-income populations [39,41]. Subsequent in-person health coaching visits occurred on a quarterly basis and were designed to review goal progress, problem-solve barriers to behavior change using motivational interviewing principles, and revise goal selections as needed.

Table 1 presents the options for goals from which participants could choose. Participants received text messages 5 days per week that are directly linked to goals selected in coaching sessions. Automated weekly SMS check-ins prompted a weekly reply with weight and progress toward selected goals. Participants were offered an automatic opportunity to increase the level of their selected goals if they were successful at meeting their dietary or physical activity goal target for 2 weeks in a row.
Table 1. Goal categories and associated health tip text messages.

<table>
<thead>
<tr>
<th>Goal category</th>
<th>Representative text</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activity goals</strong></td>
<td></td>
</tr>
<tr>
<td>Steps</td>
<td>It’s easy to add steps to your day! Take the stairs instead of the elevator; get off the bus a stop early.</td>
</tr>
<tr>
<td>Brisk activity</td>
<td>Is your brisk activity brisk enough? A good test: You should still be able to talk easily but singing puts you out of breath.</td>
</tr>
<tr>
<td><strong>Dietary goals</strong></td>
<td></td>
</tr>
<tr>
<td>Sugar-sweetened beverages</td>
<td>Sugary drinks include juice, regular soda, sports/energy drinks, &amp; sugar-sweetened teas/coffees. Cutting back is good. Zero is best.</td>
</tr>
<tr>
<td>Healthy breakfast</td>
<td>A protein bar and piece of fruit can be an easy on-the-go breakfast. Choose bars with at least 10 grams of protein and 200 or fewer calories.</td>
</tr>
<tr>
<td>Purchased meals</td>
<td>If you’re craving fast food, choose a lower-calorie option, like a small burger, or small fries, or small bean burrito.</td>
</tr>
<tr>
<td>Purchased snacks</td>
<td>Save some money and calories by packing healthy snacks in your lunch instead of buying them at vending machines and gift shops.</td>
</tr>
<tr>
<td>Free food</td>
<td>Sometimes we eat free food just because it’s free. Slow down and decide if the calories are really worth it.</td>
</tr>
<tr>
<td>Eat meals at home</td>
<td>Don’t like to cook? Start simple. Try sandwiches, whole-grain cereal, canned low-sodium beans, or quick-cook brown rice. Whatever works.</td>
</tr>
<tr>
<td>Low-fat dairy</td>
<td>2% milk is a good choice over whole milk. Even better is 1% or skim milk. Work your way down. You can do this!</td>
</tr>
<tr>
<td>Fruits &amp; Vegetables</td>
<td>Eating a lot of fruits &amp; veggies can help keep hunger away and your weight in check. Work up to 5 or more servings a day.</td>
</tr>
<tr>
<td>Vegetables</td>
<td>Stock up on frozen vegetables, so you can just grab them out of the freezer when you need them. Plus, they taste great and are just as healthy as fresh.</td>
</tr>
<tr>
<td>Whole grains</td>
<td>Boost your whole grains with popcorn. Buy kernels and pop them in a brown paper bag in the microwave. Use a dash of powder seasoning for taste.</td>
</tr>
<tr>
<td>High-fat meats</td>
<td>Beans &amp; lentils are a great substitution for meat. You can make a lot of different dishes with them, and they’re cheap &amp; filling.</td>
</tr>
<tr>
<td>High-calorie snacks</td>
<td>Choose healthy snacks under 200 calories like 20 to 25 nuts, a banana &amp; 1 low-fat string cheese, or baby carrots &amp; 2 tablespoons of hummus.</td>
</tr>
<tr>
<td>Screen time snacks</td>
<td>Instead of automatically grabbing a snack while watching TV, have some unsweetened tea, a diet soda, or zero-calorie fizzy water instead.</td>
</tr>
<tr>
<td>Added calories</td>
<td>Tacos, burritos &amp; nachos can be a minefield of added calories. Replace high-calorie toppings with tomatoes, salsa, lettuce, onions, and jalapenos.</td>
</tr>
<tr>
<td>Total calories</td>
<td>Think of calories like money in a checking account. You can spend them any way you want, as long as they balance out at your calorie goal over time.</td>
</tr>
<tr>
<td>Portion control</td>
<td>Eating slowly is a great way to feel full with smaller portions. It gives your stomach time to tell your brain when it’s had enough.</td>
</tr>
<tr>
<td>Dietary self-monitoring</td>
<td>Be honest with yourself when writing down what you’re eating &amp; drinking. Food logs help you the most when they’re as accurate as possible.</td>
</tr>
</tbody>
</table>

**Modifications to the Parent Intervention**

Participants in this study underwent 12 weeks of treatment consisting of either monthly one-on-one in-person visits for participants seen in the outpatient clinic setting or monthly group sessions to deliver educational content, directly followed by brief one-to-one goal-setting for participants seen in the clubhouse setting. To more closely parallel the chronic care model in which most SMI patients receive care, participants in this study met monthly with health coaches. Additional treatment adaptations included adding weekly phone check-ins as needed, elements of problem-solving therapy (coaching, behavioral modeling and shaping, rehearsing and providing feedback on new behaviors, and positive reinforcement of desired health behaviors) [51] and motivational interviewing (exploring ambivalence, assessing confidence in ability to change, and shoring up self-efficacy for health behaviors) [52] in monthly in-person meetings to address barriers to behavior change. No modifications were made to the program health goals or related SMS-delivered health tips.

As in the parent intervention, participants were prompted weekly to respond via SMS text with their weight and progress toward health goals. During monthly in-person coaching meetings, the health coach reviewed progress toward goals, problem solved barriers to goal achievement, and assisted participants in selecting new goals, if necessary, at each monthly meeting based on mastery, preference, and energy balance priority. Session 1
Defining Characteristics Associated With Intervention Engagement

The primary objective of this study was to evaluate factors associated with engagement, a primary indicator of successful weight loss in behavioral lifestyle interventions [8,54]. We evaluated illness severity, treatment engagement (measured by weekly text messaging response rate), and loss-of-control eating as potential exclusion criteria. Severe psychiatric symptoms were defined as baseline clinician-administered Clinical Global Impression (CGI) [55] severity score of >5 (1=not at all ill, 2=borderline mentally ill, 3=mildly ill, 4=moderately ill, 5=markedly ill, 6=severely ill, 7=among the most extremely ill patients). Engagement was defined as text messaging response rate of >80% over the first 4 weeks of treatment.

The presence of loss-of-control eating was assessed with the 7-item Loss of Control Over Eating Score (LOCES) [56], which has demonstrated good test-retest reliability at 4 weeks (Cohen d=0.82, \(P<.001\)), strong content validity and internal consistency, factor structure, and convergent and discriminant validity [57]. The assessment was administered by a study clinician at the initial study visit. Participants were asked to rate how often they experience behavioral (“I found myself eating despite negative consequences”) and dissociative (“my eating felt like a ball rolling down a hill that just kept going and going”) symptoms associated with loss-of-control eating behavior in the prior 4 weeks (1=never, 2=rarely/once weekly, 3=sometimes/2-3 times per week, 4=often/4-5 times per week, 5=always/daily). Questions were asked in a conversational way, and feelings of shame or guardedness in responding were normalized and validated to minimize bias in reporting symptoms. Care setting (clubhouse versus community mental health clinic) was also evaluated.

Usability, Acceptability, and Feasibility

We evaluated participant experiences with the in-person and text-messaging aspects of the intervention, specifically assessing satisfaction with treatment content, visit and text messaging frequency, and usability of the text messaging portion of the intervention. At the end of the 12-week study, participants completed a 5-question treatment satisfaction survey. Questions were based on the Contextual Technology Adaptation Process (CTAP) developed by Lyon and colleagues [58].

The CTAP model is based on user-centered design and implementation science principles and incorporates mixed quantitative and qualitative assessments considering aspects of the technology under study (eg, complexity, intended frequency of use), contexts in which the technology will be used (eg, user types and experiences, organizational setting, culture, and policies), and resources available for adaptation efforts (eg, time, money to devote to programming). CTAP involves 5 phases, including initial assessment in relevant contexts, testing of unadapted technology, adaptation, retesting, and sustained iterative assessment and adaptation processes.

This study used early-phase CTAP approaches to assess the acceptability of the unadapted technology in a new user population (adults with SMI) and treatment settings (clubhouse or community mental health clinic). Our CTAP questionnaire consisted of 5 questions focused on satisfaction and acceptability of the (1) overall program, (2) in-person health coaching visits, (3) goal options, (4) text message responses, and (5) health tip text message content. Response options were 1=very unsatisfied or unhelpful to 5=very satisfied or helpful. Each domain included 3 corresponding open-ended questions: What did you like? What did you dislike? What would you change?

Analytic Approach

Repeated measures analysis of covariance was used to test for the effect of time on weight change, including 2-level factors for membership in included/excluded participant group (Clinical Global Impression–measured illness severity at baseline, text message response rate <80% in the first 4 weeks), and treatment setting, as well as an exploratory covariate representing score on the LOCES. Finally, we evaluated whether treatment setting for monthly in-person (one-to-one versus group) sessions affected weight change over time. Significance was set at \(P<.05\) using a 2-tailed test. CTAP responses were tabulated and presented as frequency and percentage followed by a representative quotation from corresponding open-ended questions.

Results

Participant Characteristics

A total of 26 participants were recruited for the study (6/26, 24% schizophrenia; 17/26, 68% mood disorder). The mean age of the overall population was 48.5 (SD 15.67) years; 60% (15/26) were white and 62% (16/26) female (Table 2). One participant was excluded per protocol for an alcohol use disorder relapse during study participation.
Table 2. Participant demographics and characteristics at enrollment.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n=25)</th>
<th>Clubhouse (group), (n=12)</th>
<th>Outpatient clinic (individual), (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>50.0 (39.0-59.5)</td>
<td>55.0 (46.5-63.8)</td>
<td>48.0 (24.5-53.0)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>10.0 (40.0)</td>
<td>5 (41.7)</td>
<td>5 (38.5)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>15 (60.0)</td>
<td>6 (50.0)</td>
<td>9 (69.2)</td>
</tr>
<tr>
<td>Hispanic, n (%)</td>
<td>2 (8.0)</td>
<td>0 (0.0)</td>
<td>2 (15.4)</td>
</tr>
<tr>
<td><strong>Clinical assessments</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (lbs), mean (SD)</td>
<td>224.0 (195.0-291.0)</td>
<td>227.0 (208.0-287.8)</td>
<td>220.0 (181.0-300.0)</td>
</tr>
<tr>
<td>CGI-S(^a), median (IQR)</td>
<td>4.0 (3.0-4.0)</td>
<td>4.0 (3.3-4.0)</td>
<td>4.0 (3.0-4.5)</td>
</tr>
<tr>
<td>LOCES(^b), median (IQR)</td>
<td>18.0 (12.0-20.0)</td>
<td>19.5 (18.0-28.5)</td>
<td>16.0 (10.5-18.5)</td>
</tr>
<tr>
<td>**Primary psychiatric diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>6 (24.0)</td>
<td>3 (25.0)</td>
<td>3 (23.1)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>12 (48.0)</td>
<td>8 (66.7)</td>
<td>4 (30.8)</td>
</tr>
<tr>
<td>MDD(^c)</td>
<td>5 (20.0)</td>
<td>1 (8.3)</td>
<td>4 (30.8)</td>
</tr>
<tr>
<td>ADHD(^d)</td>
<td>1 (4.0)</td>
<td>0 (0.0)</td>
<td>1 (7.7)</td>
</tr>
<tr>
<td>ASD(^e)</td>
<td>1 (4.0)</td>
<td>0 (0.0)</td>
<td>1 (7.7)</td>
</tr>
</tbody>
</table>

\(^a\)CGI-S: Clinical Global Impression–Severity.  
\(^b\)LOCES: Loss of Control Over Eating Scale.  
\(^c\)MDD: Major depressive disorder.  
\(^d\)ADHD: Attention deficit-hyperactivity disorder.  
\(^e\)ASD: Autism spectrum disorder.

**Engagement Characteristics**

Of the 26 participants who enrolled, 13 received in-person health coaching in a group-based clubhouse setting (mean –5.4, SD 6.9 lbs) and 12 received one-to-one health coaching with a study interventionist (mean 3.9, SD 20 lbs). One participant lost eligibility due to relapse in substance use. In the pooled treatment group, mean weight change was –0.7 (SD 15.4) lbs (min –20.5 lbs, max 58 lbs). Eight participants met the exclusion criteria under evaluation; 2 participants had a Clinical Global Impression score >5; mean weight change during treatment in this group was 32.9 (SD 25.1) lbs. Six participants had a text message response rate <80%; mean weight change in this group was 8.1 (SD 3.8) lbs.

Using repeated measures analysis of covariance (Figure 1), a significant interaction was observed between group (eg, prior to and following application of revised inclusion criteria) and time \((F_{1,23}=17.98, P<.001)\), explained by lower symptom severity and >80% text-messaging response rate in the first 4 weeks of participation \((n=18)\) exhibiting a significant decrease in weight \((F_{1,16}=22.54, P<.001)\). Participants with high symptom severity and low treatment engagement \((n=8)\) had a trend-level increase in weight \((F_{1,7}=4.33, P=.08)\).

We also tested the interactive effect of time and treatment setting, and LOCES score on change in weight over 12 weeks of iOTA. No significant interactions were observed with treatment setting \((F_{1,22}=2.22, P=.15)\) or LOCES score \((F_{1,22}=0.02, P=.90)\).
Treatment Acceptability and Satisfaction

CTAP questions regarding acceptability and satisfaction with the intervention (Table 3) and optional, open-ended questions regarding likes, dislikes, and aspects of the intervention participants would want to change (Table 4) were administered at the final study visit using a paper version of the questionnaire (Multimedia Appendix 1). Quotes were transcribed from the handwritten responses. The majority (23/26, 92%) of participants reported general satisfaction with the treatment program. Those who reported a mild level of dissatisfaction (2/26, 8%) reported that they experienced the program positively but wanted it to be longer. Participants in general (23/26, 92%) reported a moderate to high level of satisfaction with the in-person health coaching visits, with those reporting neutral or mild dissatisfaction attributing this to a desire for more phone or text message access to the health coach. In terms of in-person treatment content, most (24, 96%) participants felt the health goals offered in the unadapted program were helpful but expressed a preference for the option to personalize health goals.

The weekly SMS prompts to track weight and goal progress were viewed positively (23/26, 92%) in that they provided an easy option for accountability and self-monitoring. However, to be associated with the selected health coals, responses included prescribed tags consisting of 3-5 letters in all caps (eg, participants were reminded to type in LBS before their weekly weight) were difficult to remember; omitting the response tag or responding with an incorrect tag generated error messages that may have resulted in abandonment of the check-in process. Finally, participants in general felt the text message content was helpful but expressed a desire for customizable text messages relevant to personalized goals.

Table 3. Contextual Technology Adaptation Process questions.

<table>
<thead>
<tr>
<th>Question</th>
<th>Very unsatisfied/unhelpful</th>
<th>Somewhat unsatisfied/unhelpful</th>
<th>Neutral</th>
<th>Somewhat satisfied/helpful</th>
<th>Very satisfied/helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td>How satisfied were you with the overall program?</td>
<td>— a</td>
<td>2 (7.7)</td>
<td>1 (3.8)</td>
<td>4 (15.4)</td>
<td>19 (73.1)</td>
</tr>
<tr>
<td>How satisfied were you with the amount of contact with the health coach?</td>
<td>—</td>
<td>1 (3.8)</td>
<td>1 (3.8)</td>
<td>5 (19.2)</td>
<td>18 (69.2)</td>
</tr>
<tr>
<td>How helpful were the health goal options offered in the program?</td>
<td>—</td>
<td>—</td>
<td>1 (3.8)</td>
<td>7 (26.9)</td>
<td>17 (65.4)</td>
</tr>
<tr>
<td>How helpful was the weekly weight check-in via text message?</td>
<td>1 (3.8)</td>
<td>1 (3.8)</td>
<td>1 (3.8)</td>
<td>5 (19.2)</td>
<td>18 (69.2)</td>
</tr>
<tr>
<td>How helpful were the daily health tip text messages?</td>
<td>1 (3.8)</td>
<td>2 (7.7)</td>
<td>2 (7.7)</td>
<td>6 (23.1)</td>
<td>15 (57.7)</td>
</tr>
</tbody>
</table>

aNot applicable.
Table 4. Representative quotes from open-ended Contextual Technology Adaptation Process questions.

<table>
<thead>
<tr>
<th>Representative verbatim quotes in response to: What did you like? What did you dislike? What would you change?</th>
<th>Acceptability score associated with representative quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I’m very thankful to have been in this program. It improved my mental and physical state.”</td>
<td>Somewhat satisfied</td>
</tr>
<tr>
<td>“The program is too short and needs to be longer. One year would be good.”</td>
<td>Very satisfied</td>
</tr>
<tr>
<td>“I liked the encouragement and interaction [with] my health coach, and the helpful information I received”</td>
<td>Very satisfied</td>
</tr>
<tr>
<td>“Would like more calls or texts with the health coach.”</td>
<td>Very satisfied</td>
</tr>
<tr>
<td>“I liked the options of health goals that were offered &amp; meeting in person—I felt motivated to make changes.”</td>
<td>Very satisfied</td>
</tr>
<tr>
<td>“More customizable goals.”</td>
<td>Very satisfied</td>
</tr>
<tr>
<td>“The accountability reminder to weigh and stay on track every week was helpful.”</td>
<td>Very helpful</td>
</tr>
<tr>
<td>“Responding was confusing. If I used the wrong tag to answer, I got an error message.”</td>
<td>Somewhat helpful</td>
</tr>
<tr>
<td>“The texts are kinda like having a little voice in the back of my head reminding me of stuff!”</td>
<td>Neutral</td>
</tr>
<tr>
<td>“…More inspirational, motivational, educational texts that are longer and more frequent.”</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we explored the feasibility of delivering an interactive text messaging weight loss intervention to adults with SMIs treated in community clinical settings. Our initial hypothesis, driven by results from previous studies of weight loss interventions in SMI populations [16,59], was that illness severity would play an important role in engagement. Secondarily, we hypothesized that an mHealth intervention would be well accepted in this population, potentially increasing engagement and improving outcomes. We also aimed to establish minimal engagement criteria for future study by characterizing participants most and least likely to respond to this iOTA based on severity of illness [15], early engagement [60,61], and loss-of-control eating [62,63], all items that have been identified as barriers to obesity treatment success in people with SMIs. Finally, we aimed to collect usability data to identify areas for additional treatment adaptation specific to people with SMIs.

In this usability test, engagement, measured by percentage response to SMS messages within the first month of participation, and lower severity of illness at baseline predicted change in weight at 12 weeks. Qualitative data on user experience and user satisfaction indicated that participants felt positively toward text messaging. Participants still felt that in-person visits were important but would also be acceptable if done remotely via telehealth or text. Like prior studies testing usability of health behavior change apps [64], participants with SMIs wanted more personalized goals and texts and simplified ways to respond to accountability check-ins. Longer term engagement was also preferred by many and is consistent with recommended length of treatment [31,65].

Comparison With Prior Work

It is well known that obesity and mental illness are highly comorbid, with most patients seeking obesity treatment having two or more treatable diagnoses [11,12]. Further, individuals who receive appropriate treatment to stabilize psychiatric symptoms experience benefits of obesity treatments and have similar outcomes to those without psychiatric illnesses [66]. However, clinical populations with mental health conditions have much higher rates of obesity [67,68] and increased risk for cardiometabolic conditions like diabetes and hypertension than the general population [69-71]. They also exhibit attenuated response to unadapted obesity treatments, which is thought to be related to numerous hampering factors that decrease engagement, including low motivation and cognitive difficulties [22,53], socioeconomic disadvantages such as limited transportation [72], and psychosocial disadvantages preventing engagement in clinical services that could be reduced with mHealth approaches [73]. People with SMIs are amenable to mHealth interventions for weight management [74] and already have access to and familiarity with low-tech methods like SMS [21]. Combined interventions that include in-person visits with mHealth extenders for coaching might be reasonably implemented in settings where monthly or more frequent in-person visits are part of the existing care structure.

Limitations

This study is subject to important limitations; namely, the sample size is small and relatively heterogeneous in terms of diagnosis, care setting, and baseline weight and age. Thus, adequate power to detect between-group differences in subgroup analyses is limited. It should also be noted that the inclusion of patients engaged in services only limits the generalizability of the results; people with SMI are often disengaged from clinical care for a variety of reasons having to do with disparity and disadvantage [75]. As a result, individuals who are not engaged in care may have needs and preferences that could be uniquely addressed by a digital health intervention [76] but who are not reached by recruiting only from populations encountered in clinical care settings. Additionally, while treatment content and procedures were consistent regardless of treatment setting, feasibility of implementation in each setting was not formally assessed. Further study is needed to evaluate additional adaptation needs specific to treatment setting, including qualitative assessment of implementation barriers and facilitators from perspectives of decision-makers, clinicians, and patients.
Conclusions

These data are relevant to future study design considerations and support further testing of specific exclusion criteria for defining treatment engagement and psychiatric symptom control. Future studies applying these selection criteria may be important in evaluating the effect of this iOTA in SMI but will need to consider methods for reaching individuals who may benefit most from mHealth interventions—those who are disengaged from care, from underrepresented or disadvantaged populations, or who live in rural areas. Finally, more comprehensive symptom assessments may be needed to understand the effect of eating disorder symptoms on weight change outcomes in these populations. Nonetheless, these results demonstrate the feasibility of delivering an adapted iOTA intervention to SMI patients receiving care in clubhouse and community mental health clinic settings and suggest testable criteria for defining sufficient treatment engagement and psychiatric symptom severity.
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Abstract

Background: Detailed self-monitoring (or tracking) of dietary intake is a popular and effective weight loss approach that can be delivered via digital tools, although engagement declines over time. Simplifying the experience of self-monitoring diet may counteract this decline in engagement. Testing these strategies among racial and ethnic minority groups is important as these groups are often disproportionately affected by obesity yet underrepresented in behavioral obesity treatment.

Objective: In this 2-arm pilot study, we aimed to evaluate the feasibility and acceptability of a digital weight loss intervention with either detailed or simplified dietary self-monitoring.

Methods: We recruited racial and ethnic minority adults aged ≥21 years with a BMI of 25 kg/m² to 45 kg/m² and living in the United States. The Pacific time zone was selected for a fully remote study. Participants received a 3-month stand-alone digital weight loss intervention and were randomized 1:1 to either the detailed arm that was instructed to self-monitor all foods and drinks consumed each day using the Fitbit mobile app or to the simplified arm that was instructed to self-monitor only red zone foods (foods that are highly caloric and of limited nutritional value) each day via a web-based checklist. All participants were instructed to self-monitor both steps and body weight daily. Each week, participants were emailed behavioral lessons, action plans, and personalized feedback. In total, 12 a priori benchmarks were set to establish feasibility, including outcomes related to reach, retention, and self-monitoring engagement (assessed objectively via digital tools). Acceptability was assessed using a questionnaire. Weight change was assessed using scales shipped to the participants’ homes and reported descriptively.

Results: The eligibility screen was completed by 248 individuals, of whom 38 (15.3%) were randomized, 18 to detailed and 20 to simplified. At baseline, participants had a mean age of 47.4 (SD 14.0) years and BMI of 31.2 (SD 4.8) kg/m². More than half (22/38, 58%) were identified as Hispanic of any race. The study retention rate was 92% (35/38) at 3 months. The detailed arm met 9 of 12 feasibility benchmarks, while the simplified arm met all 12. Self-monitoring engagement was moderate to high (self-monitoring diet: median of 49% of days for detailed, 97% for simplified; self-monitoring steps: 99% for detailed, 100% for simplified; self-monitoring weight: 67% for detailed, 80% for simplified). Participants in both arms reported high satisfaction, with 89% indicating that they would recommend the intervention. Weight change was −3.4 (95% CI −4.6 to −2.2) kg for detailed and −3.3 (95% CI −4.4 to −2.2) kg for simplified.

Conclusions: A digital weight loss intervention that incorporated either detailed or simplified dietary self-monitoring was feasible, with high retention and engagement, and acceptable to racial and ethnic minority adults.

Trial Registration: ASPREDICTED #66674; https://aspredicted.org/ka478.pdf
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Introduction

Background

Obesity is a pervasive health concern in the United States that disproportionately affects many racial and ethnic minority groups [1]. For example, Hispanic adults have an obesity prevalence of 45%, whereas non-Hispanic Black adults have a prevalence of 50% [1]. Excess weight increases the risk of chronic diseases [2] and adverse events from COVID-19 [3]; racial and ethnic minority groups often face a higher risk for these diseases than non-Hispanic White adults or experience greater risk at lower BMI levels [4,5]. Behavioral weight loss interventions are the gold standard for treating obesity [6], with weight loss outcomes of up to 8% by 6 months [7]. These interventions involve diet and exercise goals, frequent counseling, and behavioral strategies. However, few studies have prioritized enrolling racial and ethnic minority groups or creating tailored interventions for these groups [8,9]. The lack of adequate representation of these groups limits generalizability; making it unclear whether the interventions are indeed suitable for populations who might benefit the most from weight loss. Digital health interventions that deliver treatment remotely have the potential to reach broad populations who may otherwise not be able to access behavioral obesity treatment and can minimize barriers to enrollment in these studies. Stand-alone interventions (ie, those without human counseling), in particular, offer greater scalability and can facilitate modest weight loss [10].

A core component of behavioral weight loss interventions is self-monitoring dietary intake [11,12]. The most popular approach, according to recent systematic reviews [13,14], involves detailed self-monitoring of all foods and drinks consumed every day, along with the portion sizes and caloric value of those items. The act of self-monitoring allows individuals to pay attention to their behavior and gain feedback on how specific actions impact their weight. Self-regulation theories, including Social Cognitive Theory, posit that behavior change occurs through the comparison of one’s behavior to one’s goals or past performance [15,16]. Indeed, self-monitoring dietary intake is among the strongest predictors of behavior change [17] and weight loss [18]. Moreover, using digital tools for self-monitoring promotes engagement, compared with paper-based self-monitoring [13]. The advantages of using digital platforms for self-monitoring include immediate personalized feedback, reduced tracking time with automatic calculations of total caloric intake and nutrients, and high portability of mobile health tools, which increases the likelihood of use while reducing retrospective reporting errors.

However, studies that examined the trajectory of dietary self-monitoring engagement have consistently observed prominent declines over the course of an intervention [19-22], which suggests that this detailed dietary self-monitoring approach is often perceived as burdensome. The burden of dietary self-monitoring has been defined by Turner-McGrievy et al [23] as time-intensive and active efforts to initiate, use, and record eating events. As such, simplified or abbreviated approaches to self-monitoring dietary intake are needed to counteract this decline in engagement. These simplified approaches could lower burden by making it easier or quicker to self-monitor one’s diet, which has the potential to sustain engagement levels for longer periods. They could also increase the proportion of people who feel confident self-monitoring by requiring fewer health literacy and numeracy skills. Examples of specific types of simplified strategies include self-monitoring only less routine, less nutritious, or highly caloric foods; these approaches were recommended by experts in behavioral weight management via a Delphi study [24].

Several weight loss studies have tested simplified dietary self-monitoring approaches [23,25-42]. Five of these studies were randomized controlled trials (RCTs) that empirically compared a simplified to detailed self-monitoring approach [25-29]. In all 5 studies, the simplified arms involved daily self-monitoring of all foods consumed along with their caloric intake, whereas the simplified arms varied in their approach, and involved daily self-monitoring of only highly caloric foods via an investigator-designed app [25], photos of foods consumed via the MealLogger commercial app [26], bites of food consumed via a wearable Bite Counter device [27], dietary lapses via an investigator-designed app [28], or 8 weeks of detailed self-monitoring via a paper diary then transitioning to self-monitoring with checklists of estimates of portion size and fat content rather than tracking calories [29].

No studies have tested a simplified versus detailed diet self-monitoring approach among adults from US racial and ethnic minority groups (either 100% of the sample or analyzing outcomes by race or ethnicity). Of the 5 aforementioned RCTs, the proportion of participants from a racial or ethnic minority group ranged from 19% to 21% or was not reported. This is an important gap to address, given the need to develop effective obesity treatments that can be disseminated to racially and ethnically diverse populations. One challenge to detailed dietary self-monitoring is that nutrition databases used in mobile platforms are sometimes missing food items, including foods specific to a geographic region [43] or different types of ethnic foods [44]. As a result, when users have to create many new food entries, self-monitoring becomes more effortful, which could lead to steeper declines in engagement. Understanding both engagement in and the acceptability of detailed and simplified dietary self-monitoring approaches among racial and ethnic minority groups is therefore vital for creating an intervention that meets the needs of its users.
Objectives
To address this gap, the Spark Pilot Study aimed to evaluate the feasibility and acceptability of a stand-alone, digital behavioral weight loss intervention with either detailed or simplified dietary self-monitoring in a racially and ethnically diverse sample of US adults. In particular, we examined the reach to our target population, feasibility of our study procedures (eg, study retention) and interventions (eg, engagement in self-monitoring), acceptability of the interventions, and descriptive accounts of our exploratory variables at baseline, 1 month, and 3 months. We conducted a fully remotely delivered trial with all interventions, assessments, and study procedures conducted remotely. This approach allows for greater reach and recruitment speed and may be more acceptable to racial and ethnic minority groups than in-person methods [8,45]. If feasibility and acceptability are established, the next step would be to conduct a fully powered trial to compare the efficacy of a detailed versus simplified dietary self-monitoring strategy among our target population.

Methods

Study Design Overview
The Spark Pilot Study was a 2-arm, parallel group, randomized pilot study of a 3-month digital weight loss intervention. Participants were randomized to either the detailed dietary self-monitoring arm (detailed) or the simplified dietary self-monitoring arm (simplified). We followed the Consolidated Standards of Reporting Trials (CONSORT) guidelines for pilot studies [46]. Given the feasibility and acceptability aims, it was not considered by the funding agency to be a clinical trial; thus, we did not preregister on ClinicalTrials.gov, and instead, we preregistered on AsPredicted, a platform for preregistering research studies (#66674) [47].

Ethics Approval
All study procedures and human subject research ethics were approved by the Stanford University School of Medicine Institutional Review Board (protocol #59400; approval date: January 27, 2021).

Participant Compensation
The participants provided written informed consent before enrollment in the study. They were compensated a maximum of US $50 (via e-gift cards) for their completion of assessments, as follows: US $20 at 1 month, US $20 at 3 months, and an additional US $10 for completion of all 4 dietary recalls. The study data are deidentified.

Participants
Inclusion criteria were adults aged ≥21 years who self-identified as a member of at least one US racial or ethnic minority group; who had a BMI of 25.0 kg/m² to 45.0 kg/m², which corresponds to having overweight or obesity [2]; who owned a smartphone and had access to a personal email account; who were willing to install the Fitbit mobile app on their phone; who were proficient in the English language; who were living in the United States in the Pacific time zone; and who were interested in losing weight through behavioral strategies. The exclusion criteria were concurrent enrollment in another weight management intervention; loss of 24.5 kg (ie, 10 lbs) in the past 6 months; current use of a weight loss medication; prior or planned bariatric surgery; current, recent, or planned pregnancy during the study period; currently breastfeeding; living with someone else participating in the study; inability to engage in moderate forms of physical activity akin to brisk walking (assessed via the Physical Activity Readiness Questionnaire for Everyone [PAR-Q+]; [48]); potential contraindications to losing weight due to a serious medical condition (eg, cancer or dementia) or medication; a history of an eating disorder or cardiovascular event or uncontrolled diabetes mellitus that could predispose an individual to be better suited for a more intensive or different type of intervention; and investigator discretion for safety reasons.

Recruitment
We conducted the study using a fully remote trial design. Enrollment occurred on a rolling basis until our target sample size was met. Participants were recruited from May to June 2021 via free, remote strategies, including ResearchMatch (a web-based US national registry of volunteers interested in participating in research), an institute-specific diabetes registry, and Nextdoor (Nextdoor Holdings, Inc, a web-based neighborhood networking service). Recruitment materials included a brief description of the study and eligibility criteria, along with a link to a web-based screening questionnaire on REDCap (Research Electronic Data Capture; Vanderbilt University), a secure, web-based software platform [49]. Individuals who completed the web-based screen and were eligible and interested were prompted to provide contact information. An automated email was then sent to these individuals to prompt them to sign up for a remote baseline visit via a scheduling website, Calendly, and watch an orientation video. The orientation video was 11 minutes in length and provided an overview of the study objectives, the purpose of randomization, expectations for study participation, and a study timeline. The orientation video was intended to heighten research literacy and trust and increase knowledge of the time commitment and activities involved with study participation to help individuals decide whether the study is a good fit for them and ultimately increase study retention [50,51].

Study Procedures
Baseline Tasks
An overview of remote tasks completed before randomization is shown in Figure 1. Briefly, during the 1- to 1.5-hour remote baseline visit held via Zoom videoconference, trained study personnel reviewed the purpose and procedures of the study with participants, assessed the capacity to give consent, and obtained informed consent using REDCap’s electronic signature feature. Participants also completed a dietary recall assessment. The study personnel created a unique Fitbit account for each participant, and participants installed the Fitbit app and set it up with the sections, called tiles, they were going to use (eg, keep the steps tile and hide the track water tile). At the end of the baseline visit, the participants received a link to the baseline survey. Once completed, study personnel shipped to the participants’ homes a Fitbit activity tracker (Inspire 2) and a
Withings e-scale (Withing Body) from their respective consumer websites. Once both these devices were received, an email was sent to participants that provided information on syncing their devices and prompted them to weigh themselves the following day using a standardized protocol (see the Data Collection section). The principal investigator (MLP) then randomized each participant to a treatment arm using REDCap’s randomization module with stratification for gender (men, women, and other gender). The allocation sequence was generated using Microsoft Excel’s random number generator and stored in REDCap. To note, during the period between enrollment (the baseline visit) and randomization, participants were asked to maintain their current health behaviors. Once randomized, participants received an automated email with their treatment assignment, intervention details, and goal sheet and were instructed to start the intervention the next day. Study personnel were available for troubleshooting via phone or email to assist in syncing devices.

**Figure 1.** Remote study procedures before starting the intervention from the participant’s perspective. REDCap: Research Electronic Data Capture.

### Data Collection

Study assessments were conducted remotely at baseline, 1 month, and 3 months. Survey questions were administered in English via REDCap. Data collection ended on October 8, 2021. At each assessment time point, participants received an automated email instructing them to complete a weight check-in survey and a general survey, both administered via REDCap.

Weight was obtained using a commercially available electronic scale (Withings Body), and participants were instructed to follow standardized procedures [52] at the 3 assessments. Specifically, participants were instructed to weigh themselves on the scale in the morning before eating or drinking and after emptying their bladder; place the scale on a hard surface; remove all articles of clothing and accessories; step on the scale and record the value; and repeat it 2 more times for a total of 3 weight measurements. Collecting weight via commercial scales has demonstrated high concordance with weights measured in a clinic setting [53]. Initially, we intended for participants to have their weight automatically synchronize from the scale to the Fitbit app via Wi-Fi or Bluetooth, but the scale we originally intended to use was removed from the commercial store shortly before the study started, and the institutional review board did not approve of the use of the wireless features of the replacement e-scale by the time recruitment ended. Therefore, in accordance with our protocol, we asked participants to manually input the weight value into the weight check-in survey. Reminders to complete these tasks were sent via SMS text message or email.

No blinding occurred for treatment assignment, assessment, or analysis, owing to resource constraints. Participants were informed before enrollment about the 2 types of treatments to which they may be assigned and were, by design, not blinded to treatment. The study data were collected and managed using REDCap.

### Intervention

#### Overview

All participants received a 12-week behavioral weight loss intervention. This intervention was a stand-alone treatment, meaning that no human counseling was provided. It included the following empirically supported components: a weight loss goal, 3 domains to self-monitor daily (steps [54,55], body weight [56], and diet [14]) via digital tools [13], weekly tailored feedback on self-monitoring behaviors [57], and weekly behavioral lessons and action plans [17,58,59]. These components are supported by Social Cognitive Theory [16] and are intended to promote behavior change through increased self-regulation, self-efficacy, and outcome expectations.

#### Core Components

**Fitbit Mobile App**

We used a commercially available app from Fitbit that is free on iPhone and Android platforms. The app was set up with the help of study personnel to reflect the weight loss goals and only the self-monitoring components (tracking steps and weight and tracking diet if in the detailed arm) to which each participant
was assigned (in the form of app tiles). In-app graphical feedback allowed participants to view their self-monitoring progress in real time.

**Weight Loss Goal**
All participants received a goal of 5% weight loss by 3 months. This goal is consistent with obesity treatment guidelines [6] and equates to a weekly weight loss goal of 0.45 kg to 0.91 kg (ie, 1 to 2 lbs) per week, depending on the initial weight.

**Self-monitoring Steps and Adaptive Step Goal**
The participants were instructed to self-monitor their step count daily using a wrist-worn Fitbit activity tracker (Inspire 2). In conjunction with this self-monitoring goal, a daily step goal was given that adapted weekly based on progress. The initial week’s step goal was based on the participant’s baseline scores on the Godin Leisure-Time Exercise Questionnaire (GLTEQ) leisure score index [60,61], with scores ranging from 0 to 13 (interpreted as insufficiently active) assigned to a goal of 5000 steps per day (n=10), scores of 14 to 23 (moderately active) assigned to 7000 steps per day (n=7), and scores ≥24 (active) assigned to 10,000 steps per day (n=21).

Starting in the second week of the intervention, an adaptive step goal was given based on an algorithm adapted from previous studies [62,63], whereby the 60th percentile of the past week’s daily step counts, rounded up to the nearest multiple of 25, was assigned as the subsequent week’s daily step goal. For example, a week with daily steps of 5000, 5100, 6000, 6500, 7000, 8200, and 8500 would result in a step goal of 6800 per day in the subsequent week. The Fitbit activity tracker synced with the Fitabase (Small Steps Lab, LLC), a software data management platform. Then, they inputted these data into an Excel spreadsheet that contained all active participants and their goals and semiautomatically generated the progress report using Microsoft Word’s Mail Merge feature. The feasibility of this approach was demonstrated in a prior trial by the investigative team [19].

**Reminders of Goals**
Each week, participants were reminded of their 6 goals (ie, 3 self-monitoring goals along with their personalized weight loss goal, step goal, and either calorie goal or red zone food goal, depending on their treatment assignment). These reminders were attached to the end of each week’s progress report, sent via email.

**Behavioral Skills Training**
Each week, participants received a separate email with theory-informed skills training materials that include structured behavioral lessons on nutrition and physical activity, as well as corresponding action plans. These materials were adapted from gold standard weight loss curricula [64,65]. The lessons included topics such as reading nutrition labels and promoting physical activity (see Textbox 1 for details). Embedded in this email was a link to a brief action plan survey (set up on Qualtrics) that incorporated motivational interviewing [66,67] and problem-solving strategies [68]. Specifically, participants were prompted each week to reflect on their current behaviors and areas for change, generate actionable steps to change related to the week’s lesson, identify confidence in doing so, brainstorm potential barriers, and support people. See Multimedia Appendix 1 for a screen recording of an action plan. Reminders were sent via email to participants who had not yet completed that week’s action plan 4 days after the initial email.

**Textbox 1. Topics of weekly lessons.**

- Week 1: Overview of the Spark weight loss program (why self-monitor; losing 5% weight)
- Week 2: Green zone foods
- Week 3: Importance of physical activity
- Week 4: Reading food labels
- Week 5: Reducing sugar
- Week 6: Portion control
- Week 7: Eating out
- Week 8: Preparing meals at home; emotional eating
- Week 9: Social support; environmental cues
- Week 10: Overcoming barriers to physical activity
- Week 11: Weight loss maintenance; slippery slope; relapse prevention

**Tailored Feedback**
Each week, participants received an email with tailored, automated feedback pertaining to their progress on their 3 assigned self-monitoring goals (eg, the number of days tracked steps last week), their dietary and step behaviors (eg, “took an average of 9,525 steps per day” last week), and weight change in the past week along with overall weight change since the start of the study. The study team generated feedback by first retrieving data weekly from Fitabase (Small Steps Lab, LLC), a software data management platform. Then, they inputted these data into an Excel spreadsheet that contained all active participants and their goals and semiautomatically generated the progress report using Microsoft Word’s Mail Merge feature. The feasibility of this approach was demonstrated in a prior trial by the investigative team [19].
**Experimental Component**

Participants were randomized to either the detailed arm or simplified arm, which varied only in their type of dietary self-monitoring.

**Detailed Self-monitoring of Diet**

Participants randomized to the detailed arm were instructed to self-monitor their dietary intake daily via the Fitbit mobile app. This app allows users to track their calories of all foods and beverages consumed using a built-in nutritional database, barcode scanner, or manual entry of individual recipes and to graphically view their change in caloric intake. The participants received a daily calorie goal, with a minimum of 1200 calories (kcal) per day for women and 1500 kcal per day for men, based on national guidelines [2].

**Simplified Self-monitoring of Diet**

Participants randomized to the simplified arm were instructed to self-monitor daily only highly caloric foods consumed that have limited nutritional value, referred to as red zone foods. This approach is derived from the Traffic Light Diet [69,70], which posits that limiting this category of foods will reduce intake and variety of highly caloric foods, thereby reducing the total caloric intake. Each morning, the participants in this arm were sent an automated email with a link to a brief web-based checklist (on REDCap). This checklist comprised a list of common red zone foods (ie, foods containing many calories and few nutrients). Participants were asked to select the red zone foods eaten the previous day from the list. Foods were grouped by category (eg, beverages, meat or poultry, and desserts or sweets) for easy navigation, and other red zone foods could be entered if they did not fit any item on the checklist. A goal of eating no more than 3 to 5 red zone foods per day was provided. No calorie goal was provided. Completion of this task was expected to take 2 to 5 minutes per day, compared with an estimated 34 minutes per day for tracking the calories of all foods eaten [71].

The purpose of using a simplified dietary self-monitoring strategy is to reduce the burden of self-monitoring one’s dietary intake and reduce health literacy and numeracy barriers, with the hope that this would extend engagement over longer periods while still remaining potent or impactful enough to promote healthy dietary change and subsequent weight loss.

**Measures**

**Baseline Characteristics**

In the baseline survey, we collected data on participant sociodemographics, clinical characteristics (eg, smoking status, prediabetes, type 2 diabetes, or hypertension), and type of smartphone. The frequency of self-monitoring in the month before study enrollment was assessed separately for weight, steps, and diet (ie, tracking calories) using a 7-point scale ranging from several times per day to never [72].

We assessed several psychosocial variables only at the baseline time point; these variables could be examined as potential moderators of intervention effects in a fully powered efficacy trial. In particular, health literacy was assessed via the 6-item Newest Vital Sign (NVS [73]), which was administered orally by study personnel over Zoom. Scores could range from 0 to 6, with scores of 0 to 3 indicate limited health literacy and scores of 4 to 6 indicate adequate health literacy [74]. All other psychosocial measures were administered through a survey. The occurrence of 16 negative life events (eg, death of a close relative or loss of job) over the past 12 months was assessed, and a composite score was created with a possible range of 0 to 16, with higher scores indicating a greater number of negative life events experienced. Weight bias internalization, which occurs when applying negative stereotypes about one’s weight to oneself resulting in self-critical thoughts, was assessed using the modified 10-item Weight Bias Internalization Scale (WBIS [75,76]); possible scores ranged from 0 to 7, with higher scores indicating greater weight bias internalization. Sleep quality was assessed using the Pittsburgh Sleep Quality Index (PSQI [77]); a composite score was created with a possible range from 0 to 21, with higher scores reflecting worse sleep quality. A categorical measure was also created that classified scores ≥5 as poor sleep and those ≤5 as good sleep. Social support for eating habits was assessed by asking 10 questions each about support from family and friends [78]; for each, two 5-item subscales related to encouragement and discouragement were created, each with a possible range from 5 to 25, with higher scores indicating more encouragement or discouragement. Similarly, social support for exercise was assessed using 10 questions each about participation from family and friends [78]; for each, a composite score was created with possible scores ranging from 10 to 50, with higher scores indicating greater support.

**Feasibility Outcomes**

**Overview**

Our primary outcomes pertained to assessing the feasibility of the study procedures and engagement with the intervention. Before the start of the study, we set benchmarks that, if met, would indicate successful feasibility; these are preregistered on AsPredicted [47]. If benchmarks were not met, we brainstormed the reasons why and possible solutions for modifying the study procedures or intervention components.

**Reach**

Reach was assessed by examining the enrollment rate (ie, the proportion of participants who were enrolled and randomized out of the individuals who were eligible after completing the web-based screen) as well as by evaluating the number of participants recruited from each recruitment strategy (eg, Nextdoor, ResearchMatch, and the recruitment speed, ie, the number of participants enrolled per week). We also assessed the reasons for ineligibility among those who took the web-based screen.

**Retention**

The retention rate was operationalized as the percentage of participants who submitted a weight entry via the weight check-in survey at 1 month and 3 months and was compared with our a priori benchmark of 80% retention. We also assessed whether completers differed from noncompleters in terms of baseline sociodemographic, clinical, or psychosocial measures.
Survey and Dietary Recall Completion
The rate of completion of the web-based survey, as well as of the dietary recalls, was assessed and compared with our a priori benchmark of 80% completion at each time point.

Self-monitoring Engagement
We used Fitbase to retrieve real-time, objective, self-monitoring data on steps, body weight, and calories. We examined the median and IQR of the percentage of days of self-monitoring weight, steps, and diet over the course of the 84-day intervention. For the simplified arm, the self-monitoring diet was operationalized as submitting the red zone foods checklist on a given day (via a REDCap survey), whereas for the detailed arm, it was operationalized as a self-monitoring diet via the Fitbit app, counting only days with ≥800 calories recorded, a threshold used in previous app-based studies [19,20,25]. Each self-monitoring engagement metric was compared with our a priori benchmark of self-monitoring 75% of intervention days. Engagement in self-monitoring steps was operationalized as wearing the Fitbit activity tracker and recording at least 1 step on a given day.

In post hoc analyses, we assessed whether any participant self-monitored 100% of the days or 0% of the days. We assessed contamination by examining the number of participants who self-monitored something they were not instructed to self-monitor, which was operationalized as the number of simplified arm participants who self-monitored their diet via the Fitbit app (even though they were supposed to self-monitor their diet only via the red zone foods checklist).

Other Intervention Engagement: Action Plans
We objectively assessed action plan completion via Qualtrics and examined the median (IQR) percentage of action plans completed, with 100% indicating completion of all 11 weekly action plans. We also assessed the percentage of participants who received a reminder to complete the action plan each week and the overall reminder success rate (completion rate among those who received the reminder).

Other Intervention Engagement: Lessons
Using self-report in the 3-month survey, we asked participants to indicate which lessons they read and to indicate up to 3 lessons that they found most helpful. We examined the median (IQR) of lessons read.

Other Intervention Engagement: Feedback Emails
Using self-report in the 3-month survey, participants reported the frequency with which they read their progress reports, with 4 response options, including weekly, less than 1 time per week, less than 1 time per month, and never.

Other Feasibility Metrics: Timing of Baseline Procedures
To characterize the length of the recruitment and baseline period, we assessed the mean number of days elapsed between the web-based eligibility screen, remote baseline visit, and randomization.

Other Feasibility Metrics: Survey Time and Modality
To provide an estimate of participant burden, we assessed the median number of minutes it took to complete the 3 surveys and dietary recalls. At each time point, we asked participants to report the type of device (eg, laptop, desktop, tablet, or mobile phone) on which they completed the survey.

Acceptability Outcomes
We assessed the acceptability of the intervention through a series of questions in the 3-month survey, including “Would you recommend the Spark weight loss program to a friend who is trying to lose weight?” with yes and no response options. We assessed satisfaction with the Fitbit app for self-monitoring foods (shown to the detailed arm) or with the web-based checklist for self-monitoring red zone foods (shown to the simplified arm), with 6 responses ranging from extremely dissatisfied to extremely satisfied and an additional response option for I never tracked my foods. To understand the comprehensiveness of the Fitbit nutrition database and the list of red zone foods, we asked how likely the Fitbit app (for the detailed arm) or the red zone foods checklist (for the simplified arm) was to have the foods they typically eat, with 6 response options ranging from extremely unlikely to extremely likely. We also assessed the helpfulness of the 10 intervention components (listed in the Results section), with 5 response options ranging from not at all helpful to extremely helpful.

Exploratory Outcomes
Weight Change
Weight change from baseline to 1 and 3 months was assessed separately for each treatment arm. We also examined the proportion of participants who achieved clinically significant weight loss of ≥3% or ≥5% from baseline by 3 months [2,79], as well as the proportion of participants who achieved ≥2% weight loss by 1 month, which has been considered an indicator of early success in past research [80-82].

Caloric Intake
We examined changes in caloric intake using the Automated Self-Administered 24-hour (ASA24) Dietary Assessment Tool (version 2020), which is a free web-based tool developed by the National Cancer Institute [83]. We asked participants to complete a total of four 24-hour dietary recalls, including 2 at baseline and 2 at 3 months (for each time point, 1 on a weekday and 1 on a weekend day). Dietary recalls were available in English or Spanish (1 participant completed them in Spanish). We sent up to 4 reminders via email or SMS text message per time point to request the completion of these recalls. We excluded recalls with outliers of daily caloric intake reported as <600 kcal or >4400 kcal for women and <650 kcal or >5700 kcal for men [83]. To calculate caloric intake at each time point, we calculated the mean of the weekday recall and the weekend-day recall; if only one recall was available at a given time point, we used that value.

Physical Activity
We collected both a self-report and an objective measure of physical activity.

The GLTEQ self-report measure [60,61] assesses the frequency of different types of exercise (strenuous, moderate, and mild or light) for more than 15 minutes during one’s free time during the past week. Strenuous activities were described as those...
where one’s “heart beats rapidly” (eg, strenuous: running, jogging, or swimming), moderate activities such as “not exhausting” (eg, fast walking or tennis), and mild activities such as “minimal effort” (eg, yoga or easy walking). A leisure score index was then created using the following formula: (strenuous × 9) + (moderate × 5) + (light × 3), with higher scores indicating more frequent exercise. To assess weekly moderate to vigorous physical activity (MVPA), a composite score was created using the same procedures but excluding the light activities; from this MVPA score index, scores of ≥24 units were interpreted as active and scores <24 were considered insufficiently active [84].

We assessed step count objectively using the Fitbit Inspire 2 activity tracker. We operationalized the baseline step count as the average of the first 7 days of the intervention (week 1) and 3-month step count as the average of the last 7 days (week 12). Fitbit activity tracker devices have shown acceptable to excellent validity for step measurements [85].

**Psychosocial Factors**

Seven psychosocial measures were assessed at multiple time points via a survey.

Self-efficacy for dietary change was assessed using the 8-item Weight Efficacy Lifestyle Questionnaire Short-Form (WEL-SF [86]); possible scores ranged from 0 to 80, with higher scores indicating greater self-efficacy for making changes to one’s eating behavior in a variety of contexts, such as when tired or when in a social situation. Self-efficacy for exercise was assessed using the 12-item Self Efficacy and Exercise Habits Survey [87], possible scores ranged from 1 to 5, with higher scores reflecting greater self-efficacy for exercising in situations such as “after a long, tiring day at work.”

Three facets of motivation were assessed via the 15-item Treatment Self-Regulation Questionnaire (TSRQ) [88] with the prompt “The reason I want to achieve a healthier weight is...” The Amotivation subscale assesses the degree of lack of motivation, the Controlled Motivation subscale assesses the extent of feeling guilty or feeling external pressure to achieve this goal, and the Autonomous Motivation subscale assesses internal motivation for doing so. All subscales ranged from 1 to 7, with higher scores indicating greater levels of that construct.

Self-regulation for eating was assessed using the 18-item Three-Factor Eating Questionnaire-R18 (TFEQ-R18) [89]; 3 subscales assessed cognitive restraint (consciously restricting food intake), uncontrolled eating (feeling out of control when eating), and emotional eating (eating in response to negative emotions), with composite scores ranging from 0% to 100%; higher scores were reflective of greater levels of that construct.

Perceived stress was assessed using the 10-item Perceived Stress Scale (PSS-10) [90]; possible scores ranged from 0 to 40, with higher scores indicating greater perceived stress over the last month.

Outcome expectations were assessed at baseline and 1 month via a 17-item measure [91] of the extent to which individuals expected 16 various factors (eg, energy and eating habits) to change over the next 3 months due to participation in the Spark weight loss program. Participants also selected the 1 benefit that is most important to them. Outcome realizations were assessed at 3 months via a 17-item measure [91] that assessed the degree to which individuals felt that these 16 factors had changed owing to participation in the weight loss program. Possible scores of the composite ranged from 0 to 160, with higher scores indicating higher expectations about (or higher success of) the weight loss program.

Finally, self-efficacy for self-monitoring dietary intake was assessed at only 1 month since it could serve as a mediator of intervention effects. We administered a 14-item measure with the prompt: “a number of situations are described below that can make it hard to [track your food] (shown to Detailed arm) OR [track your Red Zone Foods] (shown to Simplified arm) on a daily basis” in contexts such as “during weekends” and “during vacations” [92]; possible scores ranged from 0% to 100%, with higher scores indicative of greater self-efficacy in self-monitoring one’s dietary intake.

**Statistical Analysis**

To align with recommendations for conducting pilot studies [93-95], the purpose of our Spark Pilot Study was to assess the feasibility and acceptability of interventions and study procedures. As a result, no power analysis was conducted. The sample size of 38 participants was selected to obtain data on recruitment, randomization, and retention procedures while meeting the budget and timeline constraints. Given the higher costs than those anticipated of a study device and software, we reduced our sample size from 40 to 38 participants.

We used descriptive statistics to assess baseline characteristics, reach, feasibility outcomes, and acceptability outcomes, stratified by treatment arm, and compared them to our a priori feasibility benchmarks, when applicable. We assessed patterns of self-monitoring engagement over time by treatment arm; we report engagement data using median and IQR given their nonnormal distribution. In additional exploratory analyses, we used Spearman rank correlation coefficients to examine the relationship between self-monitoring engagement and weight change over 3 months. To examine whether any baseline variables differed by retention status (completers vs noncompleters), we used Pearson chi-square tests for categorical variables, ANOVA for continuous variables, and Fisher exact tests for small cell counts.

To capture within-arm weight change over time, we used intent-to-treat, linear mixed models via SAS PROC MIXED (SAS Institute) with an unstructured covariance matrix and restricted maximum likelihood estimates while assuming missing data at random; this approach is intended to be used in a future efficacy trial where weight change is the primary outcome. We used chi-square tests to assess the proportion of participants achieving clinically significant weight loss (≥3% and ≥5% at 3 months; ≥2% at 1 month); we used an intent-to-treat approach that included all participants. Noncompleters (ie, those who were missing a weight value at a relevant assessment time point) were assumed to have not met the clinical threshold. All other secondary outcomes were reported descriptively via change scores over time among completers. As this study was not designed to assess efficacy,
we did not report between-group differences in any outcome, as recommended [93,94]. The analyses were conducted using SAS Studio (SAS Institute). Given the study’s small sample size and time constraints, we updated our preregistered protocol and no longer examined potential baseline moderators of intervention effects or conducted qualitative interviews with a subset of participants. The data analysis was conducted in 2022.

**Results**

**Overview**

Figure 2, the CONSORT diagram [46], illustrates the flow of participants through the Spark Pilot Study. The web-based eligibility screen was taken by 248 individuals, of whom 25% (n=62) were eligible and invited to the remote baseline session. We enrolled 38 participants, 18 of whom were randomized to the detailed arm and 20 randomized to the simplified arm. Randomization for the study began on May 31, 2021, and data collection ended on October 8, 2021.

![Figure 2. Consolidated Standards of Reporting Trials (CONSORT) flow diagram.](image)

**Baseline Characteristics**

By design, all the participants self-identified as members of US racial or ethnic minority groups. Specifically, 58% (22/38) of our sample was Hispanic of any race, 32% (12/38) were non-Hispanic Asian or Native Hawaiian or Pacific Islander, 8% (3/38) were non-Hispanic Black, and 2% (1/38) were non-Hispanic American Indian or Alaska Native (see Table 1 for all baseline characteristics).

Participants lived in 4 US states in the western region of the country and were predominantly women (32/38, 84%) with an age of 47.4 (SD 14.0; range 23-78) years and mean BMI of 31.2 (SD 4.8) kg/m². In the month before the start of the study, 68% (26/38) of participants were self-monitoring steps to some degree and 87% (33/38) were self-monitoring weight, whereas only 34% (13/38) were self-monitoring dietary intake. Approximately one-quarter (11/38, 29%) of participants reported having prediabetes or type 2 diabetes and a similar (9/38, 24%) percentage had hypertension. The most important benefit participants marked as hoping to achieve from the intervention was physical shape and appearance (17/38, 45%), confidence and well-being (6/38, 16%), and weight (5/38, 13%). Most (31/38, 82%) participants had adequate health literacy, and almost half (18/38, 47%) reported poor sleep.
### Table 1. Baseline demographic, clinical, and psychosocial characteristics of Spark Pilot Study participants.

<table>
<thead>
<tr>
<th>Demographic and clinical variables</th>
<th>Total (N=38)</th>
<th>Detailed self-monitoring (n=18)</th>
<th>Simplified self-monitoring (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>47.4 (15.0)</td>
<td>44.6 (12.5)</td>
<td>49.9 (15.2)</td>
</tr>
<tr>
<td><strong>Weight (kg), mean (SD)</strong></td>
<td>81.2 (14.9)</td>
<td>83.6 (16.8)</td>
<td>79.0 (13.1)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), mean (SD)</strong></td>
<td>31.2 (4.8)</td>
<td>32.1 (4.8)</td>
<td>30.5 (4.8)</td>
</tr>
<tr>
<td><strong>BMI category, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight (25-29.9 kg/m²)</td>
<td>18 (47)</td>
<td>8 (44)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Obesity (30-45.0 kg/m²)</td>
<td>20 (53)</td>
<td>10 (56)</td>
<td>10 (50)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>6 (16)</td>
<td>2 (11)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Woman</td>
<td>32 (84)</td>
<td>16 (89)</td>
<td>16 (80)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>26 (68)</td>
<td>9 (50)</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Not married or living with partner</td>
<td>12 (32)</td>
<td>9 (50)</td>
<td>3 (15)</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic (any race)</td>
<td>22 (58)</td>
<td>11 (61)</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Non-Hispanic Asian or Native Hawaiian or Pacific Islander</td>
<td>12 (32)</td>
<td>7 (39)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>3 (8)</td>
<td>0 (0)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Non-Hispanic American Indian or Alaska Native</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than college graduate</td>
<td>16 (42)</td>
<td>6 (33)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>College graduate (4 years) or more</td>
<td>22 (58)</td>
<td>12 (67)</td>
<td>10 (50)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>28 (74)</td>
<td>15 (83)</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Not employed</td>
<td>10 (26)</td>
<td>3 (17)</td>
<td>7 (35)</td>
</tr>
<tr>
<td><strong>Annual household income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-49,999</td>
<td>5 (13)</td>
<td>3 (17)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>50,000-99,999</td>
<td>13 (34)</td>
<td>6 (33)</td>
<td>7 (35)</td>
</tr>
<tr>
<td>100,000 or greater</td>
<td>18 (47)</td>
<td>7 (39)</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (5)</td>
<td>2 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Self-monitoring of diet frequency before enrollment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1 to 6 times per week</td>
<td>4 (11)</td>
<td>2 (11)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>&lt;1 time per week</td>
<td>9 (24)</td>
<td>5 (28)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Never</td>
<td>25 (64)</td>
<td>11 (61)</td>
<td>14 (70)</td>
</tr>
<tr>
<td><strong>Self-monitoring of weight frequency before enrollment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>5 (13)</td>
<td>1 (6)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>1 to 6 times per week</td>
<td>14 (37)</td>
<td>5 (28)</td>
<td>9 (45)</td>
</tr>
<tr>
<td>&lt;1 time per week</td>
<td>14 (37)</td>
<td>8 (44)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Never</td>
<td>5 (13)</td>
<td>4 (22)</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>
### Feasibility Outcomes

#### Overview

Table 2 provides an overview of the feasibility findings compared with our a priori benchmarks of success. Benchmarks were met for all 12 metrics in the simplified arm versus 9 of the 12 metrics in the detailed arm.

<table>
<thead>
<tr>
<th>Smoking status, n (%)</th>
<th>Total (N=38)</th>
<th>Detailed self-monitoring (n=18)</th>
<th>Simplified self-monitoring (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>13 (34)</td>
<td>2 (11)</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>7 (18)</td>
<td>6 (33)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>6 (16)</td>
<td>2 (11)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Prediabetes or type 2 diabetes, n (%)</td>
<td>12 (32)</td>
<td>8 (44)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>9 (24)</td>
<td>5 (28)</td>
<td>4 (13)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of smartphone, n (%)</th>
<th>Total (N=38)</th>
<th>Detailed self-monitoring (n=18)</th>
<th>Simplified self-monitoring (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone</td>
<td>25 (66)</td>
<td>13 (72.2)</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Android</td>
<td>13 (34)</td>
<td>5 (27.8)</td>
<td>8 (40)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Psychosocial variables</th>
<th>Total (N=38)</th>
<th>Detailed self-monitoring (n=18)</th>
<th>Simplified self-monitoring (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limited health literacy (NVS⁴), n (%)</td>
<td>7 (18)</td>
<td>2 (11)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Negative life events in past 4 months, mean (SD)</td>
<td>2.5 (2.6)</td>
<td>2.9 (3.1)</td>
<td>2.1 (2.1)</td>
</tr>
<tr>
<td>Weight bias internalization (WBIS⁵), mean (SD)</td>
<td>3.5 (1.6)</td>
<td>4.3 (1.4)</td>
<td>2.7 (1.3)</td>
</tr>
<tr>
<td>Sleep quality (PSQI⁶), mean (SD)</td>
<td>6.4 (3.7)</td>
<td>6.9 (3.8)</td>
<td>6.1 (3.7)</td>
</tr>
<tr>
<td>Poor sleep, n (%)</td>
<td>18 (47)</td>
<td>11 (61)</td>
<td>7 (35)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social support for eating habits (SSEH⁷), mean (SD)</th>
<th>Total (N=38)</th>
<th>Detailed self-monitoring (n=18)</th>
<th>Simplified self-monitoring (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encouragement—family</td>
<td>11.2 (4.9)</td>
<td>10.9 (4.5)</td>
<td>11.5 (5.3)</td>
</tr>
<tr>
<td>Encouragement—friends</td>
<td>8.3 (4.6)</td>
<td>8.5 (4.8)</td>
<td>8.1 (4.5)</td>
</tr>
<tr>
<td>Discouragement—family</td>
<td>11.9 (3.8)</td>
<td>12.4 (4.2)</td>
<td>11.5 (3.5)</td>
</tr>
<tr>
<td>Discouragement—friends</td>
<td>8.3 (3.4)</td>
<td>8.2 (3.8)</td>
<td>8.5 (3.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social support for exercise (SSES⁸), mean (SD)</th>
<th>Total (N=38)</th>
<th>Detailed self-monitoring (n=18)</th>
<th>Simplified self-monitoring (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family participation</td>
<td>25.9 (12.3)</td>
<td>21.5 (10.7)</td>
<td>29.8 (12.6)</td>
</tr>
<tr>
<td>Friend participation</td>
<td>17.8 (8.4)</td>
<td>17.4 (7.7)</td>
<td>18.2 (9.2)</td>
</tr>
</tbody>
</table>

---

⁴NVS: Newest Vital Sign.
⁵WBIS: Weight Bias Internalization Scale.
⁶PSQI: Pittsburgh Sleep Quality Index.
⁷SSEH: Social Support for Eating Habits.
⁸SSES: Social Support for Exercise Survey.
Table 2. Feasibility outcomes compared with a priori benchmarks.

<table>
<thead>
<tr>
<th>Feasibility metric</th>
<th>Detailed self-monitoring (n=18)</th>
<th>Simplified self-monitoring (n=20)</th>
<th>Benchmark (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention Engagement over 3 months, median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days self-monitoring weight (%)</td>
<td>67 (2-82)</td>
<td>80 (38-100)</td>
<td>75</td>
</tr>
<tr>
<td>Days self-monitoring steps (%)</td>
<td>99 (58-100)</td>
<td>100 (99-100)</td>
<td>75</td>
</tr>
<tr>
<td>Days self-monitoring diet via red zone foods survey (%)</td>
<td>N/A</td>
<td>97 (86-100)</td>
<td>75</td>
</tr>
<tr>
<td>Days self-monitoring diet via Fitbit app (%)</td>
<td>49 (5-67)</td>
<td>N/A</td>
<td>75</td>
</tr>
<tr>
<td>Action plans completed (%)</td>
<td>95 (55-100)</td>
<td>100 (91-100)</td>
<td>80</td>
</tr>
<tr>
<td>Lessons reviewedb (%)</td>
<td>100 (45-100)</td>
<td>100 (95-100)</td>
<td>80</td>
</tr>
<tr>
<td>Retention, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>17 (94)</td>
<td>19 (95)</td>
<td>80</td>
</tr>
<tr>
<td>3 months</td>
<td>16 (89)</td>
<td>19 (95)</td>
<td>80</td>
</tr>
<tr>
<td>Survey completion, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>18 (100)</td>
<td>20 (100)</td>
<td>80</td>
</tr>
<tr>
<td>1 month</td>
<td>17 (94)</td>
<td>19 (95)</td>
<td>80</td>
</tr>
<tr>
<td>3 months</td>
<td>16 (89)</td>
<td>19 (95)</td>
<td>80</td>
</tr>
<tr>
<td>Dietary recall completion, n (%)c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>17 (94)</td>
<td>19 (95)</td>
<td>80</td>
</tr>
<tr>
<td>3 months</td>
<td>12 (67)</td>
<td>17 (85)</td>
<td>80</td>
</tr>
<tr>
<td>Weight change from baseline (kg), mean (SD; 95% CI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>−1.85 (1.96; −2.79 to −0.91)</td>
<td>−1.59 (1.94; −2.48 to −0.71)</td>
<td>—d</td>
</tr>
<tr>
<td>3 months</td>
<td>−3.41 (2.52; −4.62 to −2.20)</td>
<td>−3.29 (2.44; −4.41 to −2.18)</td>
<td>—</td>
</tr>
<tr>
<td>Weight change from baseline (%), mean (SD; 95% CI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>−2.13 (2.75; −3.45 to −0.81)</td>
<td>−2.07 (2.71; −3.30 to −0.83)</td>
<td>—</td>
</tr>
<tr>
<td>3 months</td>
<td>−4.12 (2.80; −5.47 to −2.78)</td>
<td>−4.20 (2.71; −5.43 to −2.96)</td>
<td>—</td>
</tr>
<tr>
<td>Clinically significant weight loss from baseline, n (%)e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2% weight loss at 1 month</td>
<td>9 (50)</td>
<td>9 (45)</td>
<td>—</td>
</tr>
<tr>
<td>≥3% weight loss at 3 months</td>
<td>9 (50)</td>
<td>14 (70)</td>
<td>—</td>
</tr>
<tr>
<td>≥5% weight loss at 3 months</td>
<td>8 (44)</td>
<td>7 (35)</td>
<td>—</td>
</tr>
</tbody>
</table>

a N/A: not applicable. N/A because the specific arm was not assigned to self-monitor this item.
b Analyses assume that individuals who did not complete the 3-month survey did not review any progress reports or lessons.
c Participants were asked to complete 2 ASA24 dietary recalls (1 week day and 1 weekend day) at each time point. If 0 or 1 completed, it is marked as not completed for that time point.
d Indicates no a priori benchmark was set.
e Analyses assumed that individuals who did not submit a weight entry at a given follow-up time point did not achieve clinically meaningful weight loss.

Reach
We achieved an enrollment rate of 61% (38 randomized out of 62 eligible patients after screening). The main sources of recruitment were ResearchMatch (20/38, 53%), an institute-specific diabetes registry (14/38, 37%), and Nextdoor (4/38, 11%).

We achieved an average recruitment speed of 10 participants per week, with all participants being enrolled within 1 month.

The most common reasons for ineligibility were not identifying as a racial or ethnic minority group member (47/172, 27.3%), having a medical contraindication (41/172, 23.8%), having a BMI <25 kg/m² or >45 kg/m² (29/172, 17%), experiencing recent weight loss of 5% (26/172, 15.1%), and not living in the US Pacific time zone (24/172, 13.9%).

Retention
Retention rates surpassed our a priori benchmark of 80% at both 1 month (95% retention) and 3 months (92% retention).
Completers (n=35) at 3 months differed from noncompleters (n=3) on several baseline factors, including reporting fewer negative life events (P=.03) and lower perceived stress (P=.01), amotivation (P=.02), uncontrolled eating (P=.003), and discouragement (and encouragement) from friends in making dietary change (P=.004 and P=.03), as well as their history of self-monitoring dietary intake (P=.02), with 71% (25/35) of completers never tracking diet in the past month compared with 0% of noncompleters (data not shown).

Survey and Dietary Recall Completion
The survey completion rates met our a priori benchmark of 80% at all 3 time points for both the detailed and simplified arms. Dietary recall (ie, ASA24) completion rates met the a priori benchmark of 80% at the baseline assessment for both detailed and simplified arms, but at 3 months, only the simplified arm met this benchmark (85% completion vs 67% for detailed).

Self-monitoring Engagement
The detailed arm did not meet benchmarks for 2 of 3 self-monitoring metrics, with a median percent day of self-monitoring of 49% for diet (ie, all foods eaten via the Fitbit app), 67% for weight, and 99% for steps. The simplified arm met benchmarks for all 3 self-monitoring metrics, with a median percent day of self-monitoring of 97% for diet (ie, red zone foods via checklist), 80% for weight, and 100% for steps (see Figure 3 for engagement over time).

Figure 3. Self-monitoring engagement over the 12-week intervention by arm.
High and Low Engagement

Among all 38 participants, several self-monitored every day in the intervention, including 8 (21%) participants who did so for diet tracking, 23 (61%) for step tracking, and 7 (18%) for weight tracking. Of the 8 participants who self-monitored their diet for all days, 7 (87%) were in the simplified arm. In addition, some participants did not self-monitor. Specifically, in the detailed arm, of the 18 participants, 4 (22%) participants never tracked diet, while 3 (17%) never tracked steps, and 4 (22%) never tracked weight. Three participants did not track any domains. In the simplified arm, all (n=20) participants tracked diet and steps to some degree, although 1 (5%) never tracked weight.

Contamination

We found that 2 simplified arm participants self-monitored their diet via the Fitbit app (when they were instructed to track only red zone foods), one of whom did so for 9 days and then stopped, and another who did so for 99% of days. Both participants self-monitored the red zone foods for 100% of days.

Other Intervention Engagement

Action Plans

Action plan completion rates met our a priori benchmark of 80%, with a median of 95% completed in detailed and 100% completed in simplified. Among all participants, 58% (22/38) completed all 11 action plans, while only 1 participant completed none. Reminders were sent each week to participants who had not yet completed their action plans, with 9% (3/34) of participants receiving reminders for action plan 1 to 45% (17/38) receiving reminders for action plan 10. Reminders appeared to be helpful in prompting the completion of action plans, with an overall reminder success rate of 39%.

Lessons

The rates of lessons read met our a priori benchmark of 80%, with a median of 100% in both arms. Many participants (26/38, 68%) reported reading all 11 lessons, while no participants reported reading none (though 3 participants did not answer this question because they did not complete the 3-month survey). The lessons with the most votes for most helpful were on the topics of weight loss maintenance (34% of participants selected this in their top 3), reading food labels (26%), and portion control (26%).

Feedback Emails

We did not gather objective data on which feedback emails were read, but we did assess the self-reported frequency of doing so over the 3-month intervention. Many participants (14/18, 78% of the detailed arm; 18/20, 90% of the simplified arm) reported reading their progress reports weekly.

Other Feasibility Metrics

Timing of Baseline Procedures

The mean number of days elapsed between the eligibility screen and the remote baseline visit was 7 (SD 5) days. A mean of 16 (SD 4) days elapsed from the baseline visit to randomization (as participants waited for their devices to arrive in the mail).

Survey Time and Modality

The median number of minutes to complete the ASA24 dietary recall was 20 minutes: 29 minutes for the baseline survey, 16 minutes for the 1-month survey, and 32 minutes for the 3-month survey. Across all time points, the majority (77/109, 70.6%) of participants reported taking the survey on a laptop or desktop computer, while 24.7% (27/109) reported using a smartphone and 4.5% (5/109) reported using a tablet device. Many (21/36, 58%) participants completed the surveys on different modalities at different time points.

Acceptability Outcomes

Most participants (34/38, 89% overall; 16/18, 88% in the detailed arm and 18/20, 90% in the simplified arm) indicated that they would recommend the Spark Pilot weight loss program to a friend who is trying to lose weight. Among survey completers (n=35), roughly half (9/16, 56%) of the participants in the detailed arm indicated being somewhat to extremely satisfied with the Fitbit app for tracking foods, compared with almost all (18/19, 95%) participants in the simplified arm who used the web-based checklist for tracking red zone foods. When asked about how likely the assigned self-monitoring platform was to have the foods participants typically eat, 38% (6/16) of participants in the detailed arm indicated moderately or somewhat unlikely when reflecting on the Fitbit app, compared with 11% (1/19) of participants in the simplified arm who reflected on the red zone foods checklist. Each of the intervention components was rated by most participants as very or extremely helpful, with “tracking red zone foods every day” rated as such by 95% of the participants in the simplified arm, whereas “tracking foods every day” was rated as such by 56% of the participants in the detailed arm (see Figure 4 for all ratings).
Figure 4. Helpfulness ratings for each intervention component. This chart depicts the participants’ satisfaction with the 10 intervention components. The proportion of participants who selected “not at all helpful” or “extremely helpful” is shown.

<table>
<thead>
<tr>
<th>Self-monitoring:</th>
<th>Not at all helpful</th>
<th>Somewhat helpful</th>
<th>Moderately helpful</th>
<th>Very helpful</th>
<th>Extremely helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracking foods every day (Detailed only)</td>
<td>6%</td>
<td>15%</td>
<td>39%</td>
<td>19%</td>
<td>11%</td>
</tr>
<tr>
<td>Tracking weight every day</td>
<td>9%</td>
<td>17%</td>
<td>44%</td>
<td>4%</td>
<td>16%</td>
</tr>
<tr>
<td>Tracking steps every day</td>
<td>3%</td>
<td>12%</td>
<td>51%</td>
<td>3%</td>
<td>13%</td>
</tr>
<tr>
<td>Tracking red zone foods every day (Simplified only)</td>
<td>5%</td>
<td>10%</td>
<td>53%</td>
<td>2%</td>
<td>12%</td>
</tr>
<tr>
<td>Goals:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having a calorie goal (Detailed only)</td>
<td>13%</td>
<td>22%</td>
<td>30%</td>
<td>12%</td>
<td>21%</td>
</tr>
<tr>
<td>Having a weekly weight loss goal</td>
<td>11%</td>
<td>22%</td>
<td>46%</td>
<td>9%</td>
<td>13%</td>
</tr>
<tr>
<td>Having a step goal</td>
<td>6%</td>
<td>11%</td>
<td>51%</td>
<td>6%</td>
<td>16%</td>
</tr>
<tr>
<td>Having a 3-month weight loss goal</td>
<td>6%</td>
<td>11%</td>
<td>57%</td>
<td>6%</td>
<td>12%</td>
</tr>
<tr>
<td>Having a red zone food goal (Simplified only)</td>
<td>5%</td>
<td>10%</td>
<td>74%</td>
<td>2%</td>
<td>11%</td>
</tr>
<tr>
<td>Other intervention components:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filling out an action plan each week</td>
<td>11%</td>
<td>20%</td>
<td>40%</td>
<td>10%</td>
<td>17%</td>
</tr>
<tr>
<td>Receiving a lesson each week</td>
<td>3%</td>
<td>6%</td>
<td>51%</td>
<td>9%</td>
<td>13%</td>
</tr>
<tr>
<td>Receiving a personalized progress report each week</td>
<td>6%</td>
<td>12%</td>
<td>64%</td>
<td>6%</td>
<td>14%</td>
</tr>
</tbody>
</table>

Exploratory Outcomes

Weight Change

At 1 month, mean weight change from baseline was $-1.85$ (95% CI $-2.79$ to $-0.91$) kg in the detailed arm and $-1.59$ (95% CI $-2.48$ to $-0.71$) kg in the simplified arm. At 3 months, weight change from baseline was $-3.41$ (95% CI $-4.62$ to $-2.20$) kg in the detailed arm and $-3.29$ (95% CI $-4.41$ to $-2.18$) kg in the simplified arm. Over one-third of the participants achieved ≥5% weight loss at 3 months (8/18, 44% in the detailed arm; 7/20, 35% in the simplified arm). The percent weight change outcomes are presented in Table 2. The individual participant weight change is presented via waterfall plots in Figure 5. See Multimedia Appendix 2 for the rest of the exploratory outcomes.

Figure 5. Waterfall plots showing individual participant weight change in kilograms from baseline to 3 months in the detailed arm (left) and in the simplified arm (right). Each bar represents an individual participant. Three participants did not complete the 3-month assessment and are not represented in the figure.

Waterfall plots of weight measurement
Relation Between Self-monitoring and Weight Change

In the detailed arm, there were no significant associations between 3-month percent weight change and engagement in any of the self-monitoring metrics (self-monitoring steps: \( r_s=0.08, \ P=.78 \); self-monitoring weight: \( r_s=-0.11, \ P=.69 \); self-monitoring diet: \( r_s=0.18, \ P=.52 \)). In the simplified arm, the 3-month percent weight change was associated with self-monitoring weight (\( r_s=-0.46, \ P=.048 \)), but not with the other self-monitoring metrics (self-monitoring steps: \( r_s=-0.42, \ P=.07 \); self-monitoring diet: \( r_s=0.06, \ P=.80 \)).

Caloric Intake

Descriptively, both the detailed and simplified arms saw reductions in caloric intake over time (−403 kcal/day and −364 kcal/day, respectively).

Physical Activity

In week 1, the mean step count was high (8257 steps), with a range of 2651 to 15,264 steps. Descriptively, physical activity increased in the simplified arm over 3 months, with a mean 15.3 (SD 12.7) unit increase in the GLTEQ leisure score index, a 24% increase in the number of participants achieving the active category of MVPA, and a mean increase of 250 (SD 3162) steps. These improvements were not observed in the detailed arm (D GLTEQ leisure score index: mean 0.9, SD 22.9; D in percentage of active participants: −29.5%; D steps: mean −1306, SD 2444 steps).

In a post hoc exploratory analysis of completers, those assigned to the initial 5000 step goal (n=10) had a mean of 6316 steps per day by the end of the intervention, compared with 9384 steps per day among those with the initial 7000 step goal (n=7) and 9203 steps per day among those with the initial 10,000 step goal (n=21).

Psychosocial Factors

Descriptively, improvements from baseline to 1 month and 3 months were found for both arms in self-efficacy for dietary change, self-efficacy for exercise, and all self-regulation subscales (Multimedia Appendix 2). Motivation scores on all 3 subscales showed little change over time. Perceived stress levels remained high throughout the intervention, whereas outcome realization scores at 3 months were lower than outcome expectations assessed at baseline and 1 month.

Discussion

Principal Findings and Lessons Learned

In this pilot study, we established the feasibility and acceptability of a 3-month stand-alone digital weight loss intervention in a racially or ethnically diverse sample of adults that involved either detailed or simplified dietary self-monitoring. We observed high retention, moderate to high engagement in self-monitoring, high satisfaction with the weight loss program, and clinically meaningful short-term weight loss. Importantly, we were able to reach our target population of racial and ethnic minority adults, who are underrepresented in clinical trials of behavioral weight management interventions despite having disproportionate obesity rates. We also found that using a fully remote trial design in which recruitment, intervention, and assessment procedures were all performed remotely enabled greater geographic diversity and more rapid recruitment than is typically possible in research studies involving in-person procedures. To further achieve these recruitment and retention targets, we offered an array of times, including evenings and weekend days, to meet with participants via Zoom for the baseline visit, which was the only face-to-face interaction between the study personnel and participants. All other assessments and intervention procedures were performed via email or text message communication.

The feasibility was assessed based on whether a priori benchmarks were met. Specifically, the simplified arm successfully met all 12 a priori feasibility benchmarks, whereas the detailed arm met 9 of 12 benchmarks. Domains that were not met for the latter arm include engagement rates for self-monitoring weight and diet (67% and 49% of days, respectively, vs the 75% of days benchmark) and the completion rate of the 3-month dietary recall (67% vs 80% benchmark). To guide further modifications of our intervention and provide suggestions for other studies, we have compiled challenges and proposed solutions in Table 3.

Although we observed higher engagement in dietary self-monitoring in the simplified arm than in the detailed arm (97% vs 49% of days, respectively), as well as higher satisfaction and helpfulness ratings, the magnitudes of weight loss were similar in both arms (3.3 kg in the simplified arm and 3.4 kg in the detailed arm). A larger, longer-term intervention study would provide further information on whether such differences would at some point reflect differential weight loss between the 2 arms. When designing digital strategies to promote engagement, both the perceived ease of use and usefulness of such approaches are needed, according to the Technology Acceptance Model [96] and supported by qualitative feedback [97]. It is likely that the simplified dietary self-monitoring approach resulted in high engagement because of meeting both of these needs. Concurrently, the detailed approach may have been harder to use and more time-intensive (eg, 6/16, 38% of participants in the detailed arm reported that the app was unlikely to have foods they typically eat, which would have required the manual creation of new foods), which likely resulted in lower engagement. However, whether such distinctions between the 2 approaches result in measurable effects across longer weight loss intervention periods remains unclear. As noted earlier, these findings are meant to be hypothesis generating, as we were not able to detect significant weight loss effects between the arms.
Comparison With Prior Work

In total, 4 of the 5 prior RCTs comparing detailed versus simplified self-monitoring approaches [25,26,28,29] found similar weight loss between arms at the end of the intervention; the other trial observed greater weight loss in the detailed arm [27]. In all 5 trials, engagement rates in dietary self-monitoring were similar between arms, which is contrary to our finding that engagement rates appeared meaningfully higher in the simplified arm than in the detailed arm. These differences may be explained by the specific type of simplified dietary self-monitoring approach that we tested (ie, a web-based checklist of red zone foods). It is likely that participants found this strategy particularly easy to use, which is supported by our finding of high ratings of satisfaction and helpfulness. To aid in ease of use, the simplified arm had a daily reminder to track their red zone foods by way of receiving an automated email from REDCap each morning to complete their checklist. The use of reminders has been noted as a helpful strategy in promoting self-monitoring engagement [98]. Among prior weight loss studies, the only other interventions with high engagement (>80%) in simplified dietary self-monitoring strategies, to our knowledge, included those that assessed rates on a weekly rather than daily time frame [33,36], although many studies did not report engagement rates. Among all of these trials, the results should be interpreted with caution because of their small sample sizes or unreported engagement rates.

Engagement in dietary self-monitoring in the detailed arm (49% of days) was comparable with engagement rates in other weight loss trials; a 2021 systematic review found that 58% (11/19) of interventions with dietary self-monitoring achieved average engagement rates of ≥50% of days [13]. It is possible that incorporating reminders to track diet at the end of the day if not yet done could enhance engagement, as suggested by our previous trial that found a median of 77% (IQR 27%-96%) days of self-monitoring in a 3-month intervention that used a commercial app (MyFitnessPal) that had built-in reminders to incorporate weight change [19]. The addition of these reminders should be tested empirically.

Compared with other stand-alone digital weight loss interventions, the magnitude of weight loss found in our study was comparable with many studies [10,25,27,29,36,99], higher than some [26,41,42,100], and lower than a recent fully automated, large-scale pragmatic trial comprising mostly non-Hispanic White participants[101]. This is an important area of research, as many barriers exist to attending in-person treatment, such as living far from a medical clinic or treatment program [102], having childcare or caregiver responsibilities, or having fluctuating working schedules. In addition, not all
individuals who want to lose weight are ready or able to commit to treatment during weekly counseling sessions. Thus, stand-alone interventions have the potential to meet the weight loss needs of many individuals by producing modest weight loss [10], while simultaneously lowering the intensity of participation and offering greater scalability and reach than interventions with counselor support, given widespread accessibility and lower personnel costs. Digital interventions have also produced reductions in attrition in clinical trials [103], likely because they afford participants greater flexibility in engaging in treatment and impose fewer transportation and time constraints. With the widespread uptake of smartphones among US adults, including among racial and ethnic minorities (eg, 79% among Hispanic or Latinx adults and 80% among Black adults [104]), stand-alone digital health interventions have the potential to reach broad populations who may otherwise not be able to access behavioral obesity treatment.

To our knowledge, few past studies on behavioral weight management interventions have been conducted entirely remotely [28,105,106]. Two recent studies switched from an in-person to a fully remote format due to the COVID-19 pandemic and reported how outcomes differed by format: the weight loss maintenance study by Leahey et al [45] observed higher treatment attendance when done remotely versus in-person and excellent retention at study assessments for up to 18 months in both formats. They found that Hispanic participants, in particular, preferred remote sessions. In a 16-week weight loss intervention conducted by Ross et al [107], similar high levels of weight loss and self-monitoring engagement were achieved between a completely remote cohort and a cohort that started in person and transitioned to a remote setting at 11 weeks.

**Strengths and Limitations**

A strength of the Spark Pilot Study is the focus on racial and ethnic minority adults who are underrepresented in clinical trials of behavioral weight management interventions despite having disproportionate obesity rates. Other strengths include high retention, collection of objective self-monitoring data via digital tools, and use of an RCT design to assess the acceptability and feasibility of the intervention and of study procedures, as well as the successful implementation of a fully remote trial format (spanning from recruitment, onboarding during the baseline visit, mailing devices to participants’ homes, randomization, assessments, and intervention delivery) that will be replicated in a future efficacy trial. As the COVID-19 pandemic has prompted other researchers to swiftly transition their in-person research studies to remote platforms, we hope that our study will serve as one example for how to leverage remote technologies and project management tools.

This study has several limitations. First, we were unable to use and test the smart scale features of the Withings scale we provided to participants because of a global chip shortage that made the commercial scale unavailable, followed by institutional review board delays in approving a different commercial scale. Second, given the limited number of personnel, the principal investigator and study staff were not blinded to treatment allocation. However, because the intervention was stand-alone, the study team did not interact face-to-face with the participants beyond the baseline visit, and automated surveys and templated email messages were used to collect weight and other outcomes.

Third, we did not capture metrics for ease of use or perceived burden or time intensity of the 2 dietary self-monitoring approaches, although questions on satisfaction and helpfulness, as well as the objective engagement rates help inform the acceptability of these approaches. Fourth, we recruited only 3 non-Hispanic Black participants, all of whom were randomized to the simplified arm. Further efforts to reach this demographic, who face the highest obesity prevalence, should be considered. Relatively, only 16% of the participants were men, with twice as many randomized to the simplified arm than the detailed arm. Recruiting a larger sample size and stratifying by gender should help to minimize the potential for gender to be a confounder in a future efficacy trial. Fifth, because of the pilot study’s focus on feasibility and acceptability and small sample size, we did not assess outcomes by race and ethnicity status, which would be an important step in a larger efficacy trial to determine if results vary by race or ethnicity. Finally, contamination occurred among 2 of the simplified arm participants in that they also self-monitored caloric intake when instructed not to do so; minimizing contamination will be particularly important in a future efficacy trial because it could impact the magnitude of weight change and lead to an inaccurate interpretation of findings.

**Future Research**

With the feasibility and efficacy established and minimal refinements needed, a fully powered efficacy trial can now be conducted to test between-group differences in weight loss between the detailed and simplified self-monitoring arms. This future trial would replicate most of the study procedures used in this pilot study; the main changes would include extending the intervention length, recruiting nationwide in the United States, expanding the sample size to have sufficient power to examine efficacy outcomes, and investigating moderators of treatment response, such as whether certain racial and ethnic groups respond better to a simplified versus detailed self-monitoring approach. None of the prior 5 RCTs that compared detailed to simplified self-monitoring enrolled more than 100 participants (mean 60), and none extended beyond 6 months; thus, trials with larger sample sizes and longer trial durations are needed to more clearly assess efficacy, moderators of treatment response, and maintenance of weight loss. One trial, AGILE, is currently being conducted among 608 young adults testing a detailed versus simplified dietary self-monitoring approach as part of a factorial design in a mobile health intervention (ClinicalTrials.gov: NCT04922216). The findings from this study will advance our understanding of which approach is more suitable for a young adult population.

It is also important to replicate this research question in the context of a more intensive behavioral weight loss treatment that involves frequent counseling [2]. Although self-monitoring engagement rates were found in a systematic review to be similar in stand-alone interventions versus those with counseling [13], it is possible that empirically testing this question in an intensive treatment context would result in a different conclusion. It would also be worthwhile to continue to develop
and test new simplified dietary self-monitoring approaches, such as using artificial intelligence to estimate the caloric intake of foods [108], which may increase accuracy while decreasing burden; comparing different simplified approaches to one another in a clinical trial (eg, self-monitor red zone foods vs dietary lapses vs photos of food) is also needed to determine the strategy with the greatest engagement, highest satisfaction, and largest magnitude of weight loss. Furthermore, using a simplified dietary self-monitoring approach for the duration of an intervention versus using it only if low engagement in detailed dietary self-monitoring occurs is another area to be empirically tested [23,24]. Finally, whether both passive and active forms of self-monitoring impact weight loss similarly should be investigated, given that passive forms of monitoring (eg, wearing an activity tracker) may decrease burden by leveraging automatic data collection from a device, whereas active forms of self-monitoring require the user to volitionally record information somewhere.

Taken together, continuing to enhance the potency of digital weight loss interventions is advantageous to address the obesity epidemic on a large scale. Evaluating different intensities, frequencies, and formats of dietary self-monitoring will help refine these weight loss programs and ultimately maximize clinically meaningful weight loss.

Conclusions
Given that the positive impacts of dietary self-monitoring on weight loss have been repeatedly demonstrated [13,14,109,110], what needs to follow is how to prolong self-monitoring engagement to enhance and sustain weight loss. Simplified dietary self-monitoring strategies are explicitly designed to be easier to use than detailed approaches, but a question remains as to whether they can be potent enough to produce clinically meaningful weight loss. We found that a simplified self-monitoring strategy consisting of tracking only foods that are high in calories and low in nutritional value via a daily web-based checklist resulted in high engagement, high ratings of acceptability, and clinically meaningful weight loss—indicators that both perceived ease of use and usefulness were achieved. These findings were obtained in the context of a fully remote intervention among racial and ethnic minority adults. This pilot study laid the foundation for conducting a long-term, fully powered trial to compare the efficacy of a simplified versus detailed dietary self-monitoring approach in this context. If deemed effective in a subsequent efficacy trial, this lower-intensity stand-alone intervention has the potential to serve as a first-line treatment strategy for this population. In addition, fully remote study procedures could serve as a model for researchers seeking to broaden their reach and access to similar behavioral interventions.
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Abstract

Background: Digital mental health interventions have the potential to increase mental health support among isolated older adults. However, the older adult population can experience several barriers to accessing and using digital health resources and may need extra support to experience its benefits.

Objective: This paper aimed to understand what older adults experience as an important aspect of support during engagement in a digital mental health program. The program entailed 3 months of staff support to participate in digital literacy training and engage with the digital mental health platform myStrength, which offers support for a range of mental health challenges, including depression and anxiety.

Methods: A total of 30 older adults participated in surveys and interviews to assess their experience of participating in a digital mental health program provided by county mental health services. As part of the program, participants attended 4 classes of digital literacy training, had access to the digital mental health platform myStrength for 2 months with staff support (and 10 months after the program without support), and received support from program staff during the entire 3-month program. Survey data were analyzed using descriptive statistics, and interview data were analyzed using thematic analysis.

Results: A thematic analysis of the interview data revealed that participants valued ongoing support in 3 main areas: technical support to assist them in using technology, guided support to remind them to use myStrength and practice skills they had learned, and social support to enable them to connect with others through the program. Furthermore, participants reported that social connections was the most important aspect of the program and that they were mainly motivated to participate in the program because it was recommended to them by trusted others such as a community partner or because they believed it could potentially help others.
Conclusions: Our findings can be used to inform the design of future digital mental health programs for older adults who may have unique support needs in terms of dedicated technical support and ongoing guided support to use technology and social support to increase social connectedness.

(JMIR Form Res 2022;6(12):e43192) doi:10.2196/43192
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Introduction

Background
Mental health is an increasing concern among the older adult population. Even before the global COVID-19 pandemic, social isolation among older adults (ie, those older than 60 years) was a significant public health issue [1], and depression was estimated to be a more common health condition among older adults than dementia [2]. In addition to making it more difficult to access in-person care, the context of COVID-19 has raised concerns such as anxiety and loneliness [3]. According to a 2020 survey conducted by the American Association of Retired Persons Foundation and the United Health Foundation, the pandemic has caused an epidemic of loneliness and social isolation among the older adult population, with two-thirds of respondents saying that they experienced social isolation and 66% saying that their anxiety increased during the pandemic [4].

Potential of Digital Mental Health Interventions
Digital mental health interventions (DMHIs) have the potential to remotely increase access to mental health support. Mental health support refers to any type of support aimed at protecting or promoting psychosocial well-being [5], such as therapy, education, and health promotion programs. Recent reviews have demonstrated the effectiveness of digital health interventions in reducing social isolation and depression in older adults [6-9]. However, older adults may experience several barriers to accessing and using digital health resources, such as lack of knowledge and awareness of digital health resources, little exposure to and experience with technology in general, and lack of confidence in using a computer [10]. Rather than increasing access to care, these barriers to digital health access may instead result in larger health care inequalities [11-13].

To better understand older adults’ perspectives toward the concept of mental health technologies, the study by Andrews et al [14] held a discussion group with older adults and enabled them to interact with various mental health apps and websites during a session to increase awareness. The authors found that there were overall positive attitudes toward mental health technologies. However, although study participants were aware of mental health websites, awareness of these websites did not motivate their actual use [14].

Implementation of DMHIs for the Older Adult Population
Exposure and awareness alone appear to be insufficient for older adults to engage with DMHIs. A recent report by the Substance Abuse Mental Health Services Administration highlighted the need for support and digital training when offering DMHIs to older adults [15]. It is well known that guided DMHIs (eg, in the form of an internet-based or remote therapist or coach) generally have higher engagement than self-guided interventions [16], and this may be especially true for the older adult population. For example, Egede [17] found that web-based cognitive behavioral therapy was effective in improving depression and anxiety symptoms among older adults, but this was applicable only when a therapist was present to provide guidance. If an individual coach is not available, peer support can also be an effective and cost-effective type of support for web-based cognitive behavioral therapy interventions for older adults [18].

Research Question
Prior recommendations to provide support have been mainly evaluated from an operational (eg, staffing considerations) perspective, with the aim of facilitating successful implementation of an intervention and achieving desired outcomes, rather than from a user’s perspective. For example, several recent studies have focused on the effectiveness of DMHIs with older adult participants and have provided support to older adults in the form of therapists, health professionals, research assistants, and coaches [3,17,19]. Support improves the effectiveness of DMHIs, and positive and concrete support messages have been associated with better clinical mental health outcomes [20]. However, few studies have assessed how and whether different types of support affect older adults’ user experiences. There are different types of possible support [21,22] that may be more or less suitable depending on the type of barriers they are supposed to address. For example, although text-based reminders may be suitable for people who tend to forget to use an intervention [22], they may not be sufficient to address a lack of motivation, social isolation, or low digital literacy (ie, a person’s ability to find, evaluate, and communicate information through digital platforms).

It is important to consider not only what types of support older adults need but also what they value, as participants’ experiences affect real-world use and can be crucial in whether they would continue to engage with a digital intervention beyond a research setting.

This paper reports on a study situated within a digital mental health program with older adults. The aim of this study was to evaluate older adults’ experiences with the program and specify what they experienced as important aspects of support while they were taking part in the program. The research question we aimed to address was as follows: What do older adults experience as important factors of support during engagement in a digital mental health program?
Methods

Overview
Thirty older adults participated in a digital mental health program for 3 months. The aim of the program was to engage English-speaking and Spanish-speaking isolated older adults with technology and to improve their well-being and sense of social connectedness. Participants experienced several types of isolation. First, everyone experienced some degree of social isolation as the program took place during the global COVID-19 pandemic. Second, older adults were selected based on geographic isolation, and finally, Spanish-speaking participants were also selected based on perceived isolation by program staff due to language, culture, and generational barriers.

Participants received digital literacy training as part of the program. Participants were given free access to the digital mental health platform myStrength for 1 year, and those who did not have the required resources to use myStrength were provided with tablets and an internet connection.

myStrength Description
Participants were given 1-year access to myStrength, a digital and mobile-based mental health platform [23]. myStrength was chosen as the technology based on feedback from an exploratory study of multiple mental health apps with older adults in Marin County. The platform offers evidence-based resources to provide support for a range of mental health challenges, including depression, anxiety, stress, chronic pain, drug or alcohol recovery, and insomnia. It offers tools such as dialectical and cognitive behavioral therapy courses, acceptance and commitment therapy materials, mood and sleep tracking, short videos teaching mindfulness, community forums, motivational quotes, spiritual resources, activities ranging from 2 to 10 minutes, and a library of more than 1600 mental health resources. Participants can select user interests when signing up and receive personalized recommendations aligned with these interests. The participants could access any of the resources as many times as they wanted.

During the program, participants received weekly phone calls from the program staff to check in and to encourage them to use the platform. In addition, participants received at least one in-person visit from nurses to help them access and use technology. myStrength is offered in both English and Spanish. The Spanish version offered some content such as videos in Spanish, but the platform was not fully translated into Spanish (eg, the menu to navigate to content remaining in English).

Study Design and Procedure
To address our research question, we conducted a mixed method study, in which participants took part in 3 surveys and an interview during the program, and 1 follow-up survey 8 months after the program (the survey instruments and interview protocol are included in Multimedia Appendix 1). The purpose of the surveys was to assess participants’ satisfaction with the digital literacy training, myStrength, and the program overall and to measure any improvement in outcomes throughout the program. The purpose of the interviews was to gain a more in-depth understanding of participants’ experiences with the program and the support provided, as well as any barriers they experienced in participating.

Older adults were invited to participate in a digital mental health program initiated by Marin County Behavioral Health and Recovery Services. Marin County is located in Northern California; its largest ethnic groups are White (non-Hispanic) and Hispanic, with a population of approximately 259,000 people, of which approximately 22% are aged ≥ 65 years [24]. The program was part of the Help@Hand project, a state-wide evaluation project in California that aims to understand how digital therapeutics fit within the public mental health care system. The specific aim of Marin County’s program was to engage isolated older adults (both English- and Spanish-speaking older adults) with technology and to enhance their well-being and sense of social connectedness. Program participants were offered a series of 4 digital literacy classes to enhance their technology skills and were then given free access to the digital mental health platform, myStrength. The program took place from March to June 2021 and consisted of five phases:

1. Phase 1: Onboarding participants by giving them access to required resources, such as a device and an internet connection, to be able to participate in the program (4 weeks)
2. Phase 2: Providing digital literacy training consisting of four 2-hour web-based classes to establish or improve participants’ digital literacy skills (4 weeks)
3. Phase 3: Providing participants free access to the myStrength platform and nurse promoters support (8 weeks)
4. Phase 4: Debriefing participants at the end of the program and conducting surveys and interviews (8 weeks)
5. Phase 5: Providing continued free access to myStrength after completion of the program (10 months)

When referring to the program, we refer to phases 1 to 4 as the 3-month period during which staff support was provided to the participants.

There were 5 key data collection points (Figure 1): 1 survey at the beginning of the program (phase 1), 1 survey after the digital literacy training and before myStrength was made available (between phases 2 and 3), 1 survey and 1 semistructured interview at the end of older adults’ participation in the program (phase 4), and 1 follow-up survey 8 months after the end of the program (phase 5). The first 3 surveys were completed on the web or over the phone, and interviews and follow-up surveys were conducted over the phone. For each data collection point, the research staff contacted participants via phone to remind them to complete the survey or interview for a maximum of five attempted phone calls. Participants could complete the surveys and interviews in either English or Spanish.
The data collection instruments were developed in English. The first 3 surveys and the interview guide were translated into Spanish by an external translation vendor. These translations were reviewed for accuracy and readability by 3 Spanish-speaking members of the research team. For example, vendor translation sometimes used formal words that are not typically used in everyday language, or the intent of a question was lost. These translations were updated to better encapsulate the original intent of the questions. The fourth follow-up survey was translated directly by the Spanish-speaking members of the research team.

Digital literacy training is offered in both English and Spanish. The training consisted of four classes on the following topics: (1) computer basics, (2) internet basics, (3) email basics, and (4) myStrength. All digital literacy classes were voluntary for both participants and program staff.

Because of the study taking place during the COVID-19 pandemic, digital literacy classes had to take place remotely over Zoom videoconferencing. However, because the participant population had little prior technology experience, Marin County decided to provide tablets and internet connections for those participants who needed it, and each participant received at least one in-person visit by the program staff to ensure that all participants were able to access the web-based training and engage in the program. To support participants throughout the program, Marin County partnered with volunteer nurse interns and promotores (volunteers from the North Marin Community Service’s Promotores Program that work closely with the Spanish-speaking community in Marin County). Marin County chose to partner with nurse interns and promotores because they were trained and experienced community partners; furthermore, promotores were trusted community leaders in the Spanish-speaking community. The promotores network works to bridge and connect the community with health services and community engagement (for more information about the program, see the North Marin website [25]). The support provided by the interns and promoters included the following:

- Technical support, such as helping participants get connected to Wi-Fi,
- Support during digital literacy training, such as teaching participants how to use their devices and the Zoom app to participate in digital literacy classes,
- checking in with participants about their participation in the program, and
- connecting participants to resources and mental health services.

Participants were also offered the option of having a staff member visit them in person or provide remote support. Support was ongoing throughout the program, with weekly check-in calls from staff, nurse interns and promotores, and in-person visits as needed for participants who experienced more challenges with technology. The number of visits ranged from 1 (all participants had at least one in-person visit) to 10 visits.

Recruitment

To help recruit older adult participants for the program, the county approached existing community-based organizations and agencies working with isolated adults, such as West Marin Senior Services, Meals on Wheels, and organizations that work closely with the Spanish-speaking older adult community. They also approached divisions in the county that already organized health programs for older adults, as they had the infrastructure and relationships in place to reach the older adult population.

Recruitment was primarily done by sharing information about the program in partnership with West Marin Senior Services and the Telehealth Equity Project in the Marin County Division of Aging. In addition, information was shared by the promotores within their network to recruit Spanish-speaking older adults. One of the county staff members was a promotora who had full access to the network. These partners also helped identify isolated older adults.

The program was specifically intended for isolated English- and Spanish-speaking older adults, as they were identified by county staff as underserved populations in the county. Participants expressed interest in the program by completing a screener form to assess their eligibility (Multimedia Appendix 2). This form can be completed on the web or over the phone in English or Spanish. Participants had to be 60 years or older (the threshold age for older adults as defined by the United States,
Nations [26]) and be able to speak, read, and write in either English or Spanish. If participants had any mental or physical challenges that could limit their participation in the program, such as hearing or vision loss, they were contacted by a staff member to determine their eligibility. Program participants were expected to participate in surveys and interviews as part of the program. Marin County aimed to recruit 15 English- and 15 Spanish-speaking isolated older adults for the program, motivated by perceived capacity and the number of people the county staff were able to handle overall and recruit.

Participants

A total of 30 participants were enrolled in the study. The first survey (phase 1) was completed by 28 participants, the second survey (between phases 2 and 3) was completed by 25 participants, the third survey (phase 4) was completed by 23 participants, the fourth survey (after phase 4) was completed by 18 participants, and 24 participants participated in the interview.

One participant did not complete the demographic survey. Among the 29 participants who provided demographic data, their ages ranged from 60 to 89 years, with a mean age of 72 (SD 7.8) years, and 27 (93%) participants identified as female. Furthermore, 28% (8/29) identified as non-Hispanic White, 24% (7/29) as Mexican or Mexican American, 17% (5/29) as Central American, 10% (3/29) as South American, 10% (3/29) as other White, 3% (1/29) as other Hispanic or Latinx, 3% (1/29) as Black or African American, and 3% (1/29) as other or African. In addition, 48% (14/29) of participants indicated that English was their preferred language, and 45% (13/29) of participants reported Spanish as their preferred language. One participant indicated a preference for Vietnamese, and 1 participant did not indicate a preference. One Spanish-speaking participant did not have reading proficiency and completed the survey verbally with staff assistance.

Measures

Overview

Table 1 presents an overview of the study measures and the points at which the measures were assessed. Next, we describe these measures in detail.

Table 1. The measures of the studya.

<table>
<thead>
<tr>
<th>Study measures</th>
<th>Survey 1 (phase 1)</th>
<th>Survey 2 (between phase 2 and 3)</th>
<th>Survey 3 (phase 4)</th>
<th>Interview (phase 4)</th>
<th>Survey 4 (phase 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Important aspects about technology</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activities people would like to do using (mental health) technology</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience with myStrength</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of myStrength</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other resources and strategies used to support mental health and well-being</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall experience with or impact of the program</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience with program staff</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(If applicable) Reasons for dropping out of the program early</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(If applicable) Reasons for nonuse of myStrength</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital literacy, mental health concerns</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loneliness and social isolation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other health outcomes (eg, mental health improvements, and stigma reduction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aThe columns indicate at which data collection points the measures were assessed.

Digital Literacy

At the start of the program (phase 1), participants were asked to rate 2 statements related to digital literacy (eg, “I am confident using technology to look up information”) taken from the Mental Health Literacy Scale [27]. They were asked to rate these statements on a Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree).

Participants were also asked about their technology use on the screener form. The purpose of these questions was to assess the extent to which support was needed for the onboarding participants.

Loneliness

Loneliness was measured at 3 time points: at the beginning of the program (phase 1), after digital literacy training (phase 2), and at the end of the program (phase 4). Loneliness was measured using the Three-Item Loneliness Scale [28], a shortened version of the University of California, Los Angeles Loneliness Scale [29]. Participants were asked to rate 3 statements related to loneliness on a 3-point Likert scale ranging from hardly ever (1) to often (3; eg, “How often do you feel left out?”) with a total added score ranging from 3 to 9. People with a score of 6 or higher were grouped as lonely [30].

Social Isolation

Social isolation was measured at three time points: at the beginning of the program (phase 1), after digital literacy training
myStrength, reasons for use and nonuse, challenges using myStrength, people’s perception of myStrength, facilitating conditions that would make it easier to use myStrength, and the overall impact of the program.

**Interviews**

Participants were invited for an interview at the end of their participation in the program (phase 4). The aim of the interviews was to gain a more in-depth understanding of participants’ experiences with the program. The research team developed an interview guide with discussions and sample questions. The topics covered in the interview guide included the following:

1. Overall experience with the program
2. Health outcomes (eg, mental health improvements and stigma reduction)
3. Experience with program staff
4. Other resources and strategies used to support mental health and well-being
5. If applicable, reasons for dropping out of the program early

**Ethics Approval**

The study was approved by the University of California, Irvine, Institutional Review Board (review number 20195406).

**Participant Consent and Compensation**

Before each survey and interview, the participants were emailed a study information sheet that was reviewed and approved by the Institutional Review Board. For interviews and surveys over the phone, the sheet was reviewed at the start of the phone call with an opportunity for participants to ask questions. Participants were asked for their permission to audio-record the interviews at the start of the phone call; participants were still able to participate if they declined to be recorded. In addition, participants were asked to sign a participation agreement and a device user agreement by Marin County at the start of the program. The participation and device user agreements were reviewed and approved by the county’s legal department. All collected research data were stored securely and confidentially on a password-protected secure server. Participants received a US $10 gift card for each survey that they completed and a US $20 gift card for completing the interview. The survey took about 20 minutes to complete, and the interview took approximately 40 minutes.

**Data Analysis**

We analyzed the survey data using descriptive statistics, such as frequency counts. The analyses were performed using SAS statistical software (version 9.4; SAS Institute Inc) [35]. Changes in loneliness and social isolation before and after the program were assessed using paired 2-tailed t tests.

Audio recordings of the interviews were transcribed verbatim in the language they were conducted in. The transcripts were analyzed by 2 members of the research team (one of whom was fluent in both English and Spanish) using thematic analysis. The themes were derived as follows: the interview protocol was developed to ascertain the overall experience with the program based on some collectively agreed upon outcomes among the research team, the county, and the broader collaboration that supported the Help@Hand Project; thus, these constructs (eg, myStrength user experience and mental health improvements)
were used as a starting point for the thematic analysis, and interview questions were grouped based on construct (eg, all questions related to barriers to use of myStrength were grouped together). However, the interview also allowed for emergent ideas either not mapped directly to the outcomes of the project or high enough that important subthemes could emerge (eg, in the case of myStrength use). Transcripts were first independently reviewed by each research member. The 2 members then met to discuss patterns and notes and iteratively developed a codebook that fit within the topic categories and captured the patterns identified in both English and Spanish transcripts. Spanish transcripts were then translated into English by an external translation vendor, and transcripts were coded by 1 researcher and discussed with the other research team member. The desktop version of the qualitative analysis platform Dedoose [36] was used to code the transcripts.

Results

Overview

The following section presents an overview of the survey and interview results. The results are organized by theme rather than by method (ie, survey vs interview). Themes were based on interview themes (eg, all findings related to myStrength user experience were grouped together). Throughout this section, we report the number of people who provided a particular survey answer and the total number of people who responded to the survey question.

Motivation to Participate in the Program

Participants reported that they became aware of the program primarily through word of mouth and recommendations from others. The reasons for deciding to participate were as follows: (1) participants trusted the program based on recommendations from others who had participated in other programs offered by Marin County, (2) they wanted to contribute to a program that may help other people, and (3) they were interested in learning something new.

Before engaging with myStrength, participants, overall, reported positive expectations about myStrength on the survey: they believed that it could be useful in their everyday life (18/26, 69%) and improve their mental health (15/16, 94%), and around half (14/26, 54%) of them believed that it might meet their mental health needs. However, during the interviews at the end of the program, it was revealed that not everyone knew beforehand what the app did or had a clear image of what “digital mental health” was: “I had no idea what it was about, so I had no expectations. I didn’t know about it. She told me ‘digital mental health’ was: ‘I had no idea what it was about, so I had no expectations. I didn’t know about it. She told me’”

Support to Improve Digital Literacy

Participants indicated different levels of confidence in using technology in the surveys, and some not only needed support to access technology but also needed support to learn how to use technology. Almost half (12/26, 46%) of the participants reported that they were not confident about using technology at the start of the program. Furthermore, 76% (19/25) of participants did not know how to download a mobile app on their phone, and 62% (16/26) of them reported they were not comfortable using technology to support their well-being: “Todo era nuevo para mí. No sabía manejar estas cosas. Simplemente, el celular... (Everything was new to me. I didn’t know how to handle these things. Simply, the cell phone...)”

However, participants were interested in learning new technology skills and improving their digital literacy. Specifically, participants were keen to learn how to use smartphones (24/26, 92%), the internet (24/26, 92%), computers (22/26, 85%), and how to use technology to support their mental health (22/26, 85%).

Guided Support

Overall, 80% (24/30) of participants participated in at least one of 4 digital literacy classes. Even though participants had positive experiences with digital literacy training and gained digital skills, not everyone felt confident enough after the training to use web-based tools on their own for mental health. Participants reported feeling overwhelmed by the digital literacy training at times and the variety of options they were exposed to and noted the challenges of trying to teach and accommodate different needs in a group setting:

Well, for a long time, I found it quite confusing. And somehow I guess I was feeling negative at first and thinking, Oh, dear...It’s sort of a new speak, you know? [laughs]...But later, I began to see some of the value in it [digital literacy training] and realized it wasn’t really the way I was feeling it would be...Well, it’s certainly helped to be able to be in touch with family. And so, that was lovely.

To apply the skills they learned, participants not only needed human support at the beginning of the program but also continued support during the program. This ongoing support was experienced as helpful throughout the program:

Oh, I thought it was great. The nurse—Yes, she was wonderful. She just went overboard to do the training as best she could...Oh, yes, they were very willing to do whatever I needed help with...She was continually there. And if I needed her to help me with something, she went out of her way to come over and help me at
that particular time...[helped] in person...Yes, exactly. If I needed help, I need someone right here.

A total of 5 participants reported that they did not have the support of family and friends to remind them or help out if they had any technical difficulties, and staff, therefore, checked in with participants one on one throughout the program. This personal support was experienced as very helpful: “The one-on-one contact was very good, excellent.”

Social Component

Using Technology to Connect to Others

Social connection was an important aspect of the program for participants: 75% (21/28) of participants reported that they wanted to learn how to use technology to connect with friends and family. This was echoed during the interviews as follows:

I think it’s WhatsApp or something like that?...Yeah, they, my friends have been telling me, so that way you don’t have to pay long distance phone calls...So that’s what I remember. So I think, you know, it’s good to have that.

Impact of Program on Loneliness and Social Connectedness

A total of 38% (11/29) of participants reported experiencing mental health challenges at the beginning of the program. During the interviews, participants described how the global coronavirus pandemic had affected them, including increased isolation, lack of social connection and activities (including evolving practices, tensions in personal safety and risk vs social connection and mental health), safety measures, and even some having experienced the virus. In addition, many participants reported feeling isolated or lonely. For some, health conditions impacted feelings of isolation:

Sí, ahorita con la pandemia, sí me siento sola. Y como que si me da miedo quedarme sola porque, primero, hay tantas cosas que me han pasado... (Yes, right now with the pandemic, I do feel alone. And yes I’m afraid of being left alone because, firstly, there are so many things that have happened to me...)

Overall, 78% (18/23) of participants indicated on the survey at the end of the program that they felt more connected to others because of the program. To compare any changes in loneliness and social isolation during the program, we considered 22 participants who answered the survey questions on loneliness and social isolation at baseline and at the end of the program. There was a statistically significant decrease in loneliness from the beginning of the program (mean 6.6, SD 1.7) to the end (mean 5.5, SD 2.1; t21=3.04; P=.006). A total of 17 participants scored high on loneliness at the beginning of the program; at the end of the program, only 9 participants scored high on loneliness.

There was also a statistically significant decrease in social isolation from the beginning of the program (mean 7.4, SD 4.0) to the end (mean 5.0, SD 3.0; t21=-3.11; P=.005). A total of 7 participants were considered socially isolated at the beginning of the program and 4 were considered socially isolated at the end of the program.

Participants expanded on feelings of connection during the interviews. For example, interacting with other participants during digital literacy classes helped with loneliness, and it improved feelings of connectedness and purpose:

Yes, it [program] did help [impact feelings of connectedness]...Well, it just—I took some classes on Zoom, and going through the program, myStrength, yeah, it broadened my atmosphere a little bit, a lot I can say...

Y esto me ayuda porque ya me distrae, es algo como que puedo hacer. Porque no tengo ganas de nada, ni de limpiar la casa ni de...Ahorita no tenia ganas pero de nada. Y con esto si me ha ayudado mucho. (And this helps me because it distracts me, it’s like something I can do. Because I have no desire for anything, not to clean the house or...Right now I did not feel like doing anything. And with this it has helped me a lot.)

Participants also felt connected because they learned how to use technology to reach out to family and friends during the digital literacy classes: “I was pretty much at home most of the time and alone, so that was nice to be able to get into the technology, and reach out to more people.” Participants were satisfied with the program and hoped that more programs like this would be offered in the future.

Digital Literacy Training Experience

Most (19/24, 79%) participants were satisfied with the digital literacy training, and participants reported various benefits from participating in the training: they (13/17, 76%) reported that they were more likely to use technology and felt more socially connected (12/19, 63%), and the percentage of participants who felt confident using technology increased from 31% (8/26) before training to 73% (19/26) after training.

myStrength Use and Experience

Overall, participants had a positive experience with myStrength: they recommended myStrength (18/23, 78%), found it useful (17/23, 74%); and found it easy to use (15/23, 65%). Benefits of myStrength were that it changed how they thought about mental health and helped them recognize symptoms:

Maybe it made me more aware so that when I got in this bad mood a couple weeks ago, that...I didn’t know. [chuckles] One of the sections of myStrength was—I think it was Depression...And I’ve never had depression. So, I don’t know what it’s like. But I think it was last week, all of a sudden for about two days, I think I felt what might be depression...And so, I mean to go back and check that out.

In addition, 70% (16/23) of participants indicated that they had used myStrength for 2 months at the end of the program, and 52% (12/23) had said they used it several times a week or daily. Furthermore, 57% (13/23) participants self-reported that they had stopped using myStrength at some point during the study. The main reasons participants mentioned for not using
myStrength were that they had no time (4/13, 31%), health reasons such as chronic fatigue (4/13, 31%), technical issues (3/13, 23%), and they did not think they needed it (2/13, 15%): “No funciona mucho, falla el Internet. Por eso a veces no lo ocupo. (It doesn’t work much, the Internet fails. That’s why sometimes I don’t use it.)”

Although (18/23, 78%) participants agreed that myStrength valued cultural differences, several Spanish-speaking participants mentioned that many aspects of the Spanish version were available only in English:

Pero cuando yo entré a myStrength, todo es en inglés...porque, como te digo, si sería en español, entonces iría más rápido al video...Ahora estoy como poquito a poquito...en la tablet, son en español las instrucciones. Pero cuando voy a myStrength, todo sale en inglés...lo que yo digo de ellos es que si estuviera en español el programa, la mayoría de los programas, o sea, en inglés y en español, sería maravilloso. (But when I entered myStrength, everything is in English...because, as I told you, if it would be in Spanish, then I would go faster to the video...Right now I’m like little by little...on the tablet, the instructions are in Spanish. But when I go to myStrength, everything comes out in English...what I say about them is that if the program were in Spanish, most of the programs, that is, in English and Spanish, it would be wonderful.)

When thinking about mental health technology beyond myStrength, important aspects for participants were that the data should be kept private (20/28, 71%), the app would be free (20/28, 71%), and the app would not have a negative effect on their device, such as draining their battery (19/28, 68%).

Continued Use of myStrength: 8-Month Follow-up

Eight months after the program and staff support ended, 16 (53%) of the 30 participants completed the follow-up survey. During the program, participants overall had a positive experience with myStrength, reported high use, and reported that they were more likely to use technology to support their well-being; only 1 participant reported that they were still using myStrength at the time of the follow-up survey, even though participants still had free access to the platform. Furthermore, 75% (12/16) of the participants reported that they experienced technical issues that prevented them from continuing to use myStrength. Technical issues included forgetting how to use a tablet, smartphone, or computer and not knowing how to log back into the platform after being logged out. In addition, 19% (3/16) of the participants also reported significant life events, such as illness or injury, contributing to nonuse. Although 50% (8/16) participants reported that they intended to use myStrength again in the future, 44% (7/16) of participants also indicated that ongoing support would make it much easier to use myStrength.
of DMHIs in older adults may depend on the presence of intensive and ongoing support. In addition, this support may have benefits for both sustaining engagement and alleviating social isolation.

To ensure that this resource-rich support is sustainable, it is important to assess support needs and build wrap-around services around DMHIs for older adult populations. For example, there may be an opportunity to build and maintain close partnerships with local agencies that already work closely with older adult communities, such as home nursing services.

The facilitating factor of personal guidance is widely known in the digital mental health literature, and guided DMHIs typically have higher engagement than unguided DMHIs. For example, 2 studies that evaluated a self-guided DMHI found that participants regularly forgot to use the intervention [41,42]. In contrast, studies that compared versions of an intervention with and without guidance (in the form of emails, phone calls, or text reminders by a human coach) found that guided use increased user engagement [43-45]. In addition, prior studies found that participants preferred whether an intervention was integrated into therapy or an existing program rather than being offered as a standalone tool [43,46,47].

However, human support is resource intensive and may not always be feasible. Therefore, different types of support may be used to address the different types of challenges people experience. For example, for older adults with higher digital literacy, email and text reminders could remind people of the technology at regular intervals; automated reminders have been found to facilitate engagement with the general population and have been experienced positively [16]. In addition, a larger digital literacy initiative may be needed to improve skills in overcoming technical issues, such as formal training classes or more informal walk-in sessions to troubleshoot common technical issues. Digital literacy training in this study increased participants’ confidence in using technology and the likelihood of using technology and may further increase their ability to engage in digital programs. In addition, these classes can provide an opportunity to learn how to use technology beyond a mental health tool, such as communication technologies, to connect with friends and family, which can impact social connectedness. Individual human support can be dedicated to those needing more personalized support or motivating encouragement.

Social Connectedness Beyond DMHIs

Both feelings of loneliness and feelings of being socially isolated significantly decreased from before to after the program. This decrease may indicate that participation in the program reduced social isolation in some participants. Participants indicated that they liked being able to connect with people such as other participants, digital training teachers, county staff, nurses, and promotores during the program, and some even took part in the program because they wanted to help others in improving the option to complete activities in a group setting with other participants [48]. Those who chose to complete activities as a group reported greater social connectedness and improvements in their mental health, compared with those who chose to do the activities on their own.

Given the great value placed on a social component, previous work has recommended that DMHIs should incorporate a feature or ability to connect with others [49]. However, although our study participants did consider a social component to be important when considering mental health technologies, these interactions may not necessarily have to be through the DMHI: participants in our study also valued being able to connect with others through the program and the digital literacy classes by connecting with staff members and loved ones by learning communication technologies such as WhatsApp and Zoom. This indicates that different types of social connections may be important: connections with other community members who may or may not have shared mental health experiences, connections with family and friends, and connections with supporting staff.

Future digital mental health programs could host sessions where participants may be able to meet others taking part in the program and connect with others and may focus their digital literacy initiatives on teaching skills on how to connect and communicate with loved ones.

Endorsement and Outreach by Community Partners

Our study also revealed the importance of collaborating with community partners who have a close relationship with the community to get a digital mental health program that starts with older adults. Participants primarily indicated that they became aware through word of mouth and decided to participate because they trusted the person who recommended it to them. Efforts to recruit and engage participants without the assistance of partners were largely ineffective. For instance, promotores helped recruit almost all Spanish-speaking older adults, whereas other partners were instrumental in recruiting English-speaking older adults. This finding is consistent with prior work that highlighted that community-based partnerships can be crucial for populations who may face barriers to accessing care [50]. For example, a previous case study with older adults indicated that social workers could be suitable community partners because of their strong commitment to improve services for older adults, direct practical experience with barriers to care, and their skills for building collaborative relationships [51].

Promotores may have also played an important role in engaging Spanish-speaking participants throughout the program, as they have the cultural sensitivity and experience of the community. There is a need for mental health programs to be culturally appropriate [52], which ideally includes cultural vetting of recruitment, professional staff, and program materials. The fact that not all parts of myStrength were available in Spanish may have formed a barrier for Spanish-speaking participants in our study to fully engage with the platform. Nevertheless, an exploratory study in Marin County found that older adults still preferred myStrength over other mental health products, notably given the lack of suitable alternatives. This highlights the need to develop mental health programs that address the diverse...
cultural and linguistic backgrounds of the underserved communities.

Technology adoption is often influenced by the beliefs and recommendations of people close to the user, such as family, friends, or health providers [53]. This may be especially true for an older adult population who may have had little exposure to technology and may lack a mental model of what digital mental health entails. Digital mental health is a novel concept: it may be difficult to explain a digital mental health program to people who have little prior experience with technology and for them to envision how a mental health app may work. Therefore, participants may have been less likely to participate if it was advertised as a digital mental health program without endorsement from the people they trusted. Partnering with local organizations that have already established trust in communities can help reach specific populations.

Community partners can further play an important role in sustained engagement, as indicated by the finding that a large number of the participants discontinued myStrength after the program and support had ended. There may be opportunities in the future to make this type of support and community engagement an essential part of future staff job roles. In addition, prior work with a vulnerable youth population recommended integrating mental health services into services that youth are already receiving, such as schools [50]. There may be an opportunity to integrate aspects of a digital mental health program into existing home and community services that older adults are already receiving.

**Limitations**

One limitation of our study pertains to missing data as not all participants completed each survey or survey question. Engaging older adults in research activities is a known challenge [54], and participants in our study at times could be overwhelmed by various program activities. Future programs should take this into consideration and keep survey instruments as brief as possible and offer different methods to complete surveys and interviews, for example, on the web, over the phone, or when possible, in person.

In addition, most of the participants were female. Men are often underrepresented in older adult health research programs, and future efforts may need to tailor recruitment strategies to increase male participation, for example, by featuring men in promotional material [55].

The digital mental health program studied in this paper was particularly focused on isolated (eg, geographically, culturally, and socially) older adults in specific communities with little access to mental health resources; therefore, caution must be exercised when generalizing the results. That said, we expect our findings to generalize to isolated older adults with low digital literacy.

The program offered staff support and myStrength to all participants and there was no comparison group. We did not know if the participants would have experienced similar benefits in the absence of this intervention.

Finally, this study was conducted during the COVID-19 pandemic, which may have exacerbated the level of isolation. It also added the challenge of providing support and digital literacy training remotely when participants were already struggling to get on the web in the first place. Future programs may offer in-person classes and provide more in-person support.

**Conclusions**

DMHIs have the potential to improve mental health among older adults; however, factors such as low digital literacy and lack of support can form a barrier to starting and sustaining engagement. We found that ongoing support (eg, technical support, guided support, and social support) not only may be important from an implementation perspective to retain people in a digital health intervention but also may be more crucial in improving people’s experience and supporting their mental health than the technology itself. Having a social component and being able to participate in a program with other people may address loneliness and motivate people to enroll in a program that can help them stay connected with family and friends and improve their technical skills.

Future research should keep this in mind and provide a social support component, whenever possible. For example, web-based Zoom sessions can be held to connect with others using the platform, or a DMHI can provide the option to provide individual support and guidance from staff or coaches.
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Abstract

Background: Excessive stress is a major global health concern, particularly in young adults. Short skills-focused self-guided interventions (SGIs) on smartphones are a scalable way to improve stress-coping skills at the population level.

Objective: In this randomized controlled trial, we aimed to examine the possible efficacy of a recently developed stress-coping SGI (Intellect) in improving psychological distress, relative to an active control group and 2 potential moderators of this predicted relationship (ie, psychological mindedness [PM] and coping self-efficacy [CSE]).

Methods: University students (N=321) were randomly assigned to either an 8-day SGI on stress-coping or an active control group. Self-reported measures were obtained at baseline, after the intervention, and at the 1-month follow-up. The primary outcome was psychological stress (Psychological Stress Measure-9). Secondary outcomes were anxiety (Generalized Anxiety Disorder-7) and depressive symptoms (Patient Health Questionnaire-9). PM and CSE were assessed as potential moderators at baseline.

Results: The final sample (n=264) included 188 (71.2%) female, 66 (25%) male, 7 (2.7%) nonbinary, and 3 (1.1%) others participants with a mean age of 22.5 (SD 5.41) years. The intervention group reported significantly lower perceived stress (partial η²=0.018; P=.03) and anxiety (η²=0.019; P=.03) levels after intervention relative to the active control group. The effects on perceived stress levels remained statistically significant at the 1-month follow-up (η²=0.015; P=.05). Students with the lowest CSE and highest PM experienced the fastest decline in perceived stress levels (β=6.37, 95% CI 2.98-9.75). Improvements in anxiety levels were not observed at 1-month follow-up. Similarly, no intervention effects were found for depression levels at postintervention and follow-up periods.

Conclusions: This study provides evidence that the Intellect stress-coping SGI is effective in reducing perceived stress and anxiety levels among university students. Mobile health apps are brief, scalable, and can make important contributions to public mental health.

Trial Registration: ClinicalTrials.gov NCT04978896; https://www.clinicaltrials.gov/ct2/show/NCT04978896

(JMIR Form Res 2022;6(12):e40723) doi:10.2196/40723
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Introduction

Background

Psychological stress occurs when one’s perceived demands exceed one’s perceived capacity to cope [1,2]. Excessive and prolonged stress can have multiple negative health effects, including heightened risk of obesity [3], impaired working memory [4,5], and cardiac arrest [6]. Adverse stress effects on mental health are also common, including an increased risk of depression and anxiety [7], insomnia [8], and psychosis [9]. Excessive stress is widely recognized as a major health burden.
Young adults and late adolescents are at particular risk of experiencing heightened stress levels owing to life transitions from childhood to adulthood and taking on new responsibilities [11,12] or uncertainties relating to career prospects [13]. Equipping young adults with effective stress-coping skills is a viable attempt to lower the public burden of excessive stress [9]. Digital tools such as mobile health (mHealth) apps are likely going to play an increasingly important role in public mental health [14].

Self-guided interventions (SGIs) on smartphones are easily accessible, affordable, flexible, and convenient to use [15]. SGIs can also promote well-being and prevent illness by equipping individuals with the skills to address minor stressors before they evolve into larger problems [16]. Various randomized controlled trials (RCTs) have examined the efficacy of SGIs on mental health outcomes [17], and meta-analyses have confirmed that SGIs can improve symptoms of anxiety and depression across age groups [18,19]. A recent meta-analysis by Linardon et al [20] specifically found that SGIs were efficacious in reducing stress levels. However, the effect sizes for most interventions on stress (Hedges \( g = 0.35 \)), anxiety, and depression were rather small (Hedges \( g = 0.19-0.21 \)) and inconsistent across studies [18,19]. Although many SGIs are freely available on smartphones, only a few are supported by theoretical and empirical data [21]. In a review of 62 stress management SGIs [22], a quarter of them did not use any evidence-based stress reduction strategies. These results correspond to a separate review of 60 stress-coping SGIs whereby a third of them either failed to provide any empirical strategies or delivered a different strategy than that stated in its description [23]. In both reviews, most of the remaining SGIs focused on momentary breathing and mindfulness exercises, which produced short-term modest effects on stress and anxiety levels. Only a minority of SGIs involved evidence-based interventions such as cognitive behavioral therapy (CBT) [21,23]. Indeed, the meta-analysis by Linardon et al [20] found substantially larger effect sizes for SGIs that involved CBT-based practices compared with waitlist control group. These CBT-based effects on stress, anxiety, and mood were also superior to alternative interventions and could be strengthened when combined with brief professional guidance within the mHealth app. The same authors also concluded that research on the overall efficacy and dissemination of evidence-based SGIs is in its infancy because of the small number of studies, especially those involving younger adults (ie, 5 studies). In addition, the meta-analysis by Linardon et al [20] highlighted methodological problems with RCTs involving stress-coping SGIs, such as high risk of bias and lack of follow-up data.

Furthermore, very little is known about who benefits the most from stress-coping SGIs [24]. Previous authors were unable to analyze any moderators of web- and computer-based stress interventions owing to the “lack and inconsistency of information provided by the [reviewed] studies” [25]. To our knowledge, only Coudray et al [26] evaluated moderators in a sample of 920 college students and found that those with lower perceived present control (ie, aspects of stressors perceived to be controllable in the present) experienced significantly greater reduction in stress after 1 to 3 weeks of web-based stress management interventions compared with those with higher perceived present control. The authors concluded their findings by encouraging similar research on moderators using diverse samples. A potential moderator that may influence the efficacy of CBT-based SGIs on mental health outcomes is coping self-efficacy (CSE). CSE refers to one’s confidence in coping strategies [27], particularly in times of hardship [28,29] and threat [30]. Slightly different from perceived control, which refers to one’s perception of the availability of any effective response, CSE describes one’s confidence in their ability to actually effect that response [31]. Some RCTs have found CSE to be a mediator of the relationship between CBT-based SGIs and improved stress, anxiety, and depression outcomes [32-34], but researchers are less clear about CSE as a moderator. For instance, individuals with higher perceived confidence in coping with stressors were expected to maximize their gains from CBT-based treatments [35], or similar to the findings on perceived present control, it is also possible for individuals who perceive that they need more help with coping have higher motivation to benefit from using a CBT-based SGI, relative to those with higher CSE. Another potential moderator of the relationship between CBT-based SGI and outcomes is psychological mindedness (PM). PM refers to one’s predisposition to be aware of, assess, and reflect on one’s mental states and behaviors cognitively and emotionally [36,37]. Self-reflective practices within CBT were involved in improving depression symptomatology in depressive disorders [38], anxiety disorders [39], and social phobia [40], as it is thought to enhance individuals’ abilities and frequency in self-monitoring and self-evaluating their cognitions, emotions, and behaviors. Despite PM being central to the successful practice of CBT [41], very little is known about the differences in an individual’s capacity for self-reflection and insight that could moderate the efficacy of the modality [36,42]. Wiles et al [43], for example, did not find PM to be a treatment moderator in CBT, although they acknowledged that their small sample size was inadequate for testing interaction effects. Some studies have recommended higher initial levels of self-reflection and insight that may predict faster responses to CBT as potential avenues for future research [36,42]. These authors speculated that metacognitive processes such as higher PM might predispose an individual’s capacity to appreciate and understand the cause-and-effect concepts of CBT-based techniques. As CBT principles are often adopted by evidence-based SGIs, it would be interesting to test how initial levels of PM can influence CBT-based therapy outcomes, as it would allow personalizing CBT-based SGI and optimizing treatment outcomes.

**Objectives**

Using a randomized controlled design, we examined the possible efficacy of a recently developed CBT-based stress-coping SGI in the mHealth app (Intellect) on a sample of Singaporean university students compared with an active control group. We first hypothesized that participants in the intervention group (stress SGI) would report lower perceived stress than the active control group after the intervention. Although the effects of self-guided CBT interventions for stress coping are typically small, we predicted possible gains for the intervention group to be maintained at 1-month follow-up, in line with related RCTs.
that also found small effects present at follow-up assessments [44,45].

Second, we predicted that participants in the intervention group would report lower anxiety and depressive symptoms than the active control group after the intervention. Third, we hypothesized that users with higher levels of PM and CSE would experience the greatest reduction in perceived stress levels. As studies have shown that individuals who benefited most from stress interventions typically also experienced greater improvement in anxiety and depressive symptoms [46], we also predicted that this moderation effect by CSE and PM also applies to secondary outcomes.

Methods

Study Design

This study was an RCT with two groups: (1) an 8-day stress-coping self-guided program (intervention group) and (2) an 8-day cooperation self-guided program (active control group). A 2 × 3 mixed factorial experimental design was used with condition (intervention vs active control) as a between-group factor and time of assessment (baseline vs postintervention vs 1-month follow-up) as a within-group factor. The primary dependent variable measured was perceived stress levels. The secondary dependent variables were depression and anxiety levels. The CSE and Psychological Mindedness Scale (PMS) were also used for independent moderation analyses.

Recruitment and Study Participants

A total of 321 participants were recruited through the Psychology Department’s Research Participation Programme and the university’s research recruitment platform. Recruitment posters comprising the study procedures, inclusion criteria, and reimbursement for participation were distributed on the web and among the faculty. Of the 321 participants, 46 (14.3%) participants were excluded owing to withdrawal and failing data quality checks, whereas 3 (0.9%) participants were lost to follow-up (Figure 1). Of the 321 participants, the final sample of 264 (82.2%) participants was predominantly female (188/264, 71.2%), with a mean age of 22.45 (SD 5.41; range 18-59) years. All the participants were undergraduate students who were able to read and understand English. Elevated perceived stress was not a requirement for inclusion. Participants also received either course credits or monetary reimbursement for their participation.

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flowchart. SGI: self-guided intervention.
Power Calculation

Most studies that investigated app-based stress-coping programs found small to moderate effect sizes for the primary outcome measures of stress, mood, and anxiety [47]. Subjecting a small effect size of Cohen \( f = 0.1 \), an \( \alpha \) level of .05, and a power of 0.9 to G*Power revealed a minimum sample size of 214. Web-based studies are prone to attrition, and in line with similar studies, we expected 30% to 50% attrition rate [47,48] and considered that 10% of the questionnaire data may be inconsistent or invalid as commonly found in web-based survey studies [49]. Thus, we aimed to recruit 321 participants.

Procedure

Participants signed up for the study on the university’s recruitment sites via a link that directed them to the web-based survey platform hosted on Qualtrics (SAP America Inc). Upon consenting to the web-based Participants Information Sheet, participants completed the primary outcome measure on perceived stress (Psychological Stress Measure [PSM]; PSM-9), secondary outcome measures on mental health (Patient Health Questionnaire [PHQ]; PHQ-9 and Generalized Anxiety Disorder [GAD]; GAD-7), CSE (Coping Self-Efficacy Scale [CSES]), PMS, and demographic information.

Next, participants were randomly assigned to either the intervention or active control condition using simple randomization procedures through the Qualtrics software. They were not informed about the conditions they were allocated to and the real nature of the study. Instead, they were informed that the study would examine the efficacy of SGIs in promoting well-being. They were then guided to download the mHealth app Intellect on their personal smartphones from the Apple App Store (Apple Inc) or Google Play Store (Google LLC). According to their assigned conditions, a number code was provided to them to unlock the app. Participants in the intervention condition participated in the 8-day stress-coping program, whereas those in the active control condition took part in the 8-day cooperation learning program. Both programs involved fulfilling a series of tasks aimed at improving well-being. This included content education and short daily activities, averaging 5 minutes. To promote adherence to the study, standardized daily reminders to complete the program were sent via SMS text messages by the researcher to participants. Participants were only allowed to proceed onto the next page of the app after they had completed the preceding exercises. It was expected that every participant would complete all the self-guided daily activities. All the participants were instructed to refrain from using any other SGIs that affect well-being other than the given SGI throughout the entire duration of the study, lasting from the beginning until the end of the 1-month follow-up. This minimized the potential confounding effects.

Upon completion of the 8-day program through technical verification, participants received a survey link to complete the outcome measures and the App Engagement Scale (AES). A month after the completion of the SGI, participants were provided with a survey link to complete the outcome measures. Reimbursement was given upon completion of the postintervention measures with either 3 course credits or Singapore $10 (US $7.5) and after 1-month follow-up measures with an additional 1 course credit or Singapore $5 (US $3.75). University students intending to major in psychology were required to collect a minimum of 28 course credits over the course of an academic year. After the follow-up assessment, participants in the active control group were also given access to the stress-coping SGI.

Interventions

Stress-Coping Program

This was an 8-day program that provided psychoeducation on the negative effects of stress and effective stress management skills. Table 1 provides an overview of the 6 topics and content covered. Guided by the principles of CBT, the program helped users to identify and change unhelpful thought patterns and behaviors related to stress. Participants engaged in a series of daily exercises involving reflection and mindfulness, and they were guided to identify and type down their stressors, negative thoughts associated with the stressors, and positive affirmations. Participants were also taught breathing exercises and encouraged to practice them (Table 1 presents an overview of the program).
Table 1. Overview of stress-coping program.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Content</th>
</tr>
</thead>
</table>
| Topic 1: How stress affects the body | • Be able to identify personal stressors  
• Understand the difference between internal and external stressors |
| Topic 2: Saying “no” to burnout | • Understand the impact of stress on well-being  
• Understand and identify emotional, physiological, and behavioral signs and symptoms of stress |
| Topic 3: Learning to manage stress | • In-depth introduction of stress  
• Understand that stress can be healthy if kept at manageable levels |
| Topic 4: Self-care of the mind | • Understand that internal stressors are self-induced feelings and thoughts  
• Be able to identify negative thoughts that lead to stress  
• Develop skills to challenge negative thoughts  
• Develop skills to engage in positive affirmation |
| Topic 5: Self-care of the body | • Understand that external stressors are events or situations caused by the environment  
• Understand the importance of prioritizing one’s own well-being in stressful situations that cannot be controlled  
• Develop skills in communicating negative feelings in stressful situations  
• Be able to manage stress with the help of deep breathing exercises |
| Topic 6: Continuing daily self-care | • Recap of the entire learning path and key information in each learning session |

Cooperation Learning Program

The 8-day program on cooperation functioned as the active control group. This program provided psychoeducation through 5 topics for participants to understand and improve collaboration and interpersonal relationships. Short quizzes and feedback-giving exercises were included (Table 2 provides an overview of the program). The duration of the cooperation SGI matched the stress SGI in terms of time and effort required to complete the program.

Table 2. Overview of cooperation program.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Content</th>
</tr>
</thead>
</table>
| Topic 1: What is “cooperation”? | • Be able to identify personal preferences to cooperation  
• Understand the differences between cooperation and conformity |
| Topic 2: Focusing on the bigger picture | • Cultivate awareness of collective goals  
• Be able to identify possible strengths in a team member that can propel toward the collective goal  
• Be able to identify possible weaknesses in a team member that can hinder team efforts |
| Topic 3: Understanding group dynamics | • In-depth introduction of group dynamics  
• Be able to identify the correct scenarios that support or threaten group dynamics |
| Topic 4: Building positive relationships | • Understand that healthy relationships, which strengthen group dynamics, are important drivers toward attaining team’s objectives  
• Learn 2 methods that can build empathy and trust to improve group relationships: support and feedback  
• Offering support: develop skills to manage tone, body language, and learn a set of encouraging words  
• Offering support: identify ways to empower team members’ strengths and to cover each other’s weaknesses or blind spots  
• Providing feedback: in-depth introduction of the many ways one can provide constructive feedback to team members |
| Topic 5: Learning to work together | • In-depth recap of the entire learning path and key information in each learning session |

Measures

Primary Outcome Measure

PSM-9 [50,51] measures the affective, cognitive, behavioral, and somatic components of psychological stress. This is a 9-item self-report measure using an 8-point scale (ranging from 1=“Not at all” to 8=“Extremely”). Some examples of the items include “I feel calm” and “I feel a great weight on my shoulders.” As the midpoint of this scale is 4=“A bit,” an overall score of ≥36 on this measure would indicate that the overall sample is at elevated stress. Higher total scores reflect more stress symptoms. The PSM-9 has an acceptable internal consistency with Cronbach α ranging from .74 to .78 in this study.
Secondary Outcome Measures

Patient Health Questionnaire

PHQ-9 [52,53] is a widely used 9-item measure of depression symptoms. The PHQ-9 was included in this study as stress symptoms often include low mood and depression. Items are scored on a 4-point scale (ranging from 0=“Not at all” to 3=“Nearly every day”), with higher scores indicating more depressive symptoms. The total score of the PHQ-9 ranges from 0 to 27, with scores of 5, 15, and 20 indicating the cutoff points for mild, moderate, and severe depression, respectively [53]. The internal consistency of PHQ-9 in this study was very good with Cronbach α ranging from .86 to .88.

Generalized Anxiety Disorder

GAD-7 [54] is a 7-item self-report instrument that measures symptoms of generalized anxiety. We included the GAD-7 because general anxiety is associated with heightened stress levels. Similar to the PHQ-9, it uses a 4-point scale (ranging from 0=“Not at all” to 3=“Nearly every day”), with higher scores indicating more severe symptoms. Mild, moderate, and severe anxiety were indicated by scores ranging from ≤9, 10-14, and 15-21, respectively [55]. The internal reliability of the GAD-7 in this study was excellent with Cronbach α ranging from .90 to .91.

Coping Self-Efficacy Scale

CSES [28] is a 26-item scale that assesses perceived self-efficacy for coping with threats and challenges. Items include “Keep from feeling sad” and “Resist the impulse to act hastily when under pressure.” An 11-point scale was used (0=“Cannot do at all”; 5=“Moderately certain can do”; 10=“Certain can do”), with higher scores reflecting a stronger belief in one’s coping abilities. In this study, CSES possessed an excellent internal consistency of Cronbach α=.90.

Psychological Mindfulness Scale

PMS [37] measures an individual’s ability to reflect on psychological processes, emotional processing, and interpersonal relationships. The PMS is a 45-item self-report instrument consisting of items such as “I often find myself thinking about what made me act in a certain way” and “I am sensitive to the changes in my own feelings.” It uses a 4-point scale to score items (1=“Strongly disagree”; 4=“Strongly agree”). Higher total scores indicated higher levels of PM. The PMS produced a good internal consistency of Cronbach α=.84 in this study.

App Engagement Scale

The AES [56] assesses the degree of app engagement, which was included to assess whether both groups were equally engaged in the SGIs. This 7-item scale uses a 5-point Likert scale (ranging from 1=“Strongly disagree” to 5=“Strongly agree”). The scale had good internal reliability in this study, with a Cronbach α=.85. App engagement was predictive of positive outcomes on measures of mood and anxiety [57].

Statistical Analyses

Data Screening

Incomplete responses were excluded from the study. Following the multiple hurdles approach by Curran [58], the most likely invalid data were sequentially identified in 2 steps and removed. First, submissions with an overall response time of <800 seconds were flagged, as it indicated that participants sped through the questionnaire and downloading the app, suggesting that they may not have participated properly. The subsequent checks confirmed whether the flagged responses were invalid. Next, data with strings of identical responses (eg, selecting “agree” to all items) for the entire scale of any of the self-report measures were excluded. Subsequently, several attention checks were used in the self-report scales [58]. For example, in the PSM-9, items 1 and 6 were reverse-coded. A contradiction was detected in the participants’ self-report if responses to these 2 items were congruent with the other items on the scale [51]. Similarly, in PMS, responses to items 5 and 23 should be similar to each other but opposite to that of item 35 [37]. Contradictory responses were considered invalid and were subsequently removed. Importantly, removing these responses did not change any outcomes significantly. All statistical analyses were performed using IBM SPSS Statistics (version 25.0, IBM Corp). Data were first visually inspected using scatter plots and histograms to examine the distribution of the data and identify significant outliers. Visual inspection of these data revealed a normal distribution within an acceptable range of skewness and kurtosis (all values between −1 and 1), in accordance with the guidelines of Kline [59]. In addition, 5 outliers (ie, participants who reported data further than 2.5 SDs from the mean) were removed before the analyses [60,61]. Independent 2-tailed t tests and chi-square tests were used to examine any baseline differences of all demographic and dependent variables between the intervention and control groups. Should group differences of these variables emerge, they would be controlled for in the statistical comparisons.

Main Analyses

Analysis of covariance (ANCOVA) examined changes at postintervention and follow-up periods between the intervention and active control groups. ANCOVA is the recommended analysis for inferential testing of intervention effects [57], as it controls for baseline scores to ensure that group differences are due to intervention effects [62]. The α level was set at P<.05. Partial eta–squared (ηp²) was the effect size reported for ANCOVA, whereas eta-squared (η²) was the effect size reported for 2-tailed t tests and ANOVA. Guidelines by Cohen [63] for eta-squared were used, whereby 0.01 to 0.05 indicates small effect, 0.06 to 0.13 indicates moderate effect, and 0.14 indicates large effect.

Moderation Analyses

Finally, double moderation analyses were conducted using Hayes PROCESS (version 4.0, IBM Corp, macro Model 2; Figure 2) [64]. A total of 6 separate models were conducted. The first 3 models used the primary (ie, PSM-9) and secondary outcome measures (ie, GAD-7 and PHQ-9) as dependent variables after the intervention. The remaining 3 models used the same outcome measures as dependent variables at follow-up. Each model ran a multiple linear regression double moderation analysis to examine the moderating effects of CSE and PM on the relationship between condition (intervention and control) and PSM-9 or PHQ-9 or GAD-7 at postintervention or follow-up.
period. All analyses were conducted with the respective outcome measures before the intervention as covariates. Each moderator level was determined by the SD value of 1 from the mean. CIs were set at 95%, with 5000 bootstrap iterations to assume normality [65].

**Figure 2.** Hypothesized relationships with coping self-efficacy and psychological mindedness as independent moderators of the direct effect of self-guided intervention on mental health outcomes.

**Ethics Approval**

Ethics approval to conduct the study was obtained from the Institutional Review Board of the National University of Singapore (NUS-IRB-2021-85). The study was preregistered with ClinicalTrials.gov (NCT04978896). All the participants provided electronic consent before participating in the study. Data collection took place in an entirely web-based setting, and all user data were deidentified before any analyses.

**Results**

**Participants**

The descriptive statistics for both groups are presented in **Table 3**. Independent 2-tailed t tests and chi-square tests did not find any significant differences in age, sex, and baseline scores for PSM-9, PHQ-9, GAD-7, CSES, and PMS (all $P > .05$) between groups. Participants in both conditions did not show any significant differences in their degree of engagement with their SGIs ($P > .05$) as measured with the AES. The mean scores for the whole sample’s characteristics were as follows (PSM-9: mean 37.78, SD 9.58; PHQ-9: mean 7.07, SD 5.27; GAD-7: mean 6.60, SD 4.57; CSES: mean 142.9, SD 42.2; and PMS: mean 126.2, SD 10.5), indicating that the average student was mildly distressed, depressed, and anxious.

**Table 3.** Descriptive statistics for demographics and outcome variables by condition (n=264).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intervention condition (n=135)</th>
<th>Active control condition (n=129)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.88 (6.26)</td>
<td>22.00 (4.34)</td>
<td>.19</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>Female</td>
<td>94 (70.1)</td>
<td>94 (72.9)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>38 (27.7)</td>
<td>28 (21.7)</td>
<td></td>
</tr>
<tr>
<td>Nonbinary</td>
<td>3 (2.2)</td>
<td>4 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>0 (0)</td>
<td>3 (2.3)</td>
<td></td>
</tr>
<tr>
<td>PSM-9$^a$, mean (SD)</td>
<td>38.5 (9.72)</td>
<td>37.0 (9.40)</td>
<td>.19</td>
</tr>
<tr>
<td>GAD-7$^b$, mean (SD)</td>
<td>6.81 (4.62)</td>
<td>6.37 (4.52)</td>
<td>.43</td>
</tr>
<tr>
<td>PHQ-9$^c$, mean (SD)</td>
<td>7.35 (5.11)</td>
<td>6.78 (5.44)</td>
<td>.38</td>
</tr>
<tr>
<td>CSES$^d$, mean (SD)</td>
<td>139.5 (45.1)</td>
<td>146.5 (38.9)</td>
<td>.18</td>
</tr>
<tr>
<td>PMS$^e$, mean (SD)</td>
<td>125.6 (10.4)</td>
<td>126.9 (10.7)</td>
<td>.31</td>
</tr>
<tr>
<td>AES$^f$, mean (SD)</td>
<td>27.5 (3.30)</td>
<td>27.2 (3.68)</td>
<td>.56</td>
</tr>
</tbody>
</table>

$^a$PSM-9: Psychological Stress Measure-9.
$^b$GAD-7: Generalized Anxiety Disorder-7.
$^c$PHQ-9: Patient Health Questionnaire-9.
$^d$CSES: Coping Self-Efficacy Scale.
$^e$PMS: Psychological Mindedness Scale.
$^f$AES: App Engagement Scale (collected after intervention).
Outcome Evaluations

The mean values of the outcome measures are listed in Table 4. The intervention group reported significantly lower perceived stress levels at postintervention and follow-up periods compared with the active control group. The small effect sizes were between 0.015 and 0.019. This indicated that the stress-coping SGI was moderately more effective than the cooperation SGI (control) in reducing perceived stress over time. The intervention group also reported significantly lower anxiety levels than the active control group regardless of the level of PMS, participants who began the intervention and active control groups for depressive symptoms at the 2 time points.

For the ANCOVA results (controlling for all baseline measurements) at postintervention period, the time × group interaction exhibited significant differences for PSM-9 \((F_{1,261}=7.16; P=.008)\) and GAD-7 \((F_{1,261}=5.86; P=.02)\) but not for PHQ-9 \((F_{1,261}=1.65; P=.20)\). Only the interaction effect for PSM-9 \((F_{1,261}=6.08; P=.01)\) remained significant at follow-up (GAD-7: \(F_{1,261}=7.96; P=.03\); and PHQ-9: \(F_{1,261}=3.24; P=.07\)). Therefore, the main effects on psychological stress scores indicated a significant intervention effect over time.

Table 4. Means (SDs), univariate F values, and effect sizes (ESs) for outcome variables at postintervention and 1-month follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline</th>
<th>Intervention</th>
<th>Control</th>
<th>Postintervention</th>
<th>Control</th>
<th>Postintervention</th>
<th>Follow-up</th>
<th>Control</th>
<th>Follow-up</th>
<th>P value</th>
<th>ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSM-9 (^b)</td>
<td>38.5 (9.72)</td>
<td>37.1 (9.44)</td>
<td>33.7 (9.16)</td>
<td>4.82 (1.261) (F_{1,261}=.03)</td>
<td>.018</td>
<td>33.7 (8.99)</td>
<td>34.8 (9.70)</td>
<td>3.89 (1.261) (P=.05)</td>
<td>.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD-7 (^d)</td>
<td>6.81 (4.62)</td>
<td>6.37 (4.52)</td>
<td>5.95 (4.47)</td>
<td>4.99 (1.261) (F_{1,261}=.03)</td>
<td>.019</td>
<td>5.92 (4.33)</td>
<td>5.90 (4.22)</td>
<td>0.994 (1.261) (P=.76)</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 (^e)</td>
<td>7.35 (5.11)</td>
<td>6.78 (5.44)</td>
<td>5.78 (4.36)</td>
<td>0.613 (1.261) (F_{1,261}=.43)</td>
<td>.002</td>
<td>5.73 (4.23)</td>
<td>6.06 (4.54)</td>
<td>1.80 (1.261) (P=.18)</td>
<td>.007</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)ESs of 0.01=small, 0.06=moderate, 0.14=large [63].

\(^b\)PSM-9: Psychological Stress Measure-9.

\(^c\)Italicized values indicate significant P values at .05.

\(^d\)GAD-7: Generalized Anxiety Disorder-7.

\(^e\)PHQ-9: Patient Health Questionnaire-9.

At the postintervention period, the results revealed a significant effect in the overall moderation model with PSM-9 as the dependent variable and CSES and PMS as moderators (\(R^2=0.39; F_{9,253}=18.3; P<.001\)). Both interaction terms were significant at postintervention period (CSES × condition: \(b=-0.0655, SE=0.0231; t_{263}=-2.83; P=.005\) 95% CI = -0.111 to -0.020 and PMS × condition: \(b=0.181, SE=0.0917; t_{263}=1.97; P=.05\) 95% CI 0.0002-0.362), indicating that these specific conditions must be met for the intervention condition to predict lower psychological stress [66]. The stress-coping SGI significantly predicted lower scores on the PSM-9 at postintervention period in participants who (1) experienced lower CSE and (2) had moderate to high baseline PM (low CSE and moderate PM: \(b=4.56, SE=1.30; t_{263}=3.52; P<.001\) 95% CI 2.01-7.11 and low CSE and high PM: \(b=3.72, SE=1.72; t_{263}=3.71; P<.001\) 95% CI 2.98-9.75). Similarly, the intervention condition significantly predicted lower psychological stress at postintervention period for participants with (1) moderate CSE and (2) moderate to high baseline PM (moderate CSE and moderate PM: \(b=1.91, SE=0.920; t_{263}=2.07; P=.04\) 95% CI 0.0953-3.72 and moderate CSE and high PM: \(b=3.72, SE=1.27; t_{263}=2.92; P=.004\) 95% CI 1.21-6.22). The results are presented in Table 5. Finally, regardless of the level of PMS, participants who began the stress-coping SGI with high SCE did not experience significantly lower psychological stress at postintervention period. These moderation effects were not observed at follow-up, even as the stress-coping SGI group reported significantly lower perceived stress levels at postintervention period (CSE × condition: \(b=-0.0415, SE=0.0241; t_{263}=-1.72; P=.09\) 95% CI -0.0891 to 0.0060 and PMS × condition: \(b=-0.0071, SE=0.0958; t_{263}=-0.740; P=.94\) 95% CI -0.196 to 0.182). A visualization of these interactions is shown in Figure 3.
Table 5. Intervention condition predicts lower psychological stress at each level of the moderators.

<table>
<thead>
<tr>
<th>Coping self-efficacy</th>
<th>Psychological mindedness</th>
<th>t test (df)</th>
<th>β (SE; 95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low (–1 SD)</td>
<td>Low (–1 SD)</td>
<td>1.91 (262)</td>
<td>2.75 (1.44; –0.090 to 5.60)</td>
<td>.06</td>
</tr>
<tr>
<td>Low (–1 SD)</td>
<td>Moderate</td>
<td>3.52 (262)</td>
<td>4.56 (1.30; 2.01 to 7.11)</td>
<td>&lt;.001 a</td>
</tr>
<tr>
<td>Low (–1 SD)</td>
<td>High (+1 SD)</td>
<td>3.71 (262)</td>
<td>6.37 (1.72; 2.98 to 9.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate</td>
<td>Low (–1 SD)</td>
<td>0.075 (262)</td>
<td>.099 (1.32; –2.51 to 2.71)</td>
<td>.94</td>
</tr>
<tr>
<td>Moderate</td>
<td>Moderate</td>
<td>2.07 (262)</td>
<td>1.91 (0.920; 0.095 to 3.72)</td>
<td>.04</td>
</tr>
<tr>
<td>Moderate</td>
<td>High (+1 SD)</td>
<td>2.92 (262)</td>
<td>3.72 (1.27; 1.21 to 6.22)</td>
<td>.004</td>
</tr>
<tr>
<td>High (+1 SD)</td>
<td>Low (–1 SD)</td>
<td>-1.44 (262)</td>
<td>-2.59 (1.79; –6.11 to 0.940)</td>
<td>.15</td>
</tr>
<tr>
<td>High (+1 SD)</td>
<td>Moderate</td>
<td>-0.581 (262)</td>
<td>-0.778 (1.34; –3.41 to 1.86)</td>
<td>.56</td>
</tr>
<tr>
<td>High (+1 SD)</td>
<td>High (+1 SD)</td>
<td>0.719 (262)</td>
<td>1.03 (1.43; –1.79 to 3.86)</td>
<td>.47</td>
</tr>
</tbody>
</table>

aItalicized values indicate significance.

Figure 3. Interactions between SGIs and moderators on psychological stress at postintervention. CSES: Coping Self-Efficacy Scale; PMS: Psychological Mindedness Scale; PSM-9: Psychological Stress Measure; SGI: self-guided intervention. Mean of PMS is 126 (SD 10). Mean of CSES is 145 (SD 40).

Moderation analyses for the secondary measures were not significant. For postintervention and follow-up periods, the interaction terms for both CSE and PM were not significant for both anxiety and depressive outcomes. This means that even as participants in the stress-coping intervention group experienced significantly lower anxiety levels than active control participants at postintervention period, no subgroup of individuals benefited more than the others. Similarly, as there were no significant main effects on anxiety and depressive symptoms at follow-up; there was no moderation effect.

Discussion

Principal Findings

Overview

This study aimed to evaluate the possible efficacy of an 8-day stress-coping SGI compared with an active control in improving perceived stress and well-being levels in a sample of Asian university students. We also examined PM and CSE as factors that may identify people for whom the SGI worked best. Our hypotheses were largely supported, with the intervention group showing significantly greater improvement in perceived stress levels at postintervention and 1-month follow-up periods. In particular, students with low to medium CSE or medium to high PM benefited from significantly lower perceived stress levels after the intervention than other participants. These moderation effects were no longer observed at follow-up, indicating that these subgroups reaped the benefits of the stress-coping SGI faster than others. There were no additional benefits for participants who began the stress SGI with high CSE. In addition, the intervention group reported significantly lower anxiety levels than the active control group after the intervention without any moderation. The SGIs were also perceived to be satisfactory by both groups of participants. Participants were equally likely to continue using the Intellect SGI.
Psychological Stress

Our results extend the previous dearth of research that a CBT-based stress-coping intervention delivered on a mobile-based platform can be effective in reducing psychological stress in Asian university students. Previous studies that have compared CBT-based mobile interventions with waitlist controls have shown similar results. Self-guided CBT programs such as Calm [67], SMART-OP [68], and BioBase [69] previously helped decrease perceived stress in Western college students using an RCT design. Calm, consumer-based mindfulness meditation app that incorporates various CBT techniques, enhanced concentration and present-moment awareness in students using daily mindfulness meditations. This heightened awareness and focus, integrated with an 8-week cognitive training course, and facilitated the development of balanced thinking in the face of stressors [67]. Likewise, student users of the 6-week SMART-OP intervention had access to a variety of cognitive behavioral content, including stress management psychoeducation and cognitive restructuring exercises. These were further complemented with relaxation skills (ie, focused breathing, guided muscle relaxation, and biofeedback challenge) [68]. BioBase delivered a 4-week course with elements of CBT and self-compassion. The course focused on recognizing stressors and increasing one’s perception of control to address them [69]. Comparably, Intellect’s stress intervention comprises very similar CBT-based content. In addition, the stress-coping SGI within Intellect demonstrated the efficacy of such content in reducing perceived stress levels despite reduced exposure (ie, 5 minutes per day for 8 days). Our small effect sizes were also consistent with the effect sizes relative to active controls (g=0.09) presented in the meta-analyses of Linardon et al [20]. To address the lack of follow-up assessments in mental health mobile interventions [20,25], our study found that reduced perceived stress levels were sustained at the 1-month follow-up. This was in line with the few stress SGI studies that also conducted follow-up assessments for up to 6 weeks [69,70].

Anxiety and Depression

Our second hypothesis was partially supported. The stress-coping SGI was effective in reducing anxiety symptomatology among college students only at postintervention. Similarly, a multitude of stress-coping mobile-based interventions have shown reductions in self-reported anxiety [44,71-73] with similar effect sizes (Hedges g=0.07-0.29). However, the length of these interventions was longer, ranging minimally from 2 to 11 weeks [20]. These smartphone interventions used either mindfulness-based practices only [71-73] or both mindfulness and CBT [44]. Regardless of their theoretical orientations, these interventions used relaxation techniques, such as deep breathing and mindful awareness, that are also present in the Intellect stress-coping SGI. These methods previously provided short-term relief from anxiety symptoms [74,75]. Despite its brief content, the Intellect stress-coping SGI reduced anxiety among university students, possibly because of the use of similar relaxation techniques. In contrast, the stress-coping SGI did not reduce the depressive symptoms. This finding contradicted the few CBT-based smartphone interventions reviewed by Linardon et al [20,76-78]. There are several possible reasons for the null findings. First, in comparison with our stress-coping SGI, the course content within these CBT-based interventions ranged from 2 weeks [77] to 2 months [78]. Hence, it is plausible that their content was more exhaustive and also more specifically tailored to address the etiology and maintenance factors of depression [78]. The stress-coping SGI was specifically designed to provide relief from perceived stress symptoms and did not incorporate more diverse content addressing depressive symptoms. Consequently, it is plausible that its efficacy against depressive symptoms would be limited. Second, the efficacies of these interventions were demonstrated against waitlist control [77] or across multiple time points and without a control group [76]. Research has shown that treatment effects of CBT interventions on depressive symptoms were significantly more difficult to detect when there is an active control group [79]. It is conceivable that the use of an active control may have obscured the intervention effect in our study, given that participants in both the intervention group and active control group were significantly less depressed after the intervention (intervention: mean 5.74, SD 4.28; t134=-4.85; P<.001; and active control: mean 5.78, SD 4.47; t128=-3.07; P<.01) relative to baseline (intervention: mean 7.35, SD 5.11; and active control: mean 6.78, SD 5.44). Considering that poor social dynamics was a potential risk factor for depression in college students [80], it is plausible that the active control group improved group dynamics, which may have lowered depression levels. This has been observed in previous studies [81]. However, this conclusion cannot be drawn, as we did not evaluate the efficacy of the cooperation SGI against a waitlist control group. Future studies may shed further light on this hypothesis using a 3-arm RCT with a waitlist control group, a neutral active control group (eg, attention control), and the stress-coping SGI. Interestingly, a few similar interventions have also detected anxiety effects but not depression [82] or depression effects but no anxiety effects [47]. It remains possible that certain stress-focused strategies (ie, relaxation techniques) were more effective in reducing anxiety than depressive symptoms. There were no significant group differences in anxiety or depressive symptoms at the 1-month follow-up. Sharing similar characteristics as our sample, previous RCTs evaluating the efficacy of SGIs with nonclinical participants experiencing mild baseline symptoms generally found small to no effects of app use after intervention [33,83-85]. Bakker and Rickard [33] postulated that these participants may have experienced lower motivation to seriously engage with the app, thus reducing their chances of maintaining psychological benefits.

Moderators

Our third hypothesis was partially supported. CSE and PM emerged as significant moderators, such that students with the lowest CSE and highest PM faced the greatest reduction in perceived stress levels within the intervention condition at postintervention. There were no benefits for participants with low PM and high CSE. In addition, this moderation effect was no longer observed at follow-up. The finding that perceived stress levels improved relatively quicker within this group of university students was not entirely surprising. Individuals with...
a greater propensity for self-reflection and insight were more likely to be aware and thus found it easier to look at their stressors from a distance [36]. Coupled with a deeper motivation to explore the cause of their stressors, these facilitated the use of self-guided CBT strategies to resolve them (eg, reappraisal) [86-88]. McCallum et al [89] also showed that higher levels of PM in psychiatric outpatients were associated with more favorable outcomes in short-term interpretive and supportive therapies. In line with the increasing interest in the nonclinical use of CBT-based self-guided strategies, we found that university students with higher PM reaped faster gains with a CBT-based stress-coping intervention. The finding that individuals with lower CSE also experienced faster gains may be counterintuitive at first. In an RCT that compared the efficacies of 3 different CBT-based SGIs, Bakker et al [47] found that CSE was significantly increased in only 2 of them (ie, MoodKit and MoodMission). Further investigation, however, showed that participants had much lower baseline CSE levels in these 2 samples (152.00 and 154.46, respectively, compared with 169.75 in MoodPism; [56]). Bakker et al [47] did not find any significant group differences in baseline CSE levels. Beyond CBT-based SGIs, other forms of SGIs have also shown potential ceiling effects for CSE, such that a lack of improvement resulted in no mediation of better stress outcomes [90,91]. In comparison to those with high CSE, individuals with lower perceived confidence to destress successfully would naturally be more motivated and invested in seeking additional help [92]. The belief that one could still learn how to cope with stressors of emerging adulthood was also previously suggested to enhance the effectiveness of stress management interventions [93]. Our results suggest that this may be the case. Future studies may further evaluate CSE and PM as factors to optimize treatment delivery for a nonclinical college student population. The finding that CSE and PM did not moderate the efficacy of the stress-coping SGI on secondary outcomes meant that our final hypothesis was not supported. These results were mostly unsurprising, as there was no main effect of the intervention condition on depression at postintervention and follow-up periods and anxiety at follow-up. Other studies have shown that different forms of coping could be distinctly tailored to different mental health outcomes [94]. For example, lower perceived self-efficacy to problem-solving (problem-focused CSE) has been shown to incline one’s need to find ways to destress [92]. Instead, lower perceived self-efficacy to regulate one’s own emotions to the problem (emotion-focused CSE) may then incline one’s own need to seek emotional help and reduce anxiety. A probable reason that perceived stress levels were moderated, but not anxiety and depression, is likely due to the heavy emphasis on problem-solving internal and external stressors throughout the stress-coping SGI. Individuals with a greater capacity for self-reflection may have mostly reviewed their thought processes and behaviors with regard to the sources of their stressors and adapted with the aim of resolving these root causes. This is similar to those who have lower CSE, as they may channel most of their energy toward equipping new skills to manage stress. As the stress-coping SGI in Intellect lacks sufficient emphasis on building emotional resources, we encourage researchers to further evaluate the role of these moderators using alternative CBT-based SGIs.

Strengths and Limitations

The randomized controlled design allowed for causal conclusions [95]. The active waitlist control group also controlled for the effects of attention and other nonspecific factors from the intervention effects, thus strengthening the validity of the results [96]. Finally, significant effects on perceived stress levels at the 1-month follow-up period showed that the stress-coping SGI successfully improved university students’ well-being over a short period. These directly addressed the lack of follow-up measurements as stated in the most recent meta-analyses of mental health SGIs [20,25].

This study had several limitations. First, the actual amount of effort put in to complete the SGI was not controlled for. Data on the duration that participants spent thinking about or practicing the skills learned from the SGI beyond the intervention were not collected. It is plausible that the positive effects could also be explained by other variables that were not assessed during the intervention, such as better campus life or a less stressful curriculum. Second, the actual duration spent on the Intellect app was not collected or controlled for. This is a potentially serious concern, as low adherence and inconsistent engagement with SGIs were previously found to limit their positive effects [97]. However, efforts were made to ensure that the participants completed the app activities properly. Initially, the participants were instructed to complete every daily activity present in their respective SGIs during the intervention period. Intellect SGIs also did not allow the participants to proceed to the next page until they completed the preceding activities. We encouraged maximum adherence through daily text reminders. Importantly, every final participant was technically verified as having completed the activities in their SGI. We acknowledged that it is possible that the participants in the active control group completed the activities in less time and with less care than those in the intervention group, which would threaten the internal validity of our findings. However, both groups did not differ on the subjective AES, which gives some confidence that groups did not differ in their motivation to engage with the SGIs and the time they spent on them [98]. Nonetheless, future studies should control for the time spent on the SGI and evaluate its relationship with SGI outcomes. Third, subjective self-reports are prone to retrospective recall biases [99]. This limits the accuracy of our findings on perceived stress, anxiety, and depressive symptoms given that they vary from time to time. Therefore, our results should be interpreted with caution. Given that the FSM-9 asked for self-reported psychological stress over the last 4 to 5 days, we are less able to infer whether the stress-coping SGI could ecologically reduce perceived stress among university students without the implementation of momentary assessments. To further strengthen the reliability of these findings, future studies can use daily diary methods to evaluate the real-time efficacy of mobile interventions on university students’ well-being [100]. In place of self-reports, recent studies have recommended behavioral or physiological measures to objectively assess stress symptoms [101]. This method would also reduce the risk of recall bias and enhance the validity of our findings. Fourth, the study design only compared the intervention group with an active control group. The absence of a waitlist control condition prevented the
exclusion of the possibility of third variables contributing to the findings, which can be addressed in future studies by including a waitlist control alongside an active control. Fifth, the absence of long-term follow-up assessments (eg, 3 or 6 months) makes it difficult to deduce whether improvements can be sustained over time. Therefore, our study could not evaluate the possible long-term benefits on symptoms of chronic stress. Finally, this study has limited external validity for the student population at large, as our sample contained mainly female students from Singapore with slightly elevated stress, anxiety, and depression levels. Therefore, our positive findings on perceived stress and anxiety symptoms may be generalized to the Western student population or clinical samples. Future researchers may consider replicating our findings with a more diverse college sample while administering even longer-term follow-up assessments.

Conclusions

In conclusion, this RCT found evidence for an 8-day stress-coping SGI in improving perceived stress and anxiety levels among Asian university students. The effects on perceived stress levels were sustained at 1-month follow-up, but not for anxiety, thus giving some confidence that a brief, time-limited, and CBT-based SGI can maintain its gains on perceived stress. However, depressive symptoms did not decrease. Students with lower CSE and higher PM experienced reduced stress faster than other students in the CBT-based SGI intervention group. The identification of these moderators can optimize the outcome and treatment delivery of such stress-coping mobile apps. Our findings are useful, given the potential for scaling up such easily accessible, and brief interventions. Several limitations were noted, including the lack of ecological momentary assessments to capture perceived stress more accurately, longer-term follow-up measures to evaluate sustainability of gains, and more diverse samples to evaluate transferability of the findings.
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Abstract

Background: Cannabis misuse in young adults is a major public health concern. An important predictor of continued use is cannabis craving. Due to the time-varying nature of cravings, brief momentary interventions delivered while cravings are elevated may improve the use of strategies to cope with cravings and reduce cannabis use.

Objective: The goal of this manuscript is to describe a formative study to develop coping strategy messages for use in a subsequent intervention.

Methods: Young adults (aged 19-25 years; n=20) who reported using cannabis >10 of the past 30 days recruited via social media participated in this formative study. Participants rated an initial set of 15 mindfulness and 15 distraction coping strategies on a scale from 1 to 4 (very low degree to very high degree) for clarity, usefulness, and tone. They also provided comments about the content.

Results: Participants found the initial distraction messages slightly clearer than mindfulness (mean 3.5, SD 0.4 and mean 3.4, SD 0.4, respectively), both were comparable in tone (mean 3.2, SD 0.5 and mean 3.2, SD 0.4, respectively), and mindfulness messages were more useful than distraction (mean 3.0, SD 0.5 and mean 2.8, SD 0.6, respectively). Of the 30 messages, 29 received a rating of very low or low (<2) on any domain by >3 participants or received a comment suggesting a change. We revised all these messages based on this feedback, and the participants rated the revised messages approximately 2 weeks later. Participants earned US $10 for completing the first and US $20 for the second survey. The ratings improved on usefulness (especially the distraction items) with very little change in clarity and tone. The top 10 messages of each coping type (mindfulness and distraction) were identified by overall average rating (collapsed across all 3 dimensions: all rated >3.0). The final items were comparable in clarity (distraction mean 3.6, SD 0.4; mindfulness mean 3.6, SD 0.4), tone (distraction mean 3.4, SD 0.4; mindfulness mean 3.4, SD 0.4), and usefulness (distraction mean 3.1, SD 0.5; mindfulness mean 3.2, SD 0.5).

Conclusions: The inclusion of end users in the formative process of developing these messages was valuable and resulted in improvements to the content of the messages. The majority of the messages were changed in some way including the removal of potentially triggering language. These messages were subsequently used in an ecological momentary intervention.

(JMIR Form Res 2022;6(12):e40139) doi:10.2196/40139
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Introduction
Young adults between the ages of 19 and 25 years are in a time of major life changes during which they are developing new social relationships, experiencing increased independence, and developing the skills necessary to regularly make healthy choices [1]. This time of transition is a period during which additional support for healthy choices is critical, including refraining from substance misuse. Cannabis use among young adults in the United States has increased considerably over the past few decades, while the perceived risks of using cannabis have decreased [2]. In 2020, an estimated 13.5% of young adults aged 18-25 years met the criteria for cannabis use disorder [3]. Greater quantity and frequency of cannabis use are associated with increased cannabis-related problems, such as increased psychological distress, loneliness, and detrimental effects on memory [4-9].

Craving is one predictor of subsequent cannabis use and may be an important target for intervention when attempting to reduce or quit use [10,11]. The term “craving” has a history of slightly different definitions [12]; however, most definitions have in common that they refer to the desire for the drug or desire to experience the resulting effects of using the drug. Some definitions distinguish between “cravings” and “urges,” suggesting that the term “craving” be restricted to referencing a desire for the effects of using a drug, whereas the term “urge” be used when referencing intent to use a drug [13]. Some definitions conceptualize “cravings” and “urges” as the same phenomenon at different points on a spectrum with “craving” used to indicate an extreme desire and “urge,” indicating a lesser desire [14,15]. Although there have been arguments suggesting distinct definitions, individuals respond similarly to items assessing “cravings” and “urges” [16]. Here, we do not distinguish between cannabis cravings and the urge to use cannabis.

Mindfulness and distraction are two strategies to reduce cravings [17]. These two strategies have distinct theoretical bases: mindfulness involves maintaining attention on an immediate experience while adopting an accepting and curious perspective, whereas distraction involves active engagement with an alternative activity to direct focus away from the craving experience [17,18]. Mindfulness has been shown to be a useful strategy to cope with cravings and prevent relapse following periods of abstinence from cigarette and alcohol use [19-21]. More relevantly, the implementation of a mindfulness practice reduces the relationship between cannabis cravings and subsequent use [22,23]. Support for distraction as a coping strategy is mixed; some studies suggest distraction may be maladaptive [24], and others suggest there may be no relationship between distraction as a coping mechanism and craving [10]. However, other research shows distraction to be an effective coping mechanism, even outperforming mindfulness as a strategy to cope with cravings [25].

Direct comparisons of mindfulness and distraction coping strategies have largely been limited to controlled laboratory settings, limiting the generalizability of these findings. The extent to which mindfulness or distraction are effective as coping mechanisms likely depends on the environmental context at a given moment [26,27]. Additionally, though many therapeutic programs teach strategies for coping with cravings [18,28], these require individuals to learn a strategy at a time when cravings may not be present or distressing, then implement the strategy later when they are experiencing uncomfortable or distressing levels of craving. Because craving levels vary throughout the day, it may be beneficial to provide support when craving levels are high. Digital interventions can provide such time-varying support.

Several app-based interventions have shown success in helping people who use cannabis reduce their use [29,30]. Participants generally found these apps to be acceptable as an intervention for cannabis use. Although these mobile interventions provided support to individuals attempting to reduce their cannabis use—including strategies for coping with cannabis cravings—they did not necessarily provide support at the moment when the need is high (eg, when the urge to use is high). Rather, these apps mimic the structure of traditional therapy wherein participants engage with psychoeducational content and develop important skills but do not assess momentary craving or push momentary support when the need is high. However, digital interventions have the capability of providing momentary support in the form of advice, information, or coping strategies recommended to the participant via text (eg, using SMS text messages or within an app). Such interventions have shown promising results in providing support to individuals who are trying to quit smoking [31,32], and in reducing risky alcohol use [33]. The inexpensive and brief nature of interventions that rely on communication via text or direct messages allows for greater flexibility in intervention timing. This can allow for the delivery of a message when a participant is in great need of support, such as when a participant is in proximity to trigger locations detected via passive sensing [34], when the participant texts requesting support [32], or when elevated need is identified by periodic ecological momentary assessment (EMA). Currently, there are no such interventions to help young adults cope with cravings as they reduce their cannabis use.

An ongoing concern with digital interventions is the promotion of engagement with the intervention [35]. Although digital interventions may reduce barriers to accessing treatment [36], the target individuals still must engage with (ie, invest physical, emotional, and cognitive energy in [37]) the intervention to see positive effects. One way to improve the success of a digital intervention is through user-centered design to include the target population in the formative stages of the intervention [38]. The purpose of this study was to develop messages containing mindfulness- or distraction-based coping strategies for use in...
an ecological momentary intervention to help young adults cope with cannabis cravings as they try to reduce their cannabis use.

**Methods**

**Participants**

Participants included 20 young adults (19-25 years; mean 21.65, SD 1.79 years; n=9, 45% male; n=9, 40% non-White or Hispanic; see Table 1 for demographic details) who responded to a Facebook ad recruiting people who use cannabis for a research study and were interested in reducing their use and reported using cannabis ≥10 out of the past 30 days. Individuals who were pregnant or breastfeeding or who reported being in treatment for problems related to substance use were excluded from participation. These inclusion and exclusion criteria were selected to ensure consistency with the eligibility criteria for the later trial of the ecological momentary intervention for which the messages were being developed.

Table 1. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Male</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>14 (70)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (10)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other (not specified)</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>17 (85)</td>
</tr>
</tbody>
</table>

**Ethical Considerations**

All procedures were reviewed and approved by the institutional review board at Dartmouth College (#32248). Participants clicked on a link in a Facebook ad and were brought to an online survey where they received general information about the study and were asked if they consented to be screened for eligibility to participate. All consent procedures were embedded in questions within the survey. Prospective participants who affirmatively consented to be screened were asked questions to determine their eligibility for participation. Those who met the inclusion criteria were presented with more detailed information about the study and asked if they consented to participate in the study. Affirmative consent was required before progressing to participate in the study survey.

**Procedures**

After completing the eligibility screening and providing informed consent, the participants completed a survey to evaluate a bank of 30 messages consisting of mindfulness-based or distraction-based suggestions for how to cope with cannabis cravings. The initial message items are in Multimedia Appendices 1 and 2. The initial bank of 15 mindfulness messages were adapted from Witkiewitz et al [33] and Spears et al [39]. These studies used mindfulness messages in mobile interventions with the aim of reducing alcohol use and smoking. The initial bank of 15 distraction messages was adapted from Guarino et al [40], which tested a web-based intervention for self-management of pain in individuals who have problems managing their opioid medications. We adapted the messages used in these sources to apply to coping with cannabis cravings, primarily by replacing any references to alcohol use, smoking, or opioid use with references to cannabis use. These strategies and messages could be adapted to be relevant to behaviors in addition to cannabis use by adjusting the wording such that it applies to other substances.

The goal of this study was to select a final bank of 20 total messages (10 mindfulness and 10 distraction) for use in an ecological momentary intervention that would present 1 randomly selected message from the bank of 20 messages when participants reported an urge to use cannabis ≥4 on a scale of 0-10. The number of messages was selected to prevent habituation and boredom by ensuring that a variety of coping strategies are delivered to the participants across a 4-week intervention. All participants in this study were given the same 30 messages at the same time to provide their ratings. Beginning with a bank of 30 possible messages allowed for the 10 lowest-rated messages to be removed from the final message bank.

We implemented a rating scale used in other formative research that aimed to develop a text-based intervention to reduce alcohol use among college students [41]. Participants rated messages on a scale from 1 to 4 (very low degree to very high degree) for understanding (this message is easy to understand), usability (this message is useful), and tone (this message has a good
Results

Initial Quantitative Results

Figure 1 shows the mean ratings for each category and message type following the first round of ratings. Table 2 shows the mean ratings for each category and message type at both timepoints. The participants found the initial distraction messages more clear than the mindfulness messages ($t_{19}=2.64, P=.02$), both were comparable in tone ($t_{19}=0.28, P=.78$), and mindfulness messages more useful than distraction ($t_{19}=2.36, P=.03$).

Table 2. Mean (SD) and range of message ratings.

<table>
<thead>
<tr>
<th>Timepoint</th>
<th>Distraction Clear (Mean (SD))</th>
<th>Distraction Tone (Mean (SD))</th>
<th>Distraction Useful (Mean (SD))</th>
<th>Mindfulness Clear (Mean (SD))</th>
<th>Mindfulness Tone (Mean (SD))</th>
<th>Mindfulness Useful (Mean (SD))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (N=20)</td>
<td>3.53 (0.39)</td>
<td>3.21 (0.46)</td>
<td>2.83 (0.56)</td>
<td>3.39 (0.42)</td>
<td>3.19 (0.41)</td>
<td>3.03 (0.49)</td>
</tr>
<tr>
<td>Range</td>
<td>2.67-4.00</td>
<td>2.33-3.93</td>
<td>1.67-3.73</td>
<td>2.73-4.00</td>
<td>2.67-4.00</td>
<td>2.00-3.73</td>
</tr>
<tr>
<td>2 (n=18)</td>
<td>3.50 (0.44)</td>
<td>3.27 (0.51)</td>
<td>2.96 (0.48)</td>
<td>3.49 (0.44)</td>
<td>3.32 (0.46)</td>
<td>3.07 (0.54)</td>
</tr>
<tr>
<td>Range</td>
<td>2.67-4.00</td>
<td>2.47-4.00</td>
<td>2.20-4.00</td>
<td>2.67-4.00</td>
<td>2.20-3.93</td>
<td>2.00-3.93</td>
</tr>
</tbody>
</table>
**Initial Qualitative Results**

Major feedback themes for the mindfulness messages included concerns about the clarity of the messages, suggestions for rewording the message content, concerns about the suggestion being too difficult to implement at the time cravings were high, and positive responses to the nonjudgmental nature of the messages. Major feedback themes for the distraction messages included confusion about the rationale of the message and how it relates to coping with cannabis cravings, indications that the strategy would not be helpful to them, and concerns that the strategy could be triggering (e.g., use of social media as a distraction technique could bring up images that are related to cannabis use). Table 1 shows feedback categories and example quotes from participants. The first author identified the feedback categories by finding common themes across participant comments. The first author and a research assistant each independently categorized all feedback statements with 82% agreement. Out of the 30 messages we asked the participants to rate, 29 messages received a rating of very low or low (≤2) on at least 1 of the 3 domains by ≥3 participants or received a comment suggesting a change to the message. Although the sample size is relatively small for this study, we kept the threshold for revising items low with the intention of creating the best possible messages for our subsequent intervention. The lead and senior authors (MAA and CS) reviewed these messages, the quantitative ratings, and the qualitative feedback and revised the messages based on both the domains that were rated low and the open-ended feedback the participants provided. For example, if a message received a low rating on “tone,” we revised the language of the message to make the message friendlier, more empathetic, and more encouraging while maintaining the general strategy the message provided (see Table 2 for an example). We implemented participants’ suggestions about how to reword messages whenever possible.

**Textbox 1.** Examples of participant feedback. The first author found common themes across participant feedback comments which resulted in these feedback categories. This textbox shows the example of participant feedback for each category.

<table>
<thead>
<tr>
<th>Reward</th>
<th>Last sentence could reverse: “you don’t need to act on any urges you may feel to use cannabis”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarity</td>
<td>Had to read over a second time to understand the message</td>
</tr>
<tr>
<td>Too difficult to implement</td>
<td>This may be true, but it’s very hard to implement in real life. Message doesn’t provide a good strategy to use this method IMO</td>
</tr>
<tr>
<td>Nonjudgmental</td>
<td>This perspective feels empathic and helpful</td>
</tr>
<tr>
<td>Rationale</td>
<td>But why? What’s the benefit</td>
</tr>
<tr>
<td>Triggering</td>
<td>As I said before, music tends to be more enjoyable when high. I think it is still effective, but it also may make the person want to use cannabis before zeroing in on his or her favorite song.</td>
</tr>
<tr>
<td>Not helpful</td>
<td>Vague and not particularly helpful.</td>
</tr>
</tbody>
</table>

**Textbox 2.** Example of message revision. The lead and senior authors used the quantitative ratings and qualitative feedback to revise the messages. This textbox shows an example of how a message was revised using qualitative feedback.

<table>
<thead>
<tr>
<th>Original message</th>
<th>Focus on something new by doing something hard. Try counting backward from 100 by sevens.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedback</td>
<td>This feels silly and I wouldn’t do it.</td>
</tr>
<tr>
<td>Revised message</td>
<td>Reduce your urge to use by focusing on something new and challenging.</td>
</tr>
<tr>
<td></td>
<td>Try saying the alphabet backwards. Or, try coming up with as many words as you can that rhyme with “think.”</td>
</tr>
</tbody>
</table>
Quantitative Results Following Revision

We were unable to reach 2 participants to complete the second round of revisions. Therefore, 18 participants completed the second round of message evaluations. The 2 participants whom we could not reach were excluded from these analyses. Figure 2 shows the mean ratings for each category and message type following the second round of ratings. The ratings for the usefulness of the distraction messages improved significantly ($t_{17}=2.52, P=.02$) with little change in clarity ($t_{17}=0.33, P=.75$) or tone ($t_{17}=1.55, P=.14$). Ratings for the tone of the mindful messages improved significantly ($t_{17}=2.64, P=.02$) with very little change on clarity ($t_{17}=1.97, P=.07$) and usefulness ($t_{17}=1.25, P=.23$). All participants received the same number of messages to rate in the same order, and participants read and rated 1 message before the next message displayed. It is possible that the number of messages presented to the participants or the order in which the participants read the messages could have influenced the participants’ ratings. However, because the number of messages and the order in which they were presented were fixed, we cannot test the impact of order or number of messages on message satisfaction. Mean ratings for all items are in Table 2.

**Figure 2.** Participant ratings (n=18) of the distraction and mindfulness messages after the first round of message revisions. Each data point shows one participant's average rating of the 15 distraction or 15 mindfulness messages on each of the three domains (clarity, tone, and usefulness). Horizontal bars show average ratings and error bars are 95% CIs.

Qualitative Results Following Revision

A number of themes emerged from the second round of feedback. For the mindfulness messages, the remaining concerns were primarily about some messages not being helpful (eg, 4 comments with concerns about the strategy not working or not being relatable), and there were some suggestions about how to reword messages to improve their clarity and usefulness (4 comments). For the distraction messages, the remaining concerns were primarily about the strategies not being helpful or practical (12 comments). We made final revisions to the messages based on the participants’ comments.

Final Messages

The top 10 messages of each coping type (mindfulness and distraction) were identified by overall (collapsed across all 3 dimensions) average rating. Figure 3 shows the mean ratings for each category and message type for the final messages selected. The final message items are in Multimedia Appendices 3 and 4. All final messages had an overall average rating ≥3.0 but selecting the top 10 messages allowed us to exclude messages that participants indicated may be triggering, suboptimal in tone, or particularly unhelpful from the pilot intervention. The second round of ratings of the final 20 distraction and mindfulness messages were not significantly different from each other in clarity (distraction mean 3.56, SD 0.41; mindfulness mean 3.57, SD 0.38; $t_{17}=0.25, P=.81$), tone (distraction mean 3.39, SD 0.43; mindfulness mean 3.40, SD 0.41; $t_{17}=0.08, P=.94$), and usefulness (distraction mean 3.08, SD 0.47; mindfulness mean 3.19, SD 0.47; $t_{17}=0.98, P=.34$). These messages were used in a subsequent ecological momentary intervention study.
Discussion

Principal Findings

We set out to develop messages to be used in a pilot digital intervention to help young adults cope with cannabis cravings, including young adults who use cannabis in the message development process. This formative process resulted in changes to the original messages, and the selection of the highest-rated messages to be used in the subsequent intervention. Items improved significantly in terms of usefulness (distraction messages) and tone (mindfulness messages) following the first round of revisions. Although there were no significant improvements on the other domains following revisions, this was likely due to a ceiling effect, given the high initial ratings (mean >3.0 out of the maximum 4.0) on these domains. Initially, the participants found the distraction items to be clearer than the mindfulness messages, and the mindfulness messages to be more useful than the distraction messages. Following the revisions and final selection of 10 messages each from the mindfulness and distraction categories, the ratings of each message type were high and comparable across all domains.

Comparison With Prior Work

Prior work on SMS text message intervention development has highlighted the importance of including end user populations in the development and design of the intervention [38,42]. Formative research to develop mobile health interventions has used focus groups and surveys to gain feedback from the target audience about elements of apps that participants find useful, to help prioritize various app features, and to identify barriers to implementation [43,44]. Additionally, previous studies developing text-based interventions have involved members of the target population in focus groups to develop message content and offered input on the timing and frequency of the SMS text messages [32,41]. Although focus groups and semistructured interviews may be particularly informative when there are multiple developmental components to consider such as design features and intervention content, our mobile intervention was developed for delivery via a commercial platform thus limiting the flexibility of app design.

Unlike other preliminary studies focused on text-based interventions, we did not conduct focus groups. Instead, we developed our initial messages based on existing evidence-based interventions, sought input from users on the content we developed, and modified our content based on participants’ feedback. Future research could implement a more comprehensive participatory approach in developing the various components of the intervention such as the timing and frequency of message delivery. One major finding of previous studies has been the importance of message tone on user engagement. The tone of the messages we developed is one domain on which our messages improved as a result of participant feedback, again highlighting the importance and benefits of including end users in the development of interventions.

Limitations

The findings of this study should be considered in the context of a few limitations. We limited the involvement of our target population to young adults who use cannabis, and we did not include non-users in the development process. This may limit the generalizability of our findings to the broader population of cannabis users. Additionally, the sample size was relatively small, which may limit the statistical power of our analyses. Nevertheless, the results provide valuable insights into the development of messages for cannabis craving interventions.
population in developing the intervention to providing feedback on messages adapted from established interventions. This limitation is partially due to the constraints of the platform we used for our intervention delivery. The platform used allowed for flexible and diverse experimental designs and made the intervention possible at a low cost without the need for outsourcing programming but was limited in terms of app customization. After appropriate efficacy testing, it may be appropriate to distribute the app using a self-pay subscription model or by making the app freely available to consumers similar to other apps designed for those who are seeking assistance to moderate or abstain from substance use such as SoberTool developed by Blitzen, LLC. The costs of such apps can be sustained using in-app advertisements or possibly reimbursement through medical insurance [45].

A second limitation is regarding our sampling strategy. We limited our recruitment to social media in an attempt to reach a diverse population and allow users across the country to participate in the development of our intervention messages. This strategy allowed us to recruit nationwide and is the same planned strategy for recruiting our intervention participants. However, this method of recruitment may have resulted in bias due to self-selection. Additionally, due to time and monetary constraints, we solicited feedback from the participants using an asynchronous survey instead of more involved focus groups.

One additional limitation is that the user-rated usefulness of messages when craving levels are not currently elevated may be a poor proxy for clinical utility in the context of high craving; however, the usefulness of the messages will be evaluated in the subsequent intervention. We also did not distinguish between craving as a desire to use cannabis and urge as the intent to use cannabis. Although this is beyond the scope of this study, future studies may make this distinction and test whether 1 strategy (mindfulness or distraction) is better suited for managing the desire for the effects (ie, cravings) versus managing intent to use cannabis (ie, urges).

Conclusions

The findings of this study support the importance and highlight the value of including the target intervention population in the formative process of intervention development. The content of the messages was significantly improved over the course of this formative process.

Additionally, the community identified possible triggers embedded in the messages that may have been counterproductive to our intervention—triggers that would not have been identified without their lived experience and inclusion in the message development. Focus groups may be more useful in developing and revising messages, allowing for additional conversation between the participants and the researchers, thus giving space for clarification and conversation. Sometimes, open-ended participant feedback comments were somewhat unclear, and having the opportunity to have an ongoing discourse could help develop messages further. The final messages developed in this study were subsequently used in a pilot intervention aiming to provide young adults who use cannabis with support for coping with their cannabis cravings as they attempt to reduce their use.
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**EMA:** ecological momentary assessment
Background: As researchers are increasingly interested in real-world studies (RWSs), improving data collection efficiency and data quality has become an important challenge. An electronic source (eSource) generally includes direct capture, collection, and storage of electronic data to simplify clinical research. It can improve data quality and patient safety and reduce clinical trial costs. Although there are already large projects on eSource technology, there is a lack of experience in using eSource technology to implement RWSs. Our team designed and developed an eSource record (ESR) system in China. In a preliminary prospective study, we selected a cosmetic medical device project to evaluate ESR software’s effect on data collection and transcription. As the previous case verification was simple, we plan to choose more complicated ophthalmology projects to further evaluate the ESR.

Objective: We aimed to evaluate the data transcription efficiency and quality of ESR software in retrospective studies to verify the feasibility of using eSource as an alternative to traditional manual transcription of data in RWS projects.

Methods: The approved ophthalmic femtosecond laser project was used for ESR case validation. This study compared the efficiency and quality of data transcription between the eSource method using ESR software and the traditional clinical research model of manually transcribing the data. Usability refers to the quality of a user’s experience when interacting with products or systems including websites, software, devices, or applications. To evaluate the system availability of ESR, we used the System Usability Scale (SUS). The questionnaire consisted of the following 2 parts: participant information and SUS evaluation of the electronic medical record (EMR), electronic data capture (EDC), and ESR systems. By accessing log data from the EDC system previously used by the research project, all the time spent from the beginning to the end of the study could be counted.

Results: In terms of transcription time cost per field, the eSource method can reduce the time cost by 81.8% (11.2/13.7). Compared with traditional manual data transcription, the eSource method has higher data transcription quality (correct entry rate of 2356/2400, 98.17% vs 47,991/51,424, 93.32%). A total of 15 questionnaires were received with a response rate of 100%. In terms of usability, the average overall SUS scores of the EMR, EDC, and ESR systems were 50.3 (SD 21.9), 51.5 (SD 14.2), and 63.0 (SD 11.3; contract research organization experts: 69.5, SD 11.5; clinicians: 59.8, SD 10.2), respectively. The Cronbach α
Electronic medical record; electronic health record; electronic source; eSource; eSource record tool; real-world data; data transcription; data quality; System Usability Scale; ophthalmology

Introduction

Background

An electronic source (eSource) generally includes the direct capture, collection, and storage of electronic data (eg, electronic medical records [EMRs], electronic health records [EHRs], or wearable devices) to simplify clinical research [1]. It can improve data quality and patient safety and reduce clinical trial costs. Despite the existence of several United States Food and Drug Administration guidelines [1,2] and European Medicines Agency guidelines [3], the development, implementation, and evaluation of EMR-specific electronic resource solutions are limited. Owing to known challenges such as the limited interoperability of EMRs and electronic data capture (EDC) systems, unstructured data (eg, researcher notes or comments), and the need for some data (eg, research-specific data not included in the EMR) to be manually transcribed and treated, accessing and correcting the source data in real time during data collection can be slow [4]. The direct use of EHR data in clinical research helps to improve data quality and reduce costs. Some research progress has already been achieved in eSource technology [4-6] in relatively large projects [7-9]. The review by Garza et al [5] included 14 studies detailing recent advances in eSource technology in clinical research. In total, 57% (8/14) of studies described single-site, single-EHR system implementation; 67% (4/6) of multisite studies were part of the same pilot study (EHR4CR European Pilot), a collaborative initiative across multiple European countries. Owing to the sensitivity of medical data, the variety of suppliers of medical information systems, and the low interoperability between medical systems, there is no similar eSource-related project in China. Therefore, it is common to use manual transcription data to conduct clinical research in China.

Real-world data (RWD) are data related to the patient health status and the delivery of health care that are routinely collected from a variety of sources [10]. A real-world study (RWS) collects RWD in a real-world environment and obtains real-world evidence (RWE) for the use value and potential benefits or risks of medical products through analysis [11]. Global regulatory agencies have issued a series of RWE-related guidelines, and researchers in different fields have shown interest in using RWD to conduct clinical research. Despite the availability of many relevant guidelines, various challenges in the use of RWD persist, such as inefficient data collection, lack of data quality control, and diversification of data standards and data compliance [12]. In China, data in the medical system are limited to the local area network, and external access and data sharing cannot be performed. Owing to the inability to coordinate hospitals’ concerns about the privacy of patients’ medical data and the needs of researchers for data transparency, the transformation and upgrading of existing medical system suppliers cannot meet the requirements of clinical research. The use of eSource technology in RWS is expected to solve the challenges of data collection efficiency and data quality, thereby reducing the cost of relying on manual transcription data to conduct research.

eSource Record Project

In 2019, the China National Medical Products Administration established the Hainan Boao Lecheng Medical Tourism Pilot Zone as a pilot base for RWS, allowing domestic citizens to use global innovative products in China without first obtaining domestic market approval. Collecting and properly analyzing the RWD generated from patient visit data in Boao after using innovative medical products can help generate RWE that can be used for further domestic market approval. In 2020, the Hainan Real World Research Institute launched an eSource record (ESR) project to form an integrated solution and tool for hospital RWD collection, governance, and management. In this project, we completed the design and development of ESR software. The original intention of ESR was to provide a general tool that can implement RWS, thereby improving the implementation efficiency and quality of RWS research. Considering the need to develop many functions for old and underdeveloped medical supply systems to achieve automatic data capture and traceability of research data and to address the role of regulatory agencies and contract research organizations (CROs), we designed the ESR tool to meet a functional need of clinical research. ESR tools can act as a bridge to connect EMR and EDC systems to achieve eSource technology. ESR was developed by a vendor to be used as a cost-saving method for conducting an RWS for sponsors.

After completing the development of the ESR tool, we tested and evaluated it in an RWS project in the Hainan Boao Lecheng Medical Tourism Pilot Zone. In a preliminary prospective study [13], we selected a cosmetic medical device project to evaluate the effect of ESR software on data collection and transcription. After completing the first evaluation of the ESR tool in the actual RWS project, we decided to expand the evaluation environment from simple RWS projects to more types of projects.

This Study

As previously used medical esthetics research projects are relatively simple [13], we selected a completed ophthalmic
The source data of various paths are required for integrated 1. below and mainly involves two aspects: safety of the medical data. The deployment plan is described 2. interoperability between systems. More details on the ESR software are available in a previous study [13].

The purpose of this study was to evaluate the data transcription efficiency and quality of ESR software in retrospective studies to verify the feasibility of using eSource software as an alternative to traditional manual transcription of data in RWS projects. The ESR tool is currently in the exploration and evaluation stage; it is not yet fully mature and has not been pushed to the market for application. The contribution of this study was to provide more cases that use ESR tools in RWS projects to improve the design of tools and provide practical experience in exploring the application of eSource technology in China.

**Methods**

**ESR Application Scenarios in the Hospital**

ESR software links the EDC and EMR systems. The ESR system needs to receive the document format used in the EMR system and the reporting table field of the case in the EDC system and then convert the research field in the EDC system into writing suggestions in the EMR system document and send it to the EMR system. This strategy conforms to clinical doctors’ routine writing habits and data needs in research and increases the interoperability between systems. More details on the ESR software are available in a previous study [13].

The deployment of the ESR system in the hospital ensures the safety of the medical data. The deployment plan is described below and mainly involves two aspects:

1. The source data of various paths are required for integrated research to form a copy of the certificate. The overall theoretical framework is written back to the EMR system, according to whether the source data supplemented by the ESR are divided into 2 schemes:
   - Plan A: ESR supplementary source data do not write back to the EMR system. The data of the health information system of the hospital move in one direction to the ESR system, and no other interaction is generated. In this mode, only data transmission interfaces from the clinical data repository of the hospital (EMR, laboratory information systems, and picture archiving and communication systems) to the ESR need to be established. The research source data required by clinicians only selected the research source data for ESR (excluding the full data of the patient). ESR forms a copy of the hospital source to copy the database for backup.
   - Plan B: ESR supplementary source data are written back to the EMR system. This scheme was applied after the clinician used the ESR system to collect research data according to the research plan. This part of the supplementary data was selected to synchronously write back to the EMR system. Therefore, based on the content of regular EMRs for medical care, some ESR supplementary data are posted to realize the transformation of medical records into a more detailed scientific research medical record process and meet the data collection requirements of clinical research. This model can be used to develop more interfaces to interact with the EMR system.

2. The copy of the database is used to form a clinical research database (ie, ESR and EDC system docking).

When the data required by the institute are not suitable for the conventional diagnosis and treatment process, ESR can be used as a supplementary source data recording tool to prepare patients’ medical records through voice recognition technology and optical character recognition technology and to report adverse events. This function makes it convenient for doctors to efficiently complete supplementary collection of clinical research source data. When ESR is collected as a supplementary source, EMRs can be completed in a manner similar to conventional EMR systems in ESR. ESR can also follow the habits of doctors, configure structured meters for efficient data collection, and generate and record supplementary data required by clinical research.

**ESR-Based RWS Implementation Process**

The research mode for implementing RWS on the basis of ESR software can be summarized in the following five steps:

1. Determining the research plan: first, as the premise of clinical trials, researchers must provide RWS research solutions and eCRF to collect data.
2. Configuring the traceability path of the eCRF in the EMR or other source files: eCRF topics can be associated with the EMR form to configure the traceability paths of the different eCRF topics. For example, demographic data in the eCRF can be traced back to the admission record form in the EMR.
3. Clinicians collect medical records and source data according to the prompts of medical record writing: routine medical records do not record certain necessary research-specific data such as scale scores. Therefore, after completing the eCRF traceability configuration, clinicians can design medical record writing prompts and rules for the eCRF that conform to clinical habits and meet their data collection requirements to cover the elements required for research and standardize the EMR recording process among different clinicians.
4. NLP technology intelligently extracts structured research data from the certified copy database into an eCRF: by connecting different medical systems that connect hospitals, the ESR system summarizes the source data of the hospital.
to form a copy of the database. The data outside the hospital and the source data of the EMRs recorded in ESR were entered into the certification copy database simultaneously. Using the NLP model, the ESR tool can capture data from free-text medical records. For structured data, ESR directly extracts data.

5. Data traceability and correction: ESR uses NLP technology to automatically extract data from the eCRF of the certification copy database in real time. This also supports the traceability of the source data for viewing these data. The clinical research coordinator (CRC) does not need to manually fill in the eCRF but can trace the source verification of the eCRF in the ESR. Through the traceability interface developed in the EDC system, the clinical research associate performs conventional source data verification and questioning work and sends queries to the ESR to remind clinicians to correct medical records.

**Pilot Case Selection**

The femtosecond laser project is a prospective, single-group, and observational RWS of a femtosecond laser eye therapy system (CATALYS Precision Laser System [CATALYST]) for actual clinical diagnosis and treatment. The project was approved for marketing in 2021 and can be used in a typical case of ESR system performance evaluation in retrospective studies. CATALYST clinical research data were initially recorded in hospital information systems including EMRs and then manually entered into the eCRF rather than filling in the eCRF directly from eSource data. We selected 2 medical record forms (admission and surgical records) and the corresponding eCRFs for the research. The collected research data included the time spent on ESR system data transcription, correct rate of eCRF filling of the ESR system, and overall performance scores of different systems. The correct rate of eCRF filling referred to judging whether the filling value of the eCRF question was consistent with the source data according to the source data of the EMRs. After source data errors were excluded, if they were consistent, the question was completed correctly. By accessing log data from the EDC system previously used by the research project, all time spent from the start of the study to the end of the study could be counted. The time required for traditional manual transcription included the time required for data entry and correction by the CRC. The ESR software used NLP to automatically extract data from the EMRs in text form and used them to fill in the eCRF. When checking the source, the CRC needed to check the correctness of the fields that were filled in by the NLP system and needed to manually correct the incorrectly entered fields. The eSource transcription time included the CRC checking the correctness of the fields filled in by the NLP system and the time spent manually correcting incorrectly entered fields.

Times transcribed by the eSource software were timed using a stopwatch and manually recorded in Microsoft Excel. The data sources of the eCRF data variables and extraction method using the ESR system are listed in Table 1.
Table 1. Data sources for electronic case report form data variables and extraction methods using the eSource record system.

<table>
<thead>
<tr>
<th>Research variable</th>
<th>Data sources</th>
<th>Source data record type</th>
<th>Extraction method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preoperative visit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject information</td>
<td>Admission note (demographics)</td>
<td>Structured</td>
<td>Field mapping</td>
</tr>
<tr>
<td>Date of visit</td>
<td>Admission note (medical information)</td>
<td>Structured</td>
<td>Field mapping</td>
</tr>
<tr>
<td>Preoperative exam</td>
<td>Admission note (auxiliary examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Ocular history and medications</td>
<td>Admission note (history)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Uncorrected distant visual acuity</td>
<td>Admission note (specialist examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Best corrected distance visual acuity</td>
<td>Admission note (specialist examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Manifest refraction</td>
<td>Admission note (specialist examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Slit-lamp exam</td>
<td>Admission note (specialist examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Intraocular pressure</td>
<td>Admission note (specialist examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Biometry</td>
<td>Admission note (auxiliary examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Intraocular lens power calculation</td>
<td>Admission note (auxiliary examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Corneal topography</td>
<td>Admission note (auxiliary examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Cataract status</td>
<td>Admission note (history of present illness)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Dilated fundus exam</td>
<td>Admission note (specialist examination)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Ocular symptoms</td>
<td>Admission note (history of present illness)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Intraoperative visit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery date</td>
<td>Operative report (operation time)</td>
<td>Structured</td>
<td>Field mapping</td>
</tr>
<tr>
<td>Corneal incision type</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Capsulotomy size</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Lens removal</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Phacoemulsification</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Viscoelastic agent</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Intraocular lens</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Surgical medication</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Type of closure</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
<tr>
<td>Other surgical procedures</td>
<td>Operative report (procedure)</td>
<td>Free text</td>
<td>NLP technology</td>
</tr>
</tbody>
</table>

*NLP: natural language processing.

Ethics Approval

This study was conducted in accordance with the principles of the Declaration of Helsinki. Ethics approval was obtained from the Peking University Institutional Review Board (number IRB00001052–21081). Patient data were anonymized in accordance with the standards of clinical trials.

Implementation Process

We configured the project in the development environment of the ESR system according to the research protocol and eCRF information from a previous project. Ophthalmic clinicians and CRO Company members who were residents of the department and had participated in numerous RWS projects were invited to participate in our testing assignment. Clinicians screened the information of all previous patient admissions in the hospital’s EMR system for the project. After exporting the basic hospitalization information of 90 patients, the EMRs of 30 patients were randomly selected according to the number of hospitalizations required to test the ESR system. The admission notes and operative report document content exported from the EMR system were copied into the ESR system to generate the same patient records. Using the medical record writing template, clinicians processed and generated 30 text corpora using fictitious information to train the NLP model. During the process of generating test medical records, clinicians could explore and experience different data input methods for the ESR system, such as voice input and optical character recognition. According to the annotation guidelines, 20 text corpora were annotated by the medical specialists. The technicians trained the NLP model using the annotated text, generated predictions for the remaining 10 patient records, and manually corrected the extracted fields to achieve model optimization.
Data Standard Conversion Process

The EMR and EDC systems transmit data to the ESR system through the data standards of Health Level 7 Clinical Document Architecture and Clinical Data Interchange Standards Consortium (CDISC) Operational Data Model, respectively. The core of the data conversion process is to formulate text data labels on the basis of the most simplified data model, improve the efficiency of the NLP algorithm, and optimize the interoperability of clinical data models and the standard term library required by auxiliary extraction research. This process includes the five steps listed as follows [15]. The CDISC model used in ophthalmology is presented in Multimedia Appendix 1:

1. Send an eCRF to the ESR system from the EDC and send medical records from the EMR to the ESR system: the source data collection module of the ESR system is responsible for the EMRs and the collection of source data. The data transcription module of the ESR system is responsible for positioning the eCRF field to capture the text segment of the source data and to fill in the eCRF.
2. Research data collection models and the generation of labels: structural data are first mapped to the Observational Medical Outcomes Partnership model and then mapped to the CDISC model. Nonstructured data do not have a wide range of intermediate layers; they are directly converted to the CDISC model without considering the Observational Medical Outcomes Partnership model. The process of converting nonstructured data into research data is used to comment on and extract related content using the NLP model.
3. Extraction of model training and entity and entity relationships: in terms of physical extraction, a Chinese entity identification model, Bidirectional Encoder Representations from Transformers + Bidirectional Long Short-Term Memory Networks + Conditional Random Field, was adopted.
4. Generating a special research term: the dedicated term database is a mapping library between the actually extracted terms and standard terms in the indicator.
5. Standardization before entity extraction before filling in the eCRF: the output of the NLP model mainly includes the relationship table between all extracted label values and entities.

Data Conversion Metadata

The data conversion from source data to CRF fields includes the conversion of both structured and unstructured text data. The details of this step are provided in previous papers by our team [14]. The classification of the data conversion methods can be seen in decision trees (Figure 1). Several data conversion examples are provided in Multimedia Appendix 2.

The first condition is whether the source data are structured or based on text. For surgery time fields (L1 category conversion), the structured source data can be directly used and converted into a standard time format. If the first condition is not met, it is necessary to use data transformation of the L2 category. NLP is used to extract the entity from the text. When extracting the entity, it is necessary to build an extraction rule such as using regular terms to extract related texts. To fill in a single research field, multiple entities must be extracted to determine which entity corresponds to the field in the report form. Therefore, after entity extraction, the output rules must be defined to extract field-related content.

After the physical extraction, regular extraction and term matching were performed. However, doctors’ use of diagnosis and treatment has not been standardized. They often need to add unrecognized terms to existing standard terms. The dictionary adds costs such as labor costs and employees who need clinical knowledge to identify the term in the text and the relation of the term to the corresponding standard terms. When constructing the output rules, information technology and clinical knowledge experts must capture the habits of the physician and write rules that can be summarized. In retrospective studies, establishing rules is the most cost-effective job, because doctors usually change their descriptions.

The second condition in the decision tree is whether the field must be derived to obtain the relevant content of the field, which is classified as the data conversion method of L3. Derivative data can originate from text or structural data. Structural data can be used in simple derivative algorithms. For example, the age field can use the extracted birthday field to derive the age of a subject. Data derived from text types must be treated as structured and derived fields. Taking the history of the disease as an example, it is necessary to derive fields after the extraction entity, and the output rules are judged. Here, the derivative algorithm is merged with the output rules as follows: (1) if (Past History-Regular) OR (Previous History Disease-Judgment) has nothing to do with (Negative Words), then output “Yes”; (2) if (Past History-Regular) OR (Previous History-Judgment) is related to (Negative Words), then output “No.” L3 fields sometimes need to use multiple outputs to derive research field content. For example, the field can include whether there is a discovery other than the specified scope of research. It is necessary to first exclude the output within the specified range to address other findings. L3 data transformation should not involve inferred or subjective judgment such as determining whether the event is a significant adverse event.
Rating Scale

Usability includes effectiveness, efficiency, and overall user satisfaction. The System Usability Scale (SUS) is used to evaluate system usability [16]. The cross-industry average system availability scale score is 68, so this value is considered the threshold of acceptable availability. More details on SUS scores are available in previous studies [13]. The questionnaire consisted of the following 2 parts: participant information and SUS evaluation of the EMR, EDC, and ESR systems. In the questionnaire, the ESR system’s SUS score was the basic required question. For clinicians, the SUS score of the EMR system had to be completed simultaneously; for CRO company members, the SUS score of the EDC system had to be completed simultaneously.

Data Analysis

Descriptive statistical methods were used to analyze the population participating in the questionnaire and their SUS scores. The data analysis software used in this study was Python (version 3.7.11). The Python tableone package (version 0.7.10) was used to generate demographic information for the questionnaires [17]. Cronbach $\alpha$ was used to evaluate the reliability of SUS. The Python Pingouin package (version 0.5.2) was used to calculate Cronbach $\alpha$. A general acceptable range of Cronbach $\alpha$ is a value $\geq 0.70$ [18].

Results

eCRF Data Transcription Time

Admission notes and operative reports corresponded to the preoperative and intraoperative visit points of the eCRF, respectively. In the traditional method, the total entry time for the 51,424 fields at these 2 visit points was 11,738.85 minutes, that is, the average entry time for each field was 13.7 seconds. The eSource method required 6100 seconds for 2400 fields, which corresponded to an average entry time of 2.5 seconds per field. Therefore, the eSource method can save 11.2 seconds, that is, an overall time savings of 81.8%. The results are presented in Table 2.

Table 2. Data transcription times for the electronic source method (unit: seconds).

<table>
<thead>
<tr>
<th></th>
<th>Total number of eCRF fields, n</th>
<th>Total time (s)</th>
<th>Time spent per patient (s), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admission notes</td>
<td>1890</td>
<td>5173</td>
<td>172.4 (15.0)</td>
</tr>
<tr>
<td>Operative reports</td>
<td>510</td>
<td>927</td>
<td>30.9 (4.8)</td>
</tr>
<tr>
<td>Total</td>
<td>2400</td>
<td>6100</td>
<td>203.3 (16.9)</td>
</tr>
</tbody>
</table>

$^a$eCRF: electronic case report form.

eCRF Data Transcription Quality

When using the traditional method, among the 51,424 fields entered, 47,991 fields were entered correctly, and the correct rate of entry was 93.32%. In the eSource method, the total correct entry rate was 98.17% (2356/2400). Using the eSource method for data extracted by NLP to fill in the wrong fields mainly focused on “slit-lamp examination lens” and “eye symptoms.” The main reason was that some described words were not in the dictionary of the NLP model, so they were not recognized. The results are presented in Table 3.
Table 3. Data transcription quality of the eSource method.

<table>
<thead>
<tr>
<th>Total number of eCRF&lt;sup&gt;a&lt;/sup&gt; fields</th>
<th>Fields filled in correctly by NLP&lt;sup&gt;b&lt;/sup&gt;, n (%)</th>
<th>CRC&lt;sup&gt;c&lt;/sup&gt;-corrected fields, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admission notes</td>
<td>1890 (97.83)</td>
<td>41 (2.17)</td>
</tr>
<tr>
<td>Operative reports</td>
<td>510 (99.41)</td>
<td>3 (0.59)</td>
</tr>
<tr>
<td>Total</td>
<td>2400 (98.17)</td>
<td>44 (1.83)</td>
</tr>
</tbody>
</table>

<sup>a</sup>eCRF: electronic case report form.
<sup>b</sup>NLP: natural language processing.
<sup>c</sup>CRC: clinical research coordinator.

System Performance Evaluation Questionnaire

Questionnaires were sent to 15 individuals participating in the femtosecond laser project test, and 15 questionnaires were received for a response rate of 100%. The characteristics of the participants of the questionnaire survey are presented in Table 4. In terms of usability, the average overall SUS scores of the EMR, EDC, and ESR systems were 50.3 (SD 21.9), 51.5 (SD 14.2), and 63.0 (SD 11.3; CRO experts: 69.5, SD 11.5; clinicians: 59.8, SD 10.2), respectively. The Cronbach α for the SUS items of the EMR, EDC, and ESR systems were 0.591 (95% CI −0.012 to 0.903), 0.588 (95% CI −0.288 to 0.951), and 0.785 (95% CI 0.576-0.916), respectively.
Table 4. The characteristics of the population participating in the questionnaire.

<table>
<thead>
<tr>
<th>Items</th>
<th>Total (N=15)</th>
<th>CRO&lt;sup&gt;a&lt;/sup&gt; experts (n=5)</th>
<th>Clinicians (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9 (60)</td>
<td>5 (100)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Male</td>
<td>6 (40)</td>
<td>0 (0)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>27.3 (4.4)</td>
<td>27.8 (1.5)</td>
<td>27.1 (5.4)</td>
</tr>
<tr>
<td><strong>Profession, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical research associate</td>
<td>1 (7)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Clinical research coordinator</td>
<td>4 (27)</td>
<td>4 (80)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Clinician</td>
<td>10 (67)</td>
<td>0 (0)</td>
<td>10 (100)</td>
</tr>
<tr>
<td><strong>Highest level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College degree and below</td>
<td>3 (20)</td>
<td>0 (0)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>4 (27)</td>
<td>3 (60)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>8 (53)</td>
<td>2 (40)</td>
<td>6 (60)</td>
</tr>
<tr>
<td><strong>Experience in the medical field, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3 years</td>
<td>7 (47)</td>
<td>2 (40)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>≥10 years</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>3 (20)</td>
<td>0 (0)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>4-6 years</td>
<td>4 (27)</td>
<td>3 (60)</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Frequency of EMR&lt;sup&gt;b&lt;/sup&gt; system use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>7 (47)</td>
<td>5 (100)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Occasional use</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Use every day</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Frequent use</td>
<td>3 (20)</td>
<td>0 (0)</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Frequency of EDC&lt;sup&gt;c&lt;/sup&gt; system use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular</td>
<td>1 (7)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>10 (67)</td>
<td>0 (0)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Use every day</td>
<td>3 (20)</td>
<td>3 (60)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Frequent use</td>
<td>1 (7)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CRO: contract research organization.
<sup>b</sup>EMR: electronic medical record.
<sup>c</sup>EDC: electronic data capture.

**Discussion**

**Principal Findings**

This study provides specific examples of the use of ESR software in ophthalmology equipment to transform RWD into research data. Similar to previous case results from prospective studies [13], we found that the eSource approach was superior to manual data transcription in terms of data transcription quality, indicating that the improvement in data transcription efficiency provided by ESR systems does not sacrifice data quality. In the practice of the project, we found that although data transformation had good accuracy, more effective ways to improve the completeness of research data and implementation efficiency were lacking. Retrospective research typically does not use data standards before and during collection, resulting in difficulties in the process of data standard conversion in the later period. Therefore, data cannot be appropriately applied to eCRF, and information may be lost. This limitation explains why the data collection method used in prospective research based on research data standards is very important because it may directly affect the quality of the data from the starting point of data collection, thereby achieving standard conversion from RWD to clinical research data.

The main problems of low completeness include the lack of content specified in the description provided by the doctor recording the disease, lack of standard expression methods, and...
logic of describing clinical events. The process of development and transformation models must also be optimized, because they can only modularize a small number of fields but do not classify the same type of data, resulting in low development efficiency. In addition, the decrease in development efficiency is mainly because the clinical events described by doctors and the information required by the study are difficult to match. The overall data conversion process is long, and a real-time record of the details of all conversion processes and timely feedback on the quality of the data are unavailable. Therefore, the standardization of the doctor’s record, application of the data model to reduce the repeated transformation of the research field, details of the process of data transformation, and quality of the feedback data are necessary to optimize completeness and efficiency.

After summarizing the problems encountered, we proposed some possible solutions. First, the problem of the lack of matching of the research term with doctors’ habits may be solved by collecting commonly used terms to expand the coverage of the term and match the term using more automated approaches. Second, regarding the differences in context descriptions between doctors, some clinicians have proposed the use of recommended texts to promote the consistency of clinical event descriptions. Third, the lower development efficiency caused by the differences between fields may be improved by implementing suggestions for using data models. Finally, the problems of timely recording, data standardization, and feedback data quality may be solved by establishing source data management platforms to strengthen the source data and transparency of the data standardization process.

In retrospective case studies, the rate of complete data extraction is affected by the degree of consistency and vocally described by doctors. The solution at the time was to send the recommended text to the hospital EMR through ESR to strengthen the consistency of the physician’s description. However, from the perspective of experience, doctors still use different expressions for research data and efficiency cannot be improved. Therefore, technicians should use the NLP algorithm to extend the extraction rules and lists effectively. The improvement in the efficiency of artificial intelligence technology was attributed to the inclusion of each sample in the learning sheet of the model. In addition, the operating threshold during development was low and the efficiency was high. As long as the technical personnel responsible for the medical information can identify the entity and entity relationships in the text content, the model can automatically learn.

In a retrospective research environment, semantics allows researchers to affect the direction of data collection. After linking the hospital EMR documents and research data, clinical researchers and medical experts used research data models to generate text suggestions. When recommended terms are generated, researchers must consider methods that facilitate doctors’ use of the standard of research employed by the research terms to enable the collection of research data. According to the needs of field-specific terms for research, auxiliary instructions must be added to the prompt of medical records. However, if a relatively large standard library is needed, such as the Eleventh Revision of the International Classification of Diseases, we expect that the term query mode will be switched during the writing process such that the original terms and selected standard terms can be recorded. Therefore, this method can collect conventional terminology and match standard terms.

When applying ESR to real-world ophthalmology studies, we believe that the following conditions must be met: (1) first, specific research protocols and eCRF exist, and the research design is prospective research; (2) researchers must design a recommended text template for hospital EMRs according to the requirements of the research data, thereby promoting the standardization of data records; and (3) modules covering surgical medication, eye symptoms, additional surgery, and surgery have many prespecified events, such as whether star-shaped eye symptoms are observed. These events are rarely recorded in the research data. If technicians negotiate with the researchers in advance, the content that is not included may represent the incident or the researchers must clearly describe the content, which will improve the completeness of the eCRF data.

Similar to the EHR (hospital or clinic) SUS scores [19,20], we found that the hospital EMR SUS scores were also < 60 points, which is the F level. In terms of system usability, the SUS score of ESR software obtained in this study was 63. Our research found that in hospital EMR and EDC, the SUS Cronbach α value was < .6. According to the classification of Cronbach α [18], a result ≤ .6 indicates poor reliability of the hospital EMR and EDC SUS. The cause of this phenomenon may be related to the lower number of participants in our survey. However, the Cronbach α of the ESR SUS was > .7, which is acceptable. This further increases our confidence in ESR SUS scores.

The Duke University Clinical Research Institute introduced the RADaptor tool [21,22] as a solution to improve the efficiency of clinical research. The RADaptor tool acts as an intermediate plug-in to connect the EHR system (Epic) and the eCRF of REDCap (Research Electronic Data Capture; Vanderbilt University) software. The study by Nordo et al [22] used the RADaptor tool for case validation and evaluation and showed that this tool outperformed the traditional manual data transcription process. Unlike ESR systems that can be used for RWS, the current scope of the RADaptor tool is limited to single-site registration data. Following the eSource initiative of TransCelerate in 2016 [23], the latest work has now transitioned to the Health Level 7 Project Vaultan Fast Healthcare Interoperability Resources Accelerator [24]. The Vaultan project aims to help health care researchers more efficiently acquire, exchange and use, and translate data in clinical research using its widely recognized data exchange standard.

**Limitations**

In terms of limitations, our study was limited by investigator selection and representativeness, similar to previous studies evaluating RWS projects on medical esthetics [13]. Furthermore, we were unable to obtain authorization to deploy the ESR system in the hospital intranet at the outset because of the need to demonstrate the value of the ESR software in an ophthalmology-based RWS project to hospital administrators. Therefore, we did not select all cases for evaluation but only...
sampled some cases to reduce the time spent transferring medical records from the hospital EMR system to the ESR system. Finally, the premise of this study is that the necessary fields for the study have been recorded in the previous CATALYST study medical records. Therefore, the extraction effect of ESR software largely depends on the method of scientific medical records, which is why we advocate project-based RWS. A homogenized medical record template will facilitate the standardization of terminology records in prospective studies, thereby reducing the burden of late NLP technology extraction.

Conclusions
In ophthalmic RWS, the eSource approach based on the ESR system can replace the traditional clinical research model that relies on manual transcription of data. On the basis of this specific case, we provide experience in applying eSource technology to the transformation of RWD into research data. Follow-up research will focus on the deep functional integration of ESR and EMR systems to cope with complex research projects and optimize the RWS implementation process on the basis of the eSource approach.
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Abstract

Background: Cardiovascular disease (CVD) is the leading cause of death among women in the United States. A considerable number of young women already have risk factors for CVD. Awareness of CVD and its risk factors is critical to preventing CVD, yet younger women are less aware of CVD prevalence, its risk factors, and preventative behaviors compared to older women.

Objective: The purpose of this study is to assess CVD awareness among adolescent and young adult women and develop a lifestyle-based cardiovascular risk assessment tool for the promotion of CVD awareness among this population.

Methods: This study used a 3-phase iterative design process with young women and health care practitioners from primary care and reproductive care clinics in Atlanta, Georgia. In phase 1, we administered a modified version of the American Heart Association Women’s Health Survey to young women, aged 15-24 years (n=67), to assess their general CVD awareness. In phase 2, we interviewed young women, aged 13-21 years (n=10), and their health care practitioners (n=10), to solicit suggestions for adapting the Healthy Heart Score, an existing adult cardiovascular risk assessment tool, for use with this age group. We also aimed to learn more about the barriers and challenges to health behavior change within this population and the clinical practices that serve them. In phase 3, we used the findings from the first 2 phases to create a prototype of a new online cardiovascular risk assessment tool designed specifically for young women. We then used an iterative user-centered design process to collect feedback from approximately 105 young women, aged 13-21 years, as we adapted the tool.
Introduction

Cardiovascular disease (CVD) remains the leading cause of death for women in the United States, despite decades of progress in risk factor detection and treatment [1,2]. Awareness of CVD and its risk factors is critical to reversing this trend, yet national data from the American Heart Association (AHA) Women’s Health Survey reveals that younger women aged 25-34 years are much less likely than older women to be aware of CVD and its risk factors, a trend that is worsening over time [3]. A previous study of young women aged 18-39 years participating in the National Health and Nutrition Examination Survey in 2011-2014 found a considerable number already had hypercholesterolemia, hypertension, and diabetes, yet many were unaware of their diagnosis [4]. Compounding this lack of CVD awareness, people of all ages tend to underestimate the likelihood of experiencing negative events and overestimate the likelihood of experiencing positive events [5]. Adolescents especially have been characterized as “young invincibles” with little consideration for their long-term health [6]. However, adolescents are cognitively capable of understanding short-, medium-, and long-term risks for CVD [7] and have been shown in prior studies to report motivation to act now to prevent future CVD [8].

Previous interventions to improve CVD awareness and mitigate CVD risk in adolescent and young adult (AYA) women have been limited to distinct populations, such as college students [9], or have focused on addressing only a few CVD risk factors at a time [10-13]. Mobile health (mHealth) interventions, defined as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices” [14], are increasingly used to engage patients in CVD health promotion and behavior change [15-17]. There is a need to further explore the use of mHealth tools in diverse populations [18], including adolescents and women, and to optimize their use within clinical practice [17].

The Healthy Heart Score (HHS) is an existing online assessment tool that estimates one’s risk for CVD based on self-reported modifiable health behaviors [19]. The HHS was developed using epidemiologic data from adults of 40-75 years participating in the Nurses’ Health Study and Health Professionals Follow-Up Study, who were then followed for over 24 years [19]. An algorithm consisting of age, smoking status, physical activity, diet, alcohol intake, and body mass index was found to adequately predict their 20-year risk of a CVD event. We subsequently validated the use of this same algorithm in Black and White young adults aged 18-30 years participating in the Coronary Artery Risk Development in Young Adults cohort study and found that it predicted risk of a CVD event before 55 years of age as well [20]. The HHS is especially well suited for use with younger women because it does not require clinical measurements or laboratory assessments, assesses modifiable health behaviors, and performs best in those without established CVD risk factors [21].

In this project, we aimed to create a developmentally appropriate mobile CVD risk assessment tool based on the HHS algorithm for use in wellness, mental health, and reproductive health visits for young women in a diverse community in Atlanta, Georgia. In the first phase of the study, we assessed the baseline understanding of CVD and its risk factors in our participant population using the AHA Women's Health Survey [3] to target the new tool at existing knowledge gaps. In the second phase, we presented the existing adult HHS online risk assessment to young women and their health care providers (HCPs) and solicited their ideas for necessary adaptations to make the tool more teen-friendly. In the third phase, we used an iterative user-centered design process to continuously adapt and test revisions to the tool. The final product is an online tool developed with and for young women to address identified gaps in their CVD awareness and promote positive behavior change.

Methods

Study Population

AYA women, aged 13-24 years, were recruited from a primary care practice and an adolescent reproductive health clinic in southeast Atlanta for all 3 phases of the study. The Adolescent reproductive health clinic was selected for recruitment in addition to the primary care clinic because many young women are only present for reproductive health care [22], and in our prior work, young women suggested tying cardiovascular health

Results: Only 10.5% (7/67) of the young women surveyed correctly identified CVD as the leading cause of death among women in the United States. Few respondents reported having discussed their personal risk (4/67, 6%) or family history of CVD (8/67, 11.9%) with a health care provider. During the interviews, young women reported better CVD awareness and knowledge after completing the adult risk assessment tool and suggested making the tool more teen-friendly by incorporating relevant foods and activity options. Health care practitioners emphasized shortening the assessment for easier use within practice and discussed other barriers adolescents may face in adopting heart-healthy behaviors. The result of the iterative design process was a youth-friendly prototype of a cardiovascular risk assessment tool.

Conclusions: Adolescent and young adult women demonstrate low awareness of CVD. This study illustrates the potential value of a cardiovascular risk assessment tool adapted for use with young women and showcases the importance of user-centered design when creating digital health interventions.

(JMIR Form Res 2022;6(12):e42051) doi:10.2196/42051
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promotion to their reproductive health concerns as a viable prevention strategy [23]. Southeast Atlanta is a diverse location of Atlanta, with over 70% of the population identifying as Black or African American [24]. The majority of households, served by these 2 practices, report under US $50,000 per year in annual income [24]. The primary care practice provides primary care, mental health care, and sexual health care services to over 1700 adolescents aged 13-21 years annually and is staffed by adolescent medicine physicians, nurse practitioners, a psychotherapist, and a supporting clinical team. The reproductive health clinic provides confidential sexual health services to young women aged 13-24 years and is staffed by gynecologists, nurse midwives, a health educator, and a supporting clinical team.

**Ethical Considerations**

This study was approved by the Emory University Institutional Review Board, the Children’s Healthcare of Atlanta Institutional Review Board, and the Grady Health System Research Oversight Committee (approval number 00001418). Informed consent was obtained from all surveyed and interviewed participants and their guardians, except in cases where minors presented alone to the clinic, in which an approved waiver of guardian consent was invoked. All data collected from surveys and interviews were deidentified and stored on Emory University’s password-protected servers. A US $25 gift card was given to those who participated in surveys and recorded interviews. A waiver of written informed consent was approved by the aforementioned review boards in cases of observational feedback. No identifying information was recorded for observational feedback, and no financial compensation was provided.

**Study Procedures**

**Phase 1: Baseline Assessment of Adolescent Understanding of CVD Risk**

Young women presenting for annual well visits from March 2021 to December 2021 were eligible for this phase of the study. Trained research coordinators approached young women in the waiting room and asked them to complete a modified version of the AHA Women’s Health Study survey [25]. Participants provided electronic informed consent before agreeing to complete the survey. A total of 67 young women completed the survey. We calculated and reported descriptive statistics using SAS 9.4 (SAS Institute).

**Phase 2: Adolescent and HCP Feedback on the Existing CVD Screening Tool (HHS)**

Young women and HCPs from both practices were eligible for this phase of the study, which occurred from August 2021 to December 2021. All participants completed the existing HHS CVD risk assessment online and answered questions administered by a member of the research team, including feedback on the HHS architecture (layout, word choice, use of visuals), conditions under which they thought adolescents would engage with the assessment (eg, at school or the doctor’s office), and general suggestions for improvement. Four initial interviews occurred over 1 hour using Health Insurance Portability and Accountability Act-compliant Zoom during the COVID-19 pandemic. Due to difficulty scheduling the Zoom interviews, we switched to a 15-minute semistructured interview in the clinics in October 2021, addressing the same topics in an abbreviated form. While interviews were conducted in quiet areas, we allowed friends, family members, or guardians to be present during interviews if preferred by the participant. We compared the results from the in-person interviews to those from the Zoom interviews to check for differences; no qualitative differences were found in the results. A total of 11 adolescents and 10 HCPs completed interviews. All interviews were recorded and audio-transcribed verbatim. Due to the failure to record, 1 interview was lost, leaving 10 AYA interviews for textual analysis. All participants in this phase provided written informed consent to be interviewed and recorded. The HCP interview guide is available in the Multimedia Appendix 1 and the AYA interview guide is available in the Multimedia Appendix 2.

Transcriptions were read by the research team members, including an adolescent medicine physician, a clinical research coordinator, and a medical student. Using an inductive coding approach, the research team met to discuss themes and decide on a set of codes and subcodes (see Table 1). Transcriptions were then coded in teams of 2 using Dedoose, version 8.3.10 (SocioCultural Research Consultants). After double-coding the first 3 transcripts, the team met to review the code application and ensure agreement. Any disagreements were discussed during the team meeting. This process was repeated to ensure consistency in coder agreement.

**Phase 3: Adolescent CVD Screening Tool Development**

The clinical research team collaborated with the programming and design team to synthesize findings from the AHA survey from phase 1 and HHS interviews from phase 2 into a simple wireframe prototype of a new CVD risk assessment tool for phase 3. A member of the clinical research team then presented the prototype to young women in the waiting rooms of the 2 practices from October 2021 to June 2022. Patients were asked to provide brief feedback on various topics, including layout, content, usability, and areas for improvement. The research team member took notes and presented this feedback to the programming and design teams to inform subsequent iterations of the tool. All data was observational and anonymous, and written informed consent was not required per the institutional review board approvals for this phase. During the fourth month of this user-centered design process, the team facilitated an hour-long design session with 3 participating adolescents to supplement in-clinic feedback using the Ten Design Heuristics [26]. The team consulted with a clinical psychologist and nutritional epidemiologist throughout this iterative design phase to ensure that adapted features and content appropriately used behavioral and health psychology frameworks such as motivational interviewing [27], the health belief model (HBM) [28], the behavioral intervention technology model [29], and social cognitive theory [30], as described further in the Results section. The complete iterative design process, including all 3 phases, is depicted in Figure 1.
Results

Phase 1: Baseline Assessment of Young Women’s Understanding of CVD Risk

Of the 67 participants who completed the survey, 47 (71.2%) were 15-17 years of age, 18 (27.3%) were 18-21 years of age, 1 was older than 21 years, and 1 did not state her age. Most respondents identified as Black (56/67, 75.4%) and 13 of 67 (22.4%) identified as Hispanic. The majority of the participants (48/67, 71.6%) reported that their primary caregiver had less than a college education. Only 10.5% (7/67) of the participants were aware that CVD is the leading cause of death among women in the United States. Participants were asked which health topics they discussed with their HCP. Very few reported that their HCP discussed their personal risk of CVD (4/67, 6%) or their family history of CVD (8/67, 11.9%) with them. Of the remaining topics surveyed, 46.3% (31/67) reported discussing their exercise habits; 49.3% (33/67) reported discussing their weight; and 26.9% (18/67) reported discussing none of the listed topics with their provider. Participants were also asked to identify major causes of CVD. Less than half of participants were aware that low physical activity (19/67, 28.4%), diabetes (27/67, 40.3%), smoking (29/67, 43.3%), and high cholesterol (33/67, 49.3%) contribute to CVD. High blood pressure (37/67, 55.3%) and being overweight (44/67, 65.7%) were identified as major causes by over half of respondents. Participants were also asked what CVD preventative behaviors they took within the past year. Fewer than half of the participants reported any of the CVD prevention behaviors surveyed, with only 4.5% (3/67) reporting maintaining healthy cholesterol, 10.4% (7/67) reporting maintaining a healthy blood pressure, 11.9% (8/67) reporting reducing sodium/salt intake; 23.9% (16/67) reporting reducing sugar intake; 38.9% (26/67) reporting attempting to lose weight, and 49.3% (33/67) reporting getting physical exercise.

Phase 2: Adolescent Feedback on the Existing Adult CVD Screening Tool

A total of 10 young women aged 13-21 years and 10 HCPs aged 29-65 years contributed interviews for the analysis. All the adolescent participants identified themselves as Black. All HCPs identified as women, with 6 identifying as Black and 4 identifying as White. One HCP also identified as Hispanic. HCPs held various positions and degrees, including clinical assistant (n=1), nurse (n=3), mental health clinician (n=1), physician (n=2), advanced practice provider (n=2), and health educator (n=1).

Table 1 summarizes key themes and subthemes derived from participant interviews. Consistent with the survey data, adolescent participants demonstrated low knowledge of their own risk for CVD prior to completing the HHS, but felt they had increased CVD awareness after completing the HHS assessment. HCPs acknowledged that while they felt comfortable talking about CVD-related topics such as nutrition, having access to more resources would help increase their comfort discussing CVD with patients. Both adolescents and HCPs suggested: (1) adding more teen-friendly food and activity options, (2) using explanations and examples throughout the tool (including visuals), (3) improving the layout and design of the tool, (4) using motivating language more effectively, and (5) minding the reading level of the tool. Both adolescents and HCPs expressed concern about teens providing honest answers in the assessment as well as ongoing engagement with behavior change goals. The barriers and facilitators to use such a tool in practice were also shared, with HCPs speaking directly about limited clinic resources and time. Both HCPs and adolescents brought up the potential for fear of judgement, shame, and embarrassment surrounding answers to certain questions (eg, weight, alcohol intake, and nicotine use), as well as fear of learning about one’s CVD risk. After completing the assessment, many adolescents demonstrated both curiosity and shock at their predicted risk. HCPs commented on additional barriers (eg, healthy food affordability) and facilitators of adolescent engagement.
health behavior change (eg, working with parents to assist in lifestyle changes). To facilitate the implementation of the assessment in practice, HCPs recommended shortening the assessment as time is often limited in the clinical setting. Both groups felt that going through the HHS assessment itself could be a cue to action for adolescents to change their behavior, consistent with the HBM [28].
Table 1. Coding themes and representative quotes from 10 adolescent and young adult women (AYA) and 10 health care providers (HCPs) giving feedback on the Healthy Heart Score risk assessment.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Subthemes</th>
<th>Illustrative quotes</th>
</tr>
</thead>
</table>
| Health knowledge | • HCP CVD\(^a\) knowledge and comfortability  
• Teen knowledge of heart attack and stroke  
• Tool as increasing health awareness  
• Sources of knowledge | “…people’s lack...of awareness of that risk or seriousness of that risk, too, especially for young women. They...may just feel like that’s not a thing they necessarily should be worried about...” HCP  
“Because I think if I eat healthy and take care of myself right, I don’t think that’s going to happen to me, but I don’t know” AYA  
“I guess things…that surprised me a little, like my instincts with certain foods like, that didn’t make me think, oh man, I’m going to get like a heart attack. But made me think OK, like maybe I should try a little more on that.” AYA |
| Content of risk assessment tool | • Choices  
• Explanations and examples  
• Layout and design  
• Length  
• Wording  
• Motivating language  
• Reading or content level  
• Teen-friendly  
• Visuals | “I feel like, the reading, like on some of them, like it’s helpful, but it’s also a lot. Like I didn’t read through it.” AYA  
“Well, [the activity choices] were perfectly fine for my kinds of activities, but I can imagine for kids they need to be different because of organized sports.” HCP  
“I think the time estimates are maybe going to be hard for some people to make like you have to do a little bit of mental math.” HCP  
[On what was confusing] “The, like how might categorize [physical activity or food intake] like the one, two, three per week.” AYA  
“I guess it’d be you wanted to have a Spanish version” HCP |
| Conditions to tool usage | • Honest engagement with tool  
• Initial assessment  
• Ongoing work  
• Barriers to tool usage  
• Facilitators to tool usage | “I know a few people my age who do drink. And so, I feel like they wouldn’t answer honestly.” AYA  
“It would be nice to be able to communicate with [teens that] are feeling the same way that actually want to improve their health […] you can relate to someone in the process.” AYA  
“Sometimes just due to scheduling and the timing of things, you may not have time enough to complete the survey” HCP  
“This tool is easy, and with technology now, patients are tired of paper.” – HCP |
| Emotional reaction | • Curiosity about personal results  
• Fear of judgment  
• Fear of results  
• Shame or embarrassment  
• Sharing personal details  
• Surprise or shock  
• Weight | “I’m scared […] because it’ll probably be like, oh well, you probably need to get better with your health or [you’ll have] a heart attack.” AYA  
“It was kind of shocking to see the result.” AYA  
“It’s just a form of education or awareness…I don’t want to have our teens freaking out once they see that.” HCP |
| Health behaviors | • Barriers to behavior change  
• Facilitators to behavior change  
• Existing teen behavior | “High fiber cold cereal? I really don’t eat cereal like that. I don’t really eat breakfast…” AYA  
“Affordability is an issue as far as what’s at home, what’s available at home or if the teen is even cooking, or does mom cook every day.” – HCP |
| Motivation | • Tool as cue to action  
• External motivation  
• Internal motivation | “I definitely need to get serious about my weight…and move my body more.” AYA  
“I have a lot of people in my family that have diabetes, high blood pressure, and high blood sugar.” AYA |
| HCP role in CVD risk assessment | • N/A\(^b\) | “One of the focus points of the well visit is to assess people’s risk and to address that either by doing further screenings like checking their cholesterol or based on like the data that you have of what their risk might be kind of talking to them about lifestyle changes that could help prevent cardiovascular disease.” HCP |

\(^a\)CVD: cardiovascular disease.  
\(^b\)N/A: not applicable.
Phase 3: Adolescent CVD Screening Tool Development

Using data from the phase 1 survey and phase 2 interviews, the programming and design team worked with the clinical research team to develop an initial simple prototype of the tool. In concordance with the behavioral intervention technology model [29], the research team further defined the aims of our tool, focusing on increasing physical activity and the consumption of fruits, vegetables, and grains, and decreasing the consumption of sugar, red meat, and tobacco. With the design team, behavioral strategies were identified, such as education, feedback, agency emphasis, and goal setting. This resulted in an initial prototype that addressed low-CVD prevention awareness activities identified in phase 1, including more relatable teen activities such as team sports (eg, cheerleading, basketball) and food options (eg, oatmeal, popcorn). It also depicted activities and foods with cartoon icons, as the interview findings suggested using visual representations to aid comprehension. Next, the team addressed HCP concerns about assessment length, reducing the tool’s length by combining individual foods (eg, cereal, soda, hot dogs, almonds, apples, green beans) into food groups (high-fiber grains, sugary or sweetened drinks, red meats, processed meats, nuts and seeds, fruits, and vegetables), reducing the total number of nutrition questions from 23 to 14. Similarly, we grouped all vigorous activities and moderate activities together into these 2 categories, reducing the total number of physical activity questions from 12 to 4. The total number of questions was reduced from 35 to 18 with these changes. To help avoid feelings of judgment surrounding body size, we deprioritized weight by moving this question to the end and removing feedback on body mass index. We also avoided using any leading or judgmental language in the feedback that may imply a “correct” answer and dissuade teens from answering honestly, opting instead to use more neutral language as suggested by motivational interviewing [27].

This initial storyboard prototype was then shown to teens in the clinic waiting rooms to further refine the examples and language in the questions. Using the first round of in-clinic feedback on the simple prototype, a functional web-based prototype was then created that fully showed risk, results, and recommendations. Due to the overall low 20-year CVD risk that adolescents have because of their age, the calculated relative scores were translated into point values and shown to the user. These points correspond to the relative importance of the individual elements in the original HHS algorithm. At the end of the assessment, feedback was given in the form of graphs that portrayed results compared to a healthy individual of the same age. TikTok videos demonstrating healthy eating and physical activity tips were initially included based on adolescent suggestions for engaging content. The TikToks were later removed due to the team’s inability to find high-quality, evidence-based videos on the platform, and replaced with nutrition and activity advice from the AHA combined with GIFs (moving visuals).

This functional prototype was then shown to additional young women in the clinic waiting rooms and to 3 adolescents in the design session. Further feedback led to refinements, including clearly highlighting the purpose of the tool in bold and addressing both visual inconsistencies (eg, the dropdown for choices sometimes blocked the questions) and semantic issues (eg, some questions did not have the option to select “never”). Points accrued with each health behavior reported were highlighted to improve engagement throughout the assessment. Incorporating motivational interviewing techniques [27], we attempted to emphasize adolescents’ autonomy by giving respondents options on which areas they would like to receive additional feedback for. We used the foundations of the HBM [28] as guidance for the feedback, focusing first on raising awareness of an individual’s CVD susceptibility and then linking this to specific actions to reduce their CVD risk, along with addressing barriers with specific tips. Language within the feedback also focused on promoting adolescents’ self-efficacy and agency to change their scores. Multiple iterative changes were made to the feedback graphs to improve the communication of results. A representation of the final tool can be seen in Figure 2.
Discussion

Principal Results

CVD awareness, knowledge of CVD risk factors, and preventive behaviors were remarkably low among the young women surveyed in this population, which is consistent with other national [3] and regional [25] studies. Few young women reported having never spoken to an HCP about their personal risk for or family history of CVD, despite this study occurring in a region of the United States with some of the highest morbidity and mortality from CVD [31]. Together, these findings confirmed the urgent need to create a tool to promote CVD awareness, teach preventative measures, and prompt discussion of CVD between young women and their HCPs.

We chose the existing adult HHS as our initial tool for adaptation based on its alignment with the knowledge gaps identified in the survey and existing evidence for its ability to predict early CVD events in both middle-aged and young adults [19,20]. We found that such a tool can indeed prompt adolescents to reflect on their health and habits, as has been shown in a study with middle-aged adults [32]. Similarly, HCPs discussed the low CVD awareness amongst their young female
patients and agreed this risk assessment tool could be a value-added resource to improve awareness. Further discussion with both young women and HCPs revealed the need for such a tool to incorporate teen-friendly foods and activities, clear and concise language, and pictures to improve overall understanding and the accuracy of responses. One issue presented by both HCPs and AYAs was the concern that AYAs would not be honest when answering the survey due to certain topics such as weight, alcohol intake, and nicotine use. It should be noted that the presence of friends, family members, or guardians during interviews may have also affected the candor of participants and therefore the information collected. Consideration of when and where the tool is administered should be taken to ensure that AYA respondents feel they can answer the questions honestly. Additionally, HCPs presented potential clinical barriers, to implementation, including time, and a lack of their own CVD knowledge. Other studies have discussed similar clinical barriers such as practice buy-in, obtaining cooperation and resources, and lack of HCP subject knowledge that have impacted successful intervention implementation [33,34]. Mitigating these challenges is essential to successfully integrating a cardiovascular risk assessment tool into a clinical practice and will be the focus of future studies.

Our iterative design process built upon this feedback and continuously incorporated input from young women through brief interviews in clinic and a design session, resulting in an age-appropriate and culturally tailored cardiovascular risk assessment tool. The input gathered allowed us to make changes to the tool to improve its aesthetic and enjoyability, along with its clarity and functionality. This process highlighted the importance of user-centered design when creating mHealth interventions. Researchers typically use a top-down approach when creating mHealth interventions, preferring to integrate evidence-based care directly into the digital sphere, resulting in mHealth interventions that may not effectively engage their audience [35]. Research has shown that while adolescents are one of the biggest consumers of mHealth interventions, many such tools do not effectively engage them [35]. Studies that have used a user-centered design process have shown great promise in engaging their target population [15]. Involving adolescents in the design process through workshops and direct interviews can help create tools with features that will engage this population. Combining this user-centered design with evidence-based protocols allows for more effective interventions that not only provide evidence-based guidance but also reach and engage users [36].

Limitations

A major strength of this study is its mixed-methods approach, which leads to a tool that is uniquely tailored to the needs of this specific patient population of young women but is also likely applicable to young women from other backgrounds. Our patient population consisted of young women from minorities and low-income backgrounds, a population whose preferences and experiences are noted as lacking within mHealth intervention development but essential to creating broadly applicable tools [17,36]. The original tool from which our tool is adapted has also been shown to accurately predict the risk of early CVD events in young adults [20]. However, there are limitations to our work. A convenience sample was used to collect survey data and input on the new tool development. As a result, our findings may lack generalizability beyond our local sample and will need to be tested in other populations of adolescents. We also made several adaptations to the validated cardiovascular risk prediction tool to make it usable and acceptable for teens, such as consolidating questions, modifying phrasing, and adjusting the calculation to predict relative risk, and thus, the tool may no longer represent the actual numerical risk of an early CVD event with the same predictive accuracy. Finally, whether the tool prompts true behavior change and correlates with CVD risk reduction will be explored in future studies.

Conclusions

The young women in this study and others consistently demonstrate low awareness of CVD and CVD prevention. More resources are needed to educate young women about CVD and promote CVD discussions with HCPs. An online risk assessment tool is one potential resource that can help increase awareness of CVD if tailored to the needs and preferences of this population. Further research is needed surrounding the feasibility and usability of such a tool in clinical practice, as well as its efficacy in raising CVD awareness and inspiring young women to take action for their future heart health.
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Abstract

Background: Elevated psychological distress has demonstrated impacts on individuals’ health. Reliable and efficient ways to detect distress are key to early intervention. Artificial intelligence has the potential to detect states of emotional distress in an accurate, efficient, and timely manner.

Objective: The aim of this study was to automatically classify short segments of speech obtained from callers to national suicide prevention helpline services according to high versus low psychological distress and using a range of vocal characteristics in combination with machine learning approaches.

Methods: A total of 120 telephone call recordings were initially converted to 16-bit pulse code modulation format. Short variable-length segments of each call were rated on psychological distress using the distress thermometer by the responding counselor and a second team of psychologists (n=6) blinded to the initial ratings. Following this, 24 vocal characteristics were initially extracted from 40-ms speech frames nested within segments within calls. After highly correlated variables were eliminated, 19 remained. Of 19 vocal characteristics, 7 were identified and validated as predictors of psychological distress using a penalized generalized additive mixed effects regression model, accounting for nonlinearity, autocorrelation, and moderation by sex. Speech frames were then grouped using k-means clustering based on the selected vocal characteristics. Finally, component-wise gradient boosting incorporating these clusters was used to classify each speech frame according to high versus low psychological distress. Classification accuracy was confirmed via leave-one-caller-out cross-validation, ensuring that speech segments from individual callers were not used in both the training and test data.

Results: The sample comprised 87 female and 33 male callers. From an initial pool of 19 characteristics, 7 vocal characteristics were identified. After grouping speech frames into 2 separate clusters (correlation with sex of caller, Cramer’s V =0.02), the component-wise gradient boosting algorithm successfully classified psychological distress to a high level of accuracy, with an area under the receiver operating characteristic curve of 97.39% (95% CI 96.20-98.45) and an area under the precision-recall curve of 97.52 (95% CI 95.71-99.12). Thus, 39,282 of 41,883 (93.39%) speech frames nested within 728 of 754 segments (96.6%) were classified as exhibiting low psychological distress, and 71,45 of 75,503 (94.64%) speech frames nested within 382 of 423 (90.3%) segments were classified as exhibiting high psychological distress. As the probability of high psychological distress increases, male callers spoke louder, with greater vowel articulation but with greater roughness (subharmonic depth). In contrast, female callers exhibited decreased vocal clarity (entropy), greater proportion of signal noise, higher frequencies, increased breathiness (spectral slope), and increased roughness of speech with increasing psychological distress. Individual caller random effects contributed 68% to risk reduction in the classification algorithm, followed by cluster configuration (23.4%), spectral slope (4.4%), and the 50th percentile frequency (4.2%).

Conclusions: The high level of accuracy achieved suggests possibilities for real-time detection of psychological distress in helpline settings and has potential uses in pre-emptive triage and evaluations of counseling outcomes.

Trial Registration: ANZCTR ACTRN12622000486729; https://www.anzctr.org.au/ACTRN12622000486729.aspx

(JMIR Form Res 2022;6(12):e42249) doi:10.2196/42249
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Introduction

In recent years, the presence of psychological distress in the community has escalated sharply due to COVID-19 [1,2]. Given the demonstrated impacts of high distress on health and functioning, reliable and efficient ways to detect distress are key to early intervention. Despite this growing problem, surprisingly little attention has been paid to methods for the detection of distress in the broader community. We aimed to use artificial intelligence to automatically classify a sample of helpline call recordings according to high and low psychological distress using voice characteristics alone. Thus, we offer an objective and efficient approach to the real-time detection of psychological distress in a large sample of helpline callers.

Psychological distress has been defined as “the unique disconcerting emotional state experienced by an individual in response to a specific stressor or demand that results in harm, either temporary or permanent, to the person” [3]. Although commonly associated with diagnoses of depression and anxiety, psychological distress is also associated with other psychiatric diagnoses such as posttraumatic stress disorder (PTSD) and schizophrenia [4] and is a feature of significant life events such as bereavement and employment loss [5,6]. If left undetected, psychological distress can contribute to declines in physical and mental health, longer hospital stays, poor treatment compliance, and increasing cost of care [7].

Helplines internationally have witnessed substantial increases in call volumes and presentations involving psychological distress in recent years [8]. The support provided by helpline staff has been directly linked to sustained reductions in psychological distress [9]. However, the assessment of psychological distress is challenged by the absence of nonverbal cues, time limitations, and reticence of some callers to discuss relevant issues. Helpline staff have also reported difficulties when asking callers directly about psychological distress [10], suggesting a role for alternative approaches to the detection of psychological distress in helpline settings.

Pilot data support the use of voice characteristics to identify psychological distress in varied settings. Scherer and colleagues [11] investigated whether voice recordings could be separated between high and low psychological distress using vowel space as a measure of clarity of articulation and expressiveness of speech (hypothesizing that greater vowel space would signify psychomotor slowing of speech production due to psychological distress). In this study, participants were sourced from 2 separate databases. The first of these was the Distress Assessment Interview Corpus, which contains audio-visual recordings of semistructured interviews conducted between 253 participants and a virtual interviewer, coded for depression using the Patient Health Questionnaire-9, and PTSD using the PTSD-checklist civilian version. A second sample of 68 recordings was also analyzed, sourced from an audio-visual database of interviews with both participants with and without depression. Small to moderate effect sizes were found in comparisons of depressed and nondepressed recordings (Hedge’s G=0.43) and in those of PTSD with an absence of PTSD diagnosis (Hedge’s G=–0.34). This study indicated that psychologically distressed individuals may have poorer articulatory clarity and expressiveness and therefore suggested voice characteristics as a viable marker of psychological distress more broadly.

Kansberger and colleagues [12] alternatively hypothesized that the average vocal pitch would be elevated when utterances were compared between psychologically distressed and emotionally neutral conditions. Average fundamental frequency values (lowest discernible pitch) extracted from follow-up interviews of 16 patients with head and neck cancer were coded for the presence of overt and implied statements (n=89) of psychological distress. A mixed effects logistic regression analysis found that fundamental frequency values were indeed elevated in the presence of psychological distress (P<0.05; 95% CI 1.82-24.31Hz). Furthermore, elevations in pitch accounted for ~70% of the variance in psychological distress outcomes, suggesting that the results obtained were robust against differences between individual participants.

However, these studies reveal a number of limitations. As Kansberger and colleagues [12] note, fundamental frequency (or for that matter, any single measure) is unlikely to be singly prognostic of psychological distress. As Franklin and colleagues [13] note in their review of assessment measures for suicide risk, research would benefit from the use of predictive algorithms capable of considering multiple predictors simultaneously; a research direction that may well also apply to the optimal identification of psychological distress. Furthermore, although Kansberger et al [12] accounted for differences in pitch, nested within individual participants, the authors did not account for nonlinearity or correlation between utterances, suggesting a missed opportunity for accurate modeling of changes in pitch over time. Conversely, while Scherer et al [11] analyzed a larger sample of recordings, these were obtained from recordings of interviews conducted with a virtual avatar and may lack generalizability to more ecologically valid settings.

Artificial intelligence has the potential to detect states of psychological distress in an accurate, efficient, and timely manner using multiple measures. Although there is initial evidence for the efficacy of such an approach [14], current evidence lacks application to real-world ecologies and real-time assessment, both of which are essential if these insights are to move beyond the laboratory. Thus, we aimed to use artificial intelligence approaches to automatically classify a large sample of telephone counseling calls made to Australian suicide prevention helpline services according to the level of psychological distress and the demonstrated impacts of high distress on health and functioning, reliable and efficient ways to detect distress are key to early intervention.
support to existing helpline infrastructure that can be deployed in real time.

**Methods**

Multimedia Appendix 1 illustrates the steps taken in both preprocessing and the final analysis of the vocal characteristics.

**Call Recordings**

A total of 537 call recordings were initially sourced from On The Line, Australia (the suicide call-back service) and the Australian Federal Police, Canberra (000 emergency services response), as part of a broader study classifying low from imminent risk of suicide using voice characteristics [15]. On The Line recordings were chosen at random from between July 1, 2019, and June 30, 2021, stratified by suicide risk level and disclosed sex of caller. The Australian Federal Police recordings were purposely chosen over the same time period to reflect imminent risk of suicide necessitating emergency services response.

**Preprocessing of Calls**

All calls were received as mono-channel 8 kHz, 32-bit float format. Each recording was initially transformed to 16-bit pulse code modulation format and normalized (zero mean) with pre-emphasis added to attenuate low signals and emphasize higher frequency signals, thus clarifying the degree of audibility, particularly where this was compromised (eg, mobile phone calls with considerable background noise). Listwise removal of missing data (silence; 381,655 of 722,274 segments, 52.84%) occurred prior to the subsequent analyses.

**Selection of Call Recordings Relating to Psychological Distress**

A multigated approach informed the designation of psychological distress ratings to each annotated segment of each call recording. A team of associate researchers (n=6) assigned distress levels to segments selected from within each call as described in the next section. The associate researchers were either provisional or fully registered psychologists (henceforth referred to the “psychologists”) with the Psychology Board of Australia, completing postgraduate qualifications in psychology and who had substantial prior experience working with complex presentations, often involving psychological distress of varying magnitude (eg, psychiatric diagnoses, significant life events). A random sample of the 120 call recordings was assigned to each of the psychologists, with 20% crossover (4 of 22 calls assigned to each rater) used for the assessment of interrater reliability (Cohen κ=0.92).

The psychologists were asked to annotate segments of each recording using audio software (Audacity, version 2.4.2, The Audacity Team). Annotated segments were to be free from the counselor’s voice as much as possible and were to feature a diversity of psychological distress ratings; thus, it was common for a range of distress ratings to feature across annotated segments within each call recording, ensuring our analysis considered within-caller variation of distress. Psychological distress was rated by each associate researcher using the distress thermometer, an 11-point discrete Likert-style scale (0=no distress and 10=extreme distress). The distress thermometer has a critical level of 4 (SD 1.5) indicating clinical levels of psychological distress that require follow-up and referral [16]. Thus, the ratings of psychological distress for each segment were dichotomized for either side of the recommended clinical psychological distress rating (distress rating=4). The psychologists also described each caller’s presentation using standardized psychiatric mental status examination descriptions.

The distress thermometer has been used extensively in areas other than oncology, for which the scale was first developed, with good concordance achieved between clinician and patient ratings (n=364, Lin’s coefficient of concordance=0.79, sensitivity=0.83 and specificity=0.71) [17]. The distress thermometer has been compared with other well-validated measures for identifying psychological distress including the Hospital Anxiety and Depression Scale, the Structured Clinical Interview for DSM (Diagnostic and Statistical Manual of Mental Disorders) disorders and the Depression Anxiety and Stress Scale-21 [16], with a mean area under the receiver operating characteristic curve (AUROC) of 0.82 (SD 0.07) across all these measures [18].

**Power Analysis**

Following Zou [19], the intraclass correlation coefficient from Kandsberger [12] (intraclass correlation coefficient=0.31) was used with a theoretical number of distress annotations per call (n=4) indicating a desired sample size of 119 calls necessary to identify a significant main effect for psychological distress (power=0.8, α=.05). Thus, 120 calls were chosen at random from the overall sample of callers.

**Derivation of Vocal Characteristics**

Twenty-four unique vocal characteristics were initially derived from the digital vocal using the analyze function of the Soundgen package in RStudio (version 2022.07.01). Nineteen vocal characteristics remained after removal of highly correlated variables. Annotated segments of each recording were divided into overlapping (50%) 40-ms Blackman-windowed frames, with the segment level of psychological distress assigned to all frames within each segment. The choice of frame size provided a level of focus on important characteristics of the soundwave by magnifying central frequencies of each frame and ensuring that valuable information was not lost in the tails of each window.

**Selection and Validation of Candidate Vocal Characteristics**

A penalized 2-level generalized additive mixed-effects regression model (GAMM) was used to remove vocal characteristics that were not significant predictors of psychological distress. The choice of GAMM ensured that each predictor could be tested, allowing for nonlinearity with sex of caller as a moderating variable. The 2-level model reflected our approach to data collection: 40-ms frame voice characteristics (level 1) nested within individual calls (level 2), allowing for moderation by sex of caller.

Splines with differing degrees of freedom were added for each predictor to account for different forms of nonlinearity. Random
intercepts were added to account for differences between individual callers. A binomial model with logit link was used to differentiate low from high psychological distress frames within calls.

**Clustering of Speech Frames Using Voice Characteristics**

k-means clustering of speech frames was used to derive probabilistic clusters from the overall voice characteristics. This approach has been used when analyzing other forms of biologically derived data (e.g., DNA gene expression) [20]. The addition of the principal components used to discriminate between clusters provided a supplementary predictor that improved classification accuracy in the next stage.

**Classification of Speech Frames Using Machine Learning**

We sought to extend upon the work of Kandsberger [12] by using the reduced vocal characteristic predictor set (obtained via GAMM) to classify speech frames according to high and low psychological distress within the cluster configuration derived from the k-means clustering step.

Gradient boosting is a computationally inexpensive approach that is able to achieve a level of transparency unavailable to other powerful machine learning approaches (e.g., support vector machines and neural networks). This transparency is desirable when clinical insights are of importance. In its base implementation, gradient boosting assumes linearity among predictors; however, this can be remedied with alternative implementations. Component-wise gradient boosting can analyze nonlinear data by first estimating a GAMM with smooth spline terms added and then by applying each model component (individual predictors and random components) to achieve the best reduction in classification error. Moderation by sex of caller was added to this model for all vocal variables.

Leave-one-caller-out cross-validation was used to validate the model, ensuring that speech frames from any single caller did not feature in both training and test sets. Ten-fold cross-validation was used to confirm the number of boosting trees, and the Youden J index was used to determine the optimal probability cutoff that maximized upon both precision and recall measures [21]. The efficacy of the classification algorithm was measured using AUCROC and the area under the precision-recall curve to ensure robust measures of accuracy in the presence of possible data-class imbalance.

Plain language definitions of the vocal characteristics included in the final model have been included in Multimedia Appendix 2.

**Misclassification**

Following classification of speech frames using the component-wise gradient boosting algorithm, misclassifications were inspected at the annotated segment level rather than at the individual frame level. This was done by classifying each segment as high or low distress based on the mean probabilities for all the corresponding segment frames.

This approach ensured that the mental status examination descriptions made against each segment by the team of psychologists could be inspected to determine whether any patterns in caller presentation might be evident for the misclassified segments.

**Ethics Approval**

No contact information for callers was obtained, and thus a waiver of consent was granted by the institutional human research ethics committee (reference #20214340-5805) in compliance with the Declaration of Helsinki. This study followed the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) reporting guidelines. A STROBE checklist is included in Multimedia Appendix 3.

**Results**

**Overview**

The sample comprised 87 female and 33 male callers (mean caller age 39.47 years, SD 15.24). In total, 117,387 40-ms frames (low psychological distress=75,504; high psychological distress=41,883; mean distress rating 4.92, SD 2.13) were nested within 1177 annotated call segments (low psychological distress=754, high psychological distress=423; mean number of segments per call 7.70, SD 4.22) and within 120 individual callers.

**Reduced Predictor Set via GAMM**

Penalized GAMM was used to reduce and validate the number of candidate predictors while allowing for nonlinearity and accounting for moderation by sex of caller. The model overall accounted for 15.5% of the variance in the level of psychological distress (adjusted $R^2$=0.15). Table 1 summarizes the coefficients and degree of nonlinearity of each of the 19 vocal characteristics included in the model, and the differences between male and female callers for each of the significant predictors is illustrated in Figure 1.
Table 1. Summary of voice characteristic coefficients in the generalized additive mixed-effects regression model (adjusted $R^2=0.15$; $n=117,387$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\beta$</th>
<th>SE</th>
<th>95% CI</th>
<th>edf</th>
<th>F test ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Root-mean-squared amplitude (dB)</td>
<td>8.40</td>
<td>0.08</td>
<td>8.24 to 8.56</td>
<td>2.30</td>
<td>6.21 (1,1455)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dominant frequency (Hz)</td>
<td>2.62</td>
<td>0.05</td>
<td>2.54 to 2.71</td>
<td>1.00</td>
<td>2.25 (1,1455)</td>
<td>.13</td>
</tr>
<tr>
<td>Entropy</td>
<td>-2.40</td>
<td>0.05</td>
<td>-2.50 to -2.31</td>
<td>1.00</td>
<td>1.70 (1,1455)</td>
<td>.19</td>
</tr>
<tr>
<td>First formant frequency (Hz)</td>
<td>-6.05</td>
<td>0.05</td>
<td>-6.15 to -5.95</td>
<td>2.44</td>
<td>5.07 (2,1455)</td>
<td>.01</td>
</tr>
<tr>
<td>First formant width (Hz)</td>
<td>1.00</td>
<td>0.03</td>
<td>0.95 to 1.05</td>
<td>1.00</td>
<td>0.98 (1,1455)</td>
<td>.32</td>
</tr>
<tr>
<td>Second formant frequency (Hz)</td>
<td>-1.20</td>
<td>0.03</td>
<td>-1.26 to -1.14</td>
<td>1.00</td>
<td>1.14 (1,1455)</td>
<td>.29</td>
</tr>
<tr>
<td>Second formant width (Hz)</td>
<td>1.09</td>
<td>0.02</td>
<td>1.05 to 1.13</td>
<td>1.00</td>
<td>1.77 (1,1455)</td>
<td>.18</td>
</tr>
<tr>
<td>Third formant frequency (Hz)</td>
<td>-1.11</td>
<td>0.02</td>
<td>-1.16 to -1.07</td>
<td>1.00</td>
<td>1.63 (1,1455)</td>
<td>.20</td>
</tr>
<tr>
<td>Third formant width (Hz)</td>
<td>.77</td>
<td>0.04</td>
<td>0.69 to 0.84</td>
<td>1.90</td>
<td>1.91 (2,1455)</td>
<td>.11</td>
</tr>
<tr>
<td>Spectral flux</td>
<td>-1.19</td>
<td>0.05</td>
<td>-1.28 to -1.10</td>
<td>1.00</td>
<td>0.44 (1,1455)</td>
<td>.51</td>
</tr>
<tr>
<td>Noise to harmonics ratio</td>
<td>-0.58</td>
<td>0.04</td>
<td>-0.65 to -0.51</td>
<td>1.00</td>
<td>0.18 (1,1455)</td>
<td>.67</td>
</tr>
<tr>
<td>Loudness (sone)</td>
<td>.19</td>
<td>0.05</td>
<td>0.08 to 0.29</td>
<td>1.00</td>
<td>0.01 (1,1455)</td>
<td>.93</td>
</tr>
<tr>
<td>Spectral novelty</td>
<td>1.33</td>
<td>0.03</td>
<td>1.26 to 1.39</td>
<td>1.00</td>
<td>1.03 (1,1455)</td>
<td>.31</td>
</tr>
<tr>
<td>Peak frequency (Hz)</td>
<td>6.06</td>
<td>0.09</td>
<td>5.88 to 6.25</td>
<td>1.00</td>
<td>2.72 (1,1455)</td>
<td>.10</td>
</tr>
<tr>
<td>25th percentile frequency (Hz)</td>
<td>4.91</td>
<td>0.18</td>
<td>4.55 to 5.27</td>
<td>1.00</td>
<td>0.47 (1,1455)</td>
<td>.49</td>
</tr>
<tr>
<td>50th percentile frequency (Hz)</td>
<td>9.38</td>
<td>0.19</td>
<td>9.01 to 9.76</td>
<td>1.00</td>
<td>1.63 (1,1455)</td>
<td>.20</td>
</tr>
<tr>
<td>75th percentile frequency (Hz)</td>
<td>5.66</td>
<td>0.13</td>
<td>5.41 to 5.91</td>
<td>1.00</td>
<td>1.29 (1,1455)</td>
<td>.26</td>
</tr>
<tr>
<td>Roughness</td>
<td>1.59</td>
<td>0.03</td>
<td>1.54 to 1.65</td>
<td>1.00</td>
<td>2.24 (1,1455)</td>
<td>.14</td>
</tr>
<tr>
<td>Spectral centroid (Hz)</td>
<td>-22.60</td>
<td>0.51</td>
<td>-23.60 to -21.59</td>
<td>1.00</td>
<td>1.28 (1,1455)</td>
<td>.26</td>
</tr>
<tr>
<td>Spectral slope (Hz)</td>
<td>6.62</td>
<td>0.10</td>
<td>6.41 to 6.82</td>
<td>1.00</td>
<td>2.69 (1,1455)</td>
<td>.10</td>
</tr>
<tr>
<td>Depth of the subharmonics (Hz)</td>
<td>-1.56</td>
<td>0.01</td>
<td>-1.59 to -1.53</td>
<td>1.00</td>
<td>8.56 (1,1455)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Root mean squared amplitude (dB)</td>
<td>-.17</td>
<td>0.02</td>
<td>-0.20 to -0.13</td>
<td>1.00</td>
<td>0.05 (1,1455)</td>
<td>.82</td>
</tr>
<tr>
<td>Dominant frequency (Hz)</td>
<td>1.79</td>
<td>0.04</td>
<td>1.71 to 1.87</td>
<td>1.00</td>
<td>1.39 (1,1455)</td>
<td>.24</td>
</tr>
<tr>
<td>Entropy</td>
<td>3.23</td>
<td>0.04</td>
<td>3.16 to 3.29</td>
<td>2.75</td>
<td>13.09 (3,1455)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First formant frequency (Hz)</td>
<td>-1.79</td>
<td>0.03</td>
<td>-1.86 to -1.73</td>
<td>2.87</td>
<td>1.98 (3,1455)</td>
<td>.08</td>
</tr>
<tr>
<td>First formant width (Hz)</td>
<td>-.72</td>
<td>0.02</td>
<td>-0.75 to -0.69</td>
<td>1.00</td>
<td>1.20 (1,1455)</td>
<td>.27</td>
</tr>
<tr>
<td>Second formant frequency (Hz)</td>
<td>.07</td>
<td>0.02</td>
<td>0.04 to 0.10</td>
<td>1.00</td>
<td>0.01 (1,1455)</td>
<td>.91</td>
</tr>
<tr>
<td>Second formant width (Hz)</td>
<td>3.04</td>
<td>0.04</td>
<td>2.97 to 3.12</td>
<td>2.67</td>
<td>2.28 (3,1455)</td>
<td>.07</td>
</tr>
<tr>
<td>Third formant frequency (Hz)</td>
<td>.03</td>
<td>0.02</td>
<td>0.00 to 0.07</td>
<td>1.00</td>
<td>0.03 (1,1455)</td>
<td>.96</td>
</tr>
<tr>
<td>Third formant width (Hz)</td>
<td>-0.83</td>
<td>0.02</td>
<td>-0.86 to -0.79</td>
<td>1.00</td>
<td>1.19 (1,1455)</td>
<td>.28</td>
</tr>
<tr>
<td>Spectral flux</td>
<td>2.45</td>
<td>0.04</td>
<td>2.38 to 2.52</td>
<td>1.00</td>
<td>3.13 (1,1455)</td>
<td>.08</td>
</tr>
<tr>
<td>Noise to harmonics ratio</td>
<td>2.45</td>
<td>0.02</td>
<td>2.41 to 2.49</td>
<td>1.00</td>
<td>9.49 (1,1455)</td>
<td>.002</td>
</tr>
<tr>
<td>Loudness (sone)</td>
<td>-.90</td>
<td>0.03</td>
<td>-0.97 to -0.84</td>
<td>1.00</td>
<td>0.46 (1,1455)</td>
<td>.50</td>
</tr>
<tr>
<td>Spectral novelty</td>
<td>.07</td>
<td>0.03</td>
<td>0.02 to 0.13</td>
<td>1.00</td>
<td>0.01 (1,1455)</td>
<td>.94</td>
</tr>
<tr>
<td>Peak frequency (Hz)</td>
<td>-2.09</td>
<td>0.05</td>
<td>-2.19 to -1.98</td>
<td>1.00</td>
<td>0.98 (1,1455)</td>
<td>.32</td>
</tr>
<tr>
<td>25th percentile frequency (Hz)</td>
<td>-3.48</td>
<td>0.11</td>
<td>-3.68 to -3.27</td>
<td>1.00</td>
<td>0.72 (1,1455)</td>
<td>.40</td>
</tr>
<tr>
<td>50th percentile frequency (Hz)</td>
<td>10.49</td>
<td>0.10</td>
<td>10.28 to 10.69</td>
<td>1.00</td>
<td>6.77 (1,1455)</td>
<td>.009</td>
</tr>
<tr>
<td>75th percentile frequency (Hz)</td>
<td>-4.37</td>
<td>0.08</td>
<td>-4.53 to -4.21</td>
<td>1.00</td>
<td>1.87 (1,1455)</td>
<td>.17</td>
</tr>
<tr>
<td>Roughness</td>
<td>-.11</td>
<td>0.02</td>
<td>-0.14 to -0.07</td>
<td>1.00</td>
<td>0.03 (1,1455)</td>
<td>.87</td>
</tr>
<tr>
<td>Variable</td>
<td>β</td>
<td>SE</td>
<td>95% CI</td>
<td>edf</td>
<td>F test (df)</td>
<td>P value</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------</td>
<td>------</td>
<td>-----------------</td>
<td>-----</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>Spectral centroid (Hz)</td>
<td>–13.63</td>
<td>0.29</td>
<td>–14.20 to –13.06</td>
<td>1.00</td>
<td>1.45 (1,1455)</td>
<td>.23</td>
</tr>
<tr>
<td>Spectral slope (Hz)</td>
<td>6.53</td>
<td>0.06</td>
<td>6.40 to 6.65</td>
<td>1.00</td>
<td>6.91 (1,1455)</td>
<td>.009</td>
</tr>
<tr>
<td>Depth of the subharmonics (Hz)</td>
<td>–0.87</td>
<td>0.03</td>
<td>–0.92 to –0.82</td>
<td>2.25</td>
<td>5.25 (2,1455)</td>
<td>.005</td>
</tr>
</tbody>
</table>

\^Male versus female: \( \beta = –0.06; SE 0.25, 95\% CI –0.44 to 0.56; t=–0.24; P=.81.  
\^edf: estimated degrees of freedom.

**Figure 1.** Relationship of each voice characteristic to the probability of high psychological distress.
Although sex of caller was not a significant moderator for the model overall ($\beta=-0.06$; SE 0.25, 95% CI –0.44 to 0.56; $t=-0.24$; $P=.81$), the profile of significant vocal characteristics did differ between male and female callers. Male callers in our sample appeared to speak louder with increasing psychological distress ($\beta=8.40$, 95% CI 8.24 to 8.56; estimated degrees of freedom [edf]=2.3; $F_{2,1455}=6.21$; $P<.001$). The frequencies of the first formant were also found to fall, suggesting an increase in the articulatory quality of vowel sounds ($\beta=-6.05$; 95% CI –6.15 to –5.95; edf=2.44; $F_{2,1455}=5.08$; $P=.01$), while the depth of the subharmonics among male callers was also found to fall, suggesting increasing roughness of speech ($\beta=-1.56$, 95% CI –1.59 to –1.53; edf=1.00; $F_{1,1455}=8.56$; $P=.004$).

In contrast, the voice quality of female callers was characterized by increasing entropy values, which are commonly associated with a decrease in vocal clarity ($\beta=-3.23$; 95% CI 3.26 to 3.29; edf=2.75; $F_{1,1455}=13.09$; $P<.001$) and an increase in the noise to harmonics ratio, which indicates a greater proportion of noise components within the voice signal ($\beta=-2.45$; 95% CI 2.41 to 2.49; edf=1.00; $F_{1,1455}=9.49$; $P=.002$). There was also an upward shift in the first half of frequencies amongst female callers ($\beta=-10.49$, 95% CI 10.28 to 10.69; edf=1.00; $F_{1,1455}=6.77$; $P=.009$) in conjunction with an increase in spectral slope or breathiness of speech ($\beta=-6.53$; 95% CI 6.40 to 6.65; edf=1.00; $F_{1,1455}=6.91$; $P=.009$). Similar to male callers, the depth of the subharmonics was also seen to fall, suggesting an increase in the roughness of speech ($\beta=-.87$, 95% CI –0.92 to –0.82; edf=2.25; $F_{2,1455}=5.25$; $P=.005$).

Clustering of Voice Characteristics

k-means clustering was used to reveal the probabilistic groupings that might be apparent within the voice characteristics data set. The reduced set of 7 vocal characteristics was used in a range of clustering configurations. Figure 2 illustrates a scree plot with different cluster configurations (clusters 1-5). The variance explained by the cluster configurations appears to level off after 2 clusters. The 2-cluster configuration was poorly associated with sex of caller (Cramer’s $V=0.02$), suggesting that both clusters were present within the vocal frames of male and female callers.

Binomial logistic regression (logit link) was used to validate the 2-cluster model. The full model accounted for 23.4% of the variance in the 2-cluster response variable. Model coefficients have been summarized in Multimedia Appendix 4. Speech frames in cluster 1 were characterized by higher values of entropy, first formant frequencies, 50th percentile frequency, and spectral slope values, while speech frames in cluster 2 were characterized by higher values in noise to harmonics ratio and the depth of the subharmonics. All call recordings had a mix of cluster 1 and 2 speech frames. The 2 principal component variables used to optimally separate the 2 clusters were added to the component-wise gradient boosting algorithm as additional predictors in the analysis. The subsequent classification model was first trialed without the cluster variables and achieved levels of classification accuracy of 75%, which increased to 94% when the cluster variables were included, validating the inclusion of this clustering step.

![Figure 2. Scree plot of variance explained by different cluster configurations.](https://formative.jmir.org/2022/12/e42249)
Classification of Psychological Distress Speech Frames Using Component-Wise Gradient Boosting

Component-wise gradient boosting was used to classify each speech frame according to predefined high versus low psychological distress on the basis of the 2-cluster configuration and the 7 voice characteristics extracted. Leave-one-caller-out cross-validation results are reported below. The gradient boosting model classified each 40-ms speech segment to either high or low psychological distress categories with an AUROC=97.39% (95% CI 96.20-98.45) and an AUCPR=97.52 (95% CI 95.71-99.12). Thus, 39,282 of 41,883 (93.79%) speech frames nested within 728 of 754 (96.6%) segments were correctly classified as exhibiting low psychological distress. Conversely, 71,455 of 75,503 (94.64%) speech frames nested within 382 of 423 (90.3%) segments were correctly classified as exhibiting high psychological distress. In terms of variable importance, the random effect for individual callers contributed 68% to the variation in level of psychological distress in the classification algorithm, followed by cluster configuration (23.4%), spectral slope (4.4%), and the 50th percentile frequency (4.2%)

Misclassification

After accounting for moderation effects by sex of caller, our component-wise gradient boosting classification algorithm incorrectly classified 2601 of 41,883 (6.21%) frames nested within 26 of 754 (3.5%) segments as exhibiting low psychological distress, while 4049 of 75,504 (5.36%) frames nested within 41 of 423 (9.7%) segments were misclassified as exhibiting high psychological distress. A review of the mental status examination descriptions that were made by the reviewing team of psychologists suggested that these call segments were often typified by considerable emotion with high anxiety but were voiced in whispered or soft tones. These particular presentations might have masked the vocal characteristics used to successfully classify the majority of the other recordings.

Discussion

Voice characteristics coupled with artificial intelligence has the potential to yield highly accurate models for the classification of emotional states. Our aim in this novel study was to classify 40-ms speech frames sourced from helpline counseling telephone calls according to high versus low levels of psychological distress. By achieving this aim to a high level of accuracy, we demonstrate an efficient, economical, and scalable approach to the detection of psychological distress in an ecologically valid telehealth setting.

We developed an ensemble approach to achieve an optimal outcome. This approach identified and validated a range of candidate vocal characteristics via penalized GAMM, which together elucidated a set of 7 characteristics (from the initial 19) with a strong predictive relationship to the binary outcome measure (clinical levels of psychological distress) when allowing for sex as a moderator. This analysis also yielded a number of heuristics that illustrate how each voice characteristic changes in response to a shift from high to low psychological distress, providing important clinical insights. In the second phase of the analysis, k-means clustering combined with component-wise gradient boosting succeeded in accurately classifying the 40-ms speech frames (AUROC=97.39%). Although misclassifications did occur, these were largely confined to a minority of annotated segments within calls (67 of 1177 segments, 5.79%) that often featured anxiety or whispered tones. This suggests that specific caller presentations may not translate as well to vocal-informed classifications of distress, particularly when the level of distress is masked in the caller’s voice.

We have achieved comparable results to Kandsberger and colleagues [12] who found significant differences (P<0.05) between high and low psychological distress when the fundamental frequency of participants’ speech was measured. Although we were unable to analyze the fundamental frequency of callers (unavailable within the frequency range of telephone calls), we did obtain significant effects for male and female callers separately on other voice characteristics, including root-mean-squared amplitude, first formant frequencies, and the depth of the harmonics among male callers; and entropy, noise to harmonics ratio, the 50th percentile of frequencies, spectral slope, and the depth of the subharmonics among female callers.

Specifically, with a shift from high to low psychological distress, male callers appeared to speak with increasing average loudness, greater vowel articulatory quality (lower first formant frequencies), and with greater roughness of speech (lower subharmonic depth). In contrast, the voice of female callers was characterized by a decrease in vocal clarity (entropy), an increase in noise in the vocal signal (noise to harmonics ratio), higher frequencies within the first half of the frequency spectrum, increasing breathiness of speech (spectral slope), and increasing roughness of speech (subharmonic depth).

However, we differed substantially from the approaches of previous authors in a number of important ways. First, we measured psychological distress using multiple sources of ratings rather than inferring it via the presence of psychopathology as previous authors have done; second, we employed an ensemble approach to ensure an optimal set of voice characteristics, allowing for nonlinear relationships; third, our use of k-means clustering has revealed probabilistic groupings within each call recording, and finally we have trained and tested a machine learning algorithm that, in conjunction with the 7 critical voice characteristics, has resulted in a more accurate classification of psychological distress. Furthermore, we have demonstrated our approach in an ecologically valid setting of telehealth, replete with background noise and variable call quality.

However, our investigation is not without limitations. We assessed the level of psychological distress using clinical researcher ratings. However, we were unable to ascertain the true level of distress experienced first-hand by the callers themselves due to the practical and ethical issues raised in terms of querying the emotional experience of callers directly when other more pressing issues were at hand (eg, imminent risk of suicide). Instead, we have relied upon objective assessments of psychological distress by trained personnel, which may indeed have advantages over a subjective assessment by callers.
We were able to measure and analyze the quality of caller’s voice in terms of frequency across formants and in terms of loudness, breathiness, and clarity. However, we were not able to assess other dimensions of caller’s speech, such as timing of speech. This might be important given that other authors have noted a slower speaking style in both depressed and suicidal cohorts [14]. Finally, it might be possible to achieve higher levels of accuracy with other powerful machine learning approaches, such as support vector machines and neural networks. However, this would also sacrifice the level of the transparency we have achieved with our hybrid approach.

Our investigation also has a number of strengths. Similar to Kandsberger and colleagues [12] we analyzed a sample of recordings obtained from ecologically valid settings. In this way, previous research findings, such as those obtained by Scherer and colleagues [11], have been taken out of clinical settings and trialed within more naturalistic helpline conditions that are often typified by poor call quality and the presence of background noise. We have also classified short 40-ms frames of speech, rather than individual calls at the holistic level, according to high versus low psychological distress. That we have done so to a high level of accuracy suggests the possibility of real-time detection of psychological distress among helpline callers. This is important if such technology is to realize its full potential as a clinical decision aid with the potential for early intervention, such as call triaging. In addition, it provides a method for the measurement of changes in distress over the duration of helpline calls which could be used to evaluate helpline outcomes.
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Abstract

Background: Mental health care counselors have a high intention to use e–mental health (EMH), whereas actual use is limited. Facilitating future use requires insight into underlying factors as well as eligibility criteria that mental health care counselors use in their decision to apply EMH.

Objective: The aim of this study was to unfold the intention and underlying reasons for mental health counselors to use EMH and to unveil the criteria they use to estimate patient eligibility for EMH. The theoretical framework was based on the reasoned action approach model, the Unified Theory of Acceptance and Use of Technology, and the Measurement Instrument for Determinants of Innovation model.

Methods: To empirically validate our theoretical model, a web-based survey was conducted among mental health care counselors (n=132). To unveil the eligibility criteria, participants were asked to rank their reasons for considering EMH suitable or unsuitable for a patient.

Results: The mean intention to use EMH was positive (mean 4.04, SD 0.64). The mean use of EMH before the COVID-19 pandemic was 38% (mean 0.38, SD 0.22), and it was 49% (mean 0.49, SD 0.25) during the pandemic. In total, 57% of the patient population was considered eligible for EMH. Usefulness and benefits ($\beta=0.440; P<0.001$), Task perception ($\beta=0.306; P<0.001$), and Accessibility ($\beta=0.140; P=0.02$) explained the intention to use EMH ($F_{3,131}=54.151; P<0.001; R^2=0.559$). In turn, intention explained patient eligibility ($F_{3,131}=34.16; P<0.001; R^2=0.211$), whereas intention and patient eligibility explained EMH use ($F_{3,128}=41.047; P<0.001; R^2=0.389$). Patient eligibility partially mediated the relationship between intention to use EMH and EMH use, with a larger direct effect ($c'=0.116; P<0.001$) than indirect effect ($c=0.065; 95\% CI 0.035-0.099; P<0.001$). Mental health counselors assessed patients’ eligibility for EMH mainly through the availability of computers and the internet and patient motivation.

Conclusions: To stimulate the use of EMH, intention and patient eligibility need to be influenced. Intention, in turn, can be enhanced by addressing the perceived usefulness and benefits of EMH, perceived accessibility, and task perception. Access to a computer and patients’ motivation to use EMH are important in facilitating patient eligibility. To cause an impact with EMH in general practice, mental health counselors need to be convinced of the benefits of EMH and transfer this enthusiasm to the patient. It is recommended to involve mental health counselors in the development of EMH to increase the (perceived) added value and use.

(JMIR Form Res 2022;6(12):e34754) doi:10.2196/34754
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Introduction

Background
The number of patients who visit their general practitioner (GP) with psychological problems is growing rapidly and, consequently, waiting lists for treatment are increasing [1]. For this reason, GPs and mental health care professionals search for ways to organize this care more efficiently. e–Mental health (EMH) care, often a combined approach with face-to-face care (ie, blended care), could be a solution [2]. This study applied the following definition for EMH: “The use of information and communication technologies for patients with mental health complaints or disorders to inform and/or support them in recovery from their mental health to ultimately improve quality of life” [3]. Interventions involve information and communication technologies, including treatment.

For the treatment of mental problems such as depression, there is convincing evidence of the effectiveness of EMH [4-7]. Furthermore, a growing number of patients are positive about the incorporation of new remote technologies in health care for their convenience and flexibility and the possibility of following treatment at their own pace [8]. In addition, the COVID-19 pandemic required reorganization of care as face-to-face contact was problematic and sometimes even impossible. To illustrate, 64% of Dutch GP practices started with videoconferences with patients during the COVID-19 pandemic [9]. However, the structural implementation of EMH is still limited and faces many difficulties [10-14].

Mental Health Counselors and Adoption of EMH
In the Netherlands, mental health counselors (MHCs) working in general practices operate as gatekeepers in primary care concerning mental health problems [15,16]. MHCs have different educational backgrounds—approximately 50% are sociopsychiatric nurses, 20% are psychologists, and 15% are social workers [16]. These professionals treat patients with mild mental health problems and refer them to specialized care by licensed health care psychologists or psychotherapists in case of severe problems. They use EMH interventions as part of their tools to treat and coach patients. Although technical infrastructures and effective interventions are available, as well as sufficient reimbursement [17,18], actual use is low [10,11]. Facilitating future adoption and use requires insight into the most important underlying factors as well as the eligibility criteria MHCs use in their decision to apply EMH for their (vulnerable) patients. Hence, this study examined the use and nonuse of EMH by MHCs and aimed to unfold the underlying reasons and readiness to adopt EMH.

A study by Lokman et al [19] showed that 80% of GPs used EMH. Half of the GPs used EMH that was available via subscribed commercial eHealth platforms. The other half only referred patients to freely available self-help and psychoeducation websites. However, EMH was applied in <15% of the patients. According to the MHCs in that study, the currently available EMH was only suitable for one-third of their patients. Van der Vaart et al [15] revealed that MHCs applied EMH more often than psychologists in basic mental health care (49% vs 21%).

According to MHCs, important facilitators of EMH were the following: the perceived benefits, the perceived enhancement of tools it provides to coach and treat patients, the related enrichment for their own work, and its potential to improve the quality of care. In the long term, it can also save time as patients can proactively work through certain assignments and read or reread information at home [10]. Furthermore, MHCs considered themselves sufficiently digitally skilled and capable of providing EMH [11]. However, almost half of MHCs expressed the need for a decision aid and information on the effectiveness of EMH applications [11]. Impediments perceived by MHCs were as follows: the nonadherence of patients, the preference of patients for face-to-face contact, the insufficient possibilities MHCs perceive to be properly equipped to work with the eHealth platforms and the specific EMH applications, the mismatch between the supplied EMH materials and the patients’ needs, and the inflexibility of the EMH platform to attune the EMH content to the patients’ specific mental health problems and needs [11,20]. The most important reasons for the perceived mismatch were insufficient command of the Dutch language, low health literacy, and lack of a computer or low digital skills [10,11,20]. MHCs often related these reasons to a low level of education. Furthermore, experienced ambiguity in regulations for the reimbursement of EMH also negatively affected the behavior of MHCs, which was still the case in 2019 [21]. More studies have been conducted on facilitators of and barriers to EMH, although they were conducted among licensed psychologists [22] and psychotherapists and often concerned specialized long-lasting psychotherapy [23].

Vulnerable Patients Visiting the MHC and Their Eligibility for EMH
Healthy life expectancy and the prevalence of chronic diseases and mental health problems are strongly socially patterned, disproportionately affecting individuals with a lower socioeconomic position [24]. These underprivileged individuals use EMH less frequently [25,26]. This is also the case for older adults [27-30] and individuals with severe mental health problems [31,32]. This is very undesirable and regrettable as EMH offers great opportunities given that interventions can be fluidly attuned to the needs of these specific groups through the presentation of bite-sized information in plain language accompanied by reading functions, appealing visuals and animations, and speech recognition [33]. As previously mentioned, and of utmost importance, the growing use of EMH may provoke further socioeconomic health inequality [25,34-36].

In the literature, this low use of EMH by patients in lower socioeconomic positions and senior citizens is often associated...
with insufficient digital, health-related, and reading skills [20,25,37-39]. It is difficult for patients to find and use information via digital channels to adequately interpret and connect them with behavioral actions. As it is often an individual consideration and decision of the MHC whether EMH elements can be offered to a specific patient, it is important to gain insight into the criteria MHCs use in their consideration of patients’ eligibility for EMH. As there was no theoretical framework available at the time of the study, we developed one, as shown in Figure 1. We combined the aforementioned aspects of vulnerability from the studies by Krijgsman et al [10] and Wouters et al [11], items from the fit-for-blended care checklist [40], and relevant aspects derived from the studies by Titzler et al [12] and Osma et al [41] and from 3 orientational interviews with MHCs before our survey (unpublished).

Figure 1. Eligibility criteria for the use of EMH. EMH: e-mental health.

Theoretical Model of Factors Associated With Behavioral Intention and Use of EMH by MHCs

To explain the behavioral intention and use of the MHC, a theoretical model was designed (Figure 2). The model was composed of elements from the reasoned action approach (RAA) model [42], the Unified Theory of Acceptance and Use of Technology (UTAUT) [43,44], the Measurement Instrument for Determinants of Innovation (MIDI) model [45], and the Diffusion of Innovation Theory [46]. In line with the RAA and UTAUT models, use of EMH is explained by behavioral intention to use EMH, whereas behavioral intention, in turn, is explained by the constructs Attitude (RAA), Social Influence (RAA and UTAUT) and Self-efficacy (RAA), Effort Expectancy (UTAUT), and Perceived Usefulness (UTAUT). With the aim of formulating a universal model, Venkatesh et al [43] integrated in the UTAUT elements from 8 models, including the RAA model, to explain the acceptance and use of IT in organizations. Although the UTAUT has been used extensively also to explain the introduction of eHealth [15,28,47,48], it has been criticized for being too restricted to describe the technology acceptance of individuals [30,49]. As we agreed with this criticism and wanted to develop a model that would show all the key factors influencing the considerations and decisions of MHCs, insights from diffusion and implementation theories were considered to be crucial additions. Hence, elements from the MIDI (Characteristics of innovations) [45] and Diffusion of Innovation Theory (Compatibility with current practice, Relative advantage, and Complexity) [46,50] were added, which led to further detailing of the rather general determinant Attitude and the selection of the factors of the construct Perceived properties of innovations. Figure 2 shows that our theoretical model, in line with the RAA and UTAUT, consists of 2 parts that will be empirically validated in this study. The first part explains the behavioral intention to use EMH (conceptual model A), and the second part explains the actual use of EMH by the MHC (conceptual model B).

Conceptual model B reflects that it will depend on the MHC’s assessment of the eligibility of the patient whether the behavioral intention is transformed into actual use of EMH. This could lead to a situation in which, although an MHC might be willing to use EMH, one could decide not to use it because of certain patient characteristics. This proposition is in line with the observation by Wouters et al [11] that MHCs are generally positive about EMH, although they apply it to a minority of their patients. On the basis of the UTAUT model [43,44] and previous studies [10,20,21,51], facilitating and impeding factors related to the organization of care in the GP practice were also considered as factors that directly influence the actual use of EMH. In line with Venkatesh et al [43], the construct Facilitating conditions was defined as the degree to which an individual believes that an organizational and technical infrastructure exists to support the use of the system. Examples of facilitating or impeding conditions were ambiguity in reimbursement and the availability of time, management support, and information on the innovation. Although our study used the same starting definition for Facilitating conditions as Venkatesh et al [43], the scale in the UTAUT questionnaire was operationalized in a different way. It measured not only the availability of resources and technical support (using the definition by Thompson et al [52]), as in the Facilitating conditions scale in our theoretical model (model B), but also aspects of the self-efficacy of the user [43].
Figure 2. Theoretical model explaining the behavioral intention of the MHC to use EMH (conceptual model A) and MHCs’ actual use of EMH (conceptual model B). EMH: e-mental health; GP: general practitioner; MHC: mental health counselor.

Focus of the Study
This study aimed to explain the behavioral intention and actual use of EMH by MHCs working in general practices. Most previous studies [10,11,18,19,53] described the use of EMH and the reasons for its use by MHCs, but they have not analyzed the correlations between barriers and facilitating factors on the one hand and behavioral intention and use on the other. Others did analyze the predictors of adoption readiness or behavioral intention [22,41,54] but did not assess EMH use itself. Our study addressed both the use of EMH and the factors that are associated with behavioral intention. Moreover, our study focused on MHCs and not (licensed) psychologists. To the best of the authors’ knowledge, no such studies have been conducted so far. An additional important aspect of our study is the specific interest in the application of EMH in vulnerable groups as the growing use of EMH might impede their access to health care to a greater extent compared with other groups [25,34-36].

Hypotheses
This study tested 5 hypotheses.

The first hypothesis stated that MHCs with a high behavioral intention to use EMH score significantly higher compared with those with a low behavioral intention on the following 10 factors: (1) perceived usefulness and benefits of EMH, (2) task perception of the MHC, (3) innovativeness of the MHC, (4) social influence experienced by the MHC, (5) self-efficacy of the MHC toward the use of EMH, (6) digital skills of the MHC, (7) evidence-based effectiveness of EMH, (8) compatibility with current practice, (9) perceived ease of use of EMH for the MHC, and (10) perceived ease of use of EMH for the patient [15,22,41,43].

The second hypothesis proposed that perceived usefulness and benefits have the strongest association with intention to use EMH. The construct Usefulness and benefits is highly comparable with Performance expectancy of the UTAUT model. According to Venkatesh et al [43], this factor is proposed as the strongest predictor of behavioral intention to use technology in all technology acceptance models. Chismar and Wiley-Patton [55] confirmed the highest importance of perceived usefulness compared with social influence and ease of use in their empirical study.

The third hypothesis was that there is a significant correlation between the behavioral intention to use EMH and actual EMH use and that the strength of this relationship is largely determined by the assessment made by the MHC of the patients’ eligibility. Building on the findings that the intention to use EMH is much higher than actual EMH use and that patient characteristics might relate to this disparity, the third hypothesis asserts that the association between intention and use is moderated by the estimated patient eligibility for EMH.

Hypothesis 4 stated that facilitating and inhibiting organizational circumstances in the general practice also have a significant relationship with the use of EMH by the MHC [10,20,21,43,44,51].

According to hypothesis 5, the EMH eligibility assessment that MHCs conduct with regard to their patients includes primarily patient motivation to use EMH and the level of mental health problems. The hypothesized importance of patient motivation and the absence of disease-related contraindications (level of severity, lack of energy, lability, and suicidality) was based on the results of the qualitative study by Titzler et al [12]. Concerning the importance of severity, Osma et al [41] found therapists to have a positive intention to use EMH except in severe cases, such as psychosis, or if basic preconditions for the use of EMH are not met (eg, no internet access or insufficient literacy). Orientational interviews preliminary to our survey (unpublished) confirmed the importance of these factors.

As the validation of the questionnaire used to test the hypotheses was part of this study, the formulated hypotheses and developed model could undergo slight changes before the start of the analysis. The impact is discussed in the Methods section.
Methods

Research Design and Study Population
This was a cross-sectional study among MHCs using a web-based questionnaire (in LimeSurvey; LimeSurvey GmbH). Participants in the study had to be practicing MHCs working for at least 8 hours a week in a general practice.

Recruitment Procedure
Convenience sampling was used. The Dutch eHealth platforms Ksyos, Therapieland, and Minddistrict sent a newsletter and email message to their customer field (total >1000) to invite potential participants. However, as this did not lead to a sufficient number of respondents even after sending a reminder, an advertisement on the web page of the National MHC Association and a LinkedIn message were added. To encourage participation, 5 vouchers worth €10 (US $10.32) were raffled.

Ethical Considerations
The web-based survey was reviewed and approved by the Ethical Review Committee of the Open University before the start (U/2020/01469/MQF). All participants gave their informed consent before taking part.

Questionnaire and Validation of the Questionnaire

Demographic Questions
The web-based questionnaire registered age, gender, type of general practice (with one or more MHCs), and educational background of the MHC (sociopsychiatric nurse, psychologist, social worker, or other) as well as the number of hours that the MHCs worked per week and their years of experience.

Factors Associated With Behavioral Intention and Use of EMH
In our model (Figure 2, model A), the behavioral intention to use EMH is the dependent variable that is explained by 10 independent variables. In this model (Figure 2, model B), behavioral intention to use EMH, in turn, is one of the 2 variables (together with the factor Facilitating conditions) explaining EMH use. To measure the behavioral intention to use EMH, we formulated 4 items in a similar way as for Behavioral intention to use the system in the UTAUT questionnaire [43]. The 4 items on this scale were scored by the MHCs on a 5-point Likert scale ranging from strongly disagree (1) to strongly agree (5). After item analysis, 3 of the 4 items remained, resulting in a reliable scale (3 items; Cronbach α=.85; Table 1).

In accordance with the theoretical model (conceptual model A; Figure 2), the 10 scales of the factors that are proposed to relate to behavioral intention to use EMH were measured as independent variables (Usefulness and benefits, Task perception of the MHC, Innovativeness of the MHC, Social influence, Self-efficacy of MHC, Digital skills of the MHC, Evidence-based effectiveness of EMH, Compatibility with current practice, and Ease of use for the MHC and for the patient). The factor Facilitating conditions was also measured as an independent variable, although it was directly related to EMH use (and part of conceptual model B; Figure 2).

To measure these 11 scales (ie, Facilitating conditions and the 10 scales of the factors that relate to behavioral intention), the items of the validated eMental Health Adoption Readiness scale by Feijt et al [56] were used as a starting point and complemented with items based on the MIDI questionnaire [45], the UTAUT questionnaire [43], a digital skill measurement tool, and own insights and literature (eg, related to the COVID-19 pandemic). To refine the items, our own scientific expertise [50,57,58] and input from practice were important. The latter input was collected from one of the authors working at Therapieland and by conducting 3 interviews with MHCs to collect information on important barriers, facilitators, and other considerations for the implementation of EMH and to check the content and completeness of our questionnaire. Before completion, the questionnaire was pretested among 8 MHCs. All items included in the scales were scored on a Likert scale. To validate the subscales of the questionnaire, these 11 scales were subjected to a principal factor analysis [59]. As the factor analysis led to some adjustments of the subscales (item composition, meaning, and sometimes factor name), the theoretical model and hypotheses were slightly modified. The changes in the theoretical model are shown in Figure 2. The factor analysis revealed that items of the scales Usefulness and benefits of EMH and Compatibility with current practice had to be recategorized in the revised scale of Usefulness and benefits of EMH and the new scale New possibilities through EMH. In addition, the items of the scales Ease of use for the MHC and Ease of use for the patient were redistributed, and the scales were renamed (User-friendliness of EMH for both the MHC and the patient and Complexity for the patient). After these adjustments, the measurement scales of the 10 factors that were assumed to influence behavioral intention showed a reasonable to good internal consistency (Cronbach α≥.68 and ≤.89), as shown in Table 1. After validation, the Facilitating conditions measurement scale was also adjusted. Its reliability was sufficient (5 items; Cronbach α=.78; Table 1). The content referred to organizational infrastructure with items on available time, finances, and administrative workload. In the factor analysis, External obligation and Accessibility emerged as new scales. The External obligation scale comprised 2 items that originally belonged to the Facilitating conditions scale. As this scale was not reliable (2 items; Cronbach α=.36; Table 1), it was not included in the revised hypothesized model (Figure 2). The Accessibility scale had good reliability (2 items; Cronbach α=.85; Table 1). Accessibility comprised 2 items of the original Ease of use scales and was interpreted as complementary to Facilitating conditions as it measured whether EMH was easy to obtain and use (because of technical infrastructure). It was presumed to have a direct relation to EMH use as its content came close to the definition of Facilitating conditions by Thompson et al [52]: ‘objective factors, ‘out there’ in the environment, that several judges or observers can agree make an act easy to do.”

For the factors from Table 1, mean scores were used in the regression model. The items that gave a negative evaluation of EMH were recoded. A high score (>3) indicates a positive evaluation by the MHC of that specific factor (eg, the MHC perceives EMH as useful and beneficial, and the MHC does not find that EMH uses complex language).
Table 1. Operationalization of the factors related to e–mental health (EMH) adoption readiness and use after factor analysis.

<table>
<thead>
<tr>
<th>Items, N</th>
<th>Cronbach α</th>
</tr>
</thead>
</table>

**Factors explaining intention to use EMH**

<table>
<thead>
<tr>
<th>Items</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usefulness and benefits of EMH</td>
<td>.89</td>
</tr>
<tr>
<td>• EMH has advantages for the care I give.</td>
<td></td>
</tr>
<tr>
<td>• EMH does not improve the care I give.</td>
<td></td>
</tr>
<tr>
<td>• EMH has no added value for my work as MHC.</td>
<td></td>
</tr>
<tr>
<td>• Using EMH treatment allows me to get faster results.</td>
<td></td>
</tr>
<tr>
<td>• Using EMH has added value for my patients.</td>
<td></td>
</tr>
<tr>
<td>• EMH is a nice addition to f2f contact.</td>
<td></td>
</tr>
<tr>
<td>• Patients come for f2f treatment, it takes a lot of effort to convince them of benefits of blended care.</td>
<td></td>
</tr>
<tr>
<td>• EMH fits well with how I am used to working.</td>
<td></td>
</tr>
<tr>
<td>• A patient who cooperates well in f2f therapy will generally also cooperate in EMH assignments.</td>
<td></td>
</tr>
<tr>
<td>New possibilities of EMH</td>
<td>.75</td>
</tr>
<tr>
<td>• Using EMH between f2f sessions makes the sessions more efficient.</td>
<td></td>
</tr>
<tr>
<td>• In the EMH programs, I can easily give feedback to the patients, and that has a motivating effect for the patient.</td>
<td></td>
</tr>
<tr>
<td>• EMH ensures that patients can read information about the treatment.</td>
<td></td>
</tr>
<tr>
<td>• Thanks to EMH, I can provide guidance to the patient even if the circumstances prevent me from making f2f appointments.</td>
<td></td>
</tr>
<tr>
<td>• If it is temporarily not possible to make f2f appointments, the treatment will continue through EMH.</td>
<td></td>
</tr>
<tr>
<td>MHC task perception</td>
<td>.78</td>
</tr>
<tr>
<td>• EMH is an indispensable part of the MHC work.</td>
<td></td>
</tr>
<tr>
<td>• EMH fits in well with my work as MHC.</td>
<td></td>
</tr>
<tr>
<td>• EMH does not fit the profession of MHC.</td>
<td></td>
</tr>
<tr>
<td>Innovativeness of the MHC</td>
<td>.80</td>
</tr>
<tr>
<td>• I am involved in setting up initiatives for the development of new EMH applications.</td>
<td></td>
</tr>
<tr>
<td>• Compared to colleagues, I often use EMH.</td>
<td></td>
</tr>
<tr>
<td>• Compared to colleagues, I take a lot of initiative in the field of EMH.</td>
<td></td>
</tr>
<tr>
<td>• I have ideas about what more could be developed in EMH applications (eg., virtual reality, gaming, biofeedback)</td>
<td></td>
</tr>
<tr>
<td>• In my work, I try to encourage colleagues to use EMH.</td>
<td></td>
</tr>
<tr>
<td>Social influence</td>
<td>.73</td>
</tr>
<tr>
<td>• My MHC colleagues use EMH.</td>
<td></td>
</tr>
<tr>
<td>• My GP uses the latest eHealth options.</td>
<td></td>
</tr>
<tr>
<td>• My GP expects me to use EMH when treating patients.</td>
<td></td>
</tr>
<tr>
<td>• My MHC colleagues expect me to use EMH when treating patients.</td>
<td></td>
</tr>
<tr>
<td>• Use of EMH is part of the policy of our general practice.</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy of the MHC</td>
<td>.81</td>
</tr>
<tr>
<td>• Using EMH applications is easy for me.</td>
<td></td>
</tr>
<tr>
<td>• I still lack skills to give online therapy (via video calling).</td>
<td></td>
</tr>
<tr>
<td>• To start using EMH, I need to learn new skills.</td>
<td></td>
</tr>
<tr>
<td>• I need training in video calling.</td>
<td></td>
</tr>
<tr>
<td>• I need to practice to give empathetic written feedback.</td>
<td></td>
</tr>
<tr>
<td>Digital skills of the MHC</td>
<td>.89</td>
</tr>
<tr>
<td>• I can look up relevant information on the internet.</td>
<td></td>
</tr>
<tr>
<td>• I can work independently with a computer, and I am able to solve small problems myself.</td>
<td></td>
</tr>
<tr>
<td>• I can handle email messages well (receiving, sending, adding attachments).</td>
<td></td>
</tr>
<tr>
<td>• I can work well with digital documents: create, open, close, save in the correct folder, etc.</td>
<td></td>
</tr>
<tr>
<td>Evidence-based effectiveness of EMH</td>
<td>.77</td>
</tr>
<tr>
<td>• The EMH programs I work with have been proven to be effective.</td>
<td></td>
</tr>
<tr>
<td>• The EMH programs I work with are based on correct, scientific knowledge.</td>
<td></td>
</tr>
<tr>
<td>User-friendliness of EMH</td>
<td>.69</td>
</tr>
<tr>
<td>• The EMH programs are very user-friendly and invite the patients to use them.</td>
<td></td>
</tr>
<tr>
<td>• It is quite possible to use parts of the programs, the patient does not have to go through the entire program every time.</td>
<td></td>
</tr>
<tr>
<td>• I find the range of EMH programs clear.</td>
<td></td>
</tr>
<tr>
<td>• The EMH programs are very user-friendly and invite the MHC to use them.</td>
<td></td>
</tr>
<tr>
<td>• During the Covid pandemic, we are helped quickly and well by the suppliers of EMH.</td>
<td></td>
</tr>
</tbody>
</table>
EMH Use and Patient Eligibility

EMH use and MHCs’ perception of patient eligibility were both operationalized as estimates by the MHC of the proportion of their patient population (1) who used EMH before the COVID-19 pandemic (ie, EMH use) and (2) whom they considered eligible for EMH (ie, patient eligibility). EMH use was measured using the question “Can you give an estimate of the proportion of patients for whom you have used eMH before the Covid pandemic?” MHCs’ perception of patient eligibility was measured using the question “Can you give an estimate of the proportion of your patients that are eligible for EMH?” Answering categories were 90% to 100%, 80% to 90%, 60% to 80%, 40% to 60%, 20% to 40%, 10% to 20%, and <10%. These population estimates were, in fact, alternative assessments as it was impossible in a regression model to relate the eligibility of an individual patient to the decision of the MHC to use EMH, as intended in the draft version of the conceptual model where EMH use was a dichotomous variable. To transform these categorical variables into ratio variables, the response categories were recoded as follows: <10% became 0.05, 10% to 20% became 0.15, 20% to 40% became 0.30, 40% to 60% became 0.50, 60% to 80% became 0.70, 80% to 90% became 0.85, and 90% to 100% became 0.95. The ratio variables were used in the regression model. Subsequently, the main reasons for (not) using EMH were asked using open questions. Respondents with increased use of EMH since the start of the COVID-19 pandemic were asked whether they expected that this increase would become permanent.

This study primarily aimed to explain EMH use before the COVID-19 pandemic. As the study started shortly after the beginning of the COVID-19 pandemic, some questions on the use of EMH during that period were also included. Social distancing in health care, as enforced by the Dutch government in March 2020, required GPs and MHCs to switch to remote patient contact as much as possible. This significantly increased the use of EMH in general practices [9].

Analysis

All analyses were performed using SPSS software (version 26; IBM Corp). A 95% significance level was used for all tests (Cronbach α=0.05) except for the 2-tailed t tests for hypothesis 1, where a significance criterion of P<.005 was used to correct for multiple testing (based on the Bonferroni correction).

To guarantee sufficient power for the regression analysis with 10 independent variables (m), the number of respondents (n), estimated by the rule of thumb of Tabachnick and Fidell [60], must exceed 130 (ie, 50+8 m).

The characteristics of the participants were analyzed using descriptive statistics. Correlation analyses were performed using all variables of the research model. To test hypothesis 1, a dummy variable was first calculated using a median split of EMH adoption readiness. Second, t tests were performed to reveal whether there were significant differences in the mean values of the 10 factors between respondents with high and low adoption readiness. To verify the second hypothesis, a multiple backward linear regression analysis was performed with behavioral intention as the dependent variable and the 10 factors from the research model (Figure 2, model A) as predictor variables.

The third hypothesis consisted of 2 parts. The analysis started with the second part: patient eligibility is a moderator variable in the association between behavioral intention and EMH use.
This was investigated with a moderator analysis using the Hayes PROCESS module [61]—EMH use was the dependent variable (Y), behavioral intention was the independent variable (X), patient eligibility was the moderator variable (W), and Accessibility and Facilitating conditions were the covariates. Although this analysis also tested the first part of hypothesis 3 as well as hypothesis 4, a multiple linear regression analysis was also performed (backward) with EMH use as the dependent variable (Y) and behavioral intention, patient eligibility, and Accessibility and Facilitating conditions as independent variables as it facilitated the interpretation of the regression coefficients.

For the fifth hypothesis, descriptive statistics were used.

### Table 2. Characteristics of the participants (N=132).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>47.4 (10.7; 27-65)</td>
</tr>
<tr>
<td>Age (years; median split), median</td>
<td>49.0</td>
</tr>
<tr>
<td>Younger group (&lt;50), n (%)</td>
<td>68 (51.5)</td>
</tr>
<tr>
<td>Older group (≥50), n (%)</td>
<td>64 (48.5)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20 (15.2)</td>
</tr>
<tr>
<td>Female</td>
<td>111 (84.1)</td>
</tr>
<tr>
<td>Intersex</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Professional background, n (%)</td>
<td></td>
</tr>
<tr>
<td>Psychologist</td>
<td>30 (22.7)</td>
</tr>
<tr>
<td>Sociopsychiatric nurse</td>
<td>26 (19.7)</td>
</tr>
<tr>
<td>Social worker</td>
<td>25 (18.9)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;a&lt;/sup&gt;</td>
<td>51 (38.6)</td>
</tr>
<tr>
<td>Work hours per week, mean (SD; range)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.0 (7.6; 8-40)</td>
</tr>
<tr>
<td>Number of patients per week, mean (SD; range)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25.6 (10.5; 4-65)</td>
</tr>
<tr>
<td>Work experience (years), mean (SD; range)</td>
<td></td>
</tr>
<tr>
<td>≤10, n (%)</td>
<td>128 (97)</td>
</tr>
<tr>
<td>≤2, n (%)</td>
<td>45 (34.1)</td>
</tr>
<tr>
<td>Number of MHC&lt;sup&gt;b&lt;/sup&gt; colleagues, n (%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>42 (31.8)</td>
</tr>
<tr>
<td>Platform used, n (%)</td>
<td></td>
</tr>
<tr>
<td>Only Therapieland</td>
<td>41 (31.1)</td>
</tr>
<tr>
<td>Only Minndistrict</td>
<td>80 (60.6)</td>
</tr>
<tr>
<td>Therapieland and Minndistrict</td>
<td>9 (6.8)</td>
</tr>
<tr>
<td>Neither Therapieland nor Minndistrict</td>
<td>2 (1.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>This group was very diverse and comprised, among others, psychiatric nurses, applied psychologists, orthopedagogists, and ergotherapeutists.

<sup>b</sup>MHC: mental health counselor.

### Variables and Correlation Analysis

In Multimedia Appendix 1, the variables of the research model—mean values and SDs—are listed as well as the Pearson correlation coefficients between them. All Pearson correlation coefficients were below the critical value of 0.80, confirming the independence of the constructs.

The correlation analysis showed that behavioral intention correlated significantly with 8 of the 10 scales. Behavioral
intention had a strong positive correlation with *Usefulness and benefits of EMH* and *Task perception* and a medium correlation with *New possibilities, Innovativeness of the MHC, Social influence, and Evidence-based effectiveness*. The correlations between *User-friendliness* and *Complexity* were low.

**Hypothesis 1: Differences Between Groups With Low and High Behavioral Intention**

Via a median split (median value of 4.0), the population was divided into a large group (98/132, 74.2%) with high behavioral intention (≥4; mean 4.32, SD 0.41) and a smaller group (34/132, 25.8%) with lower behavioral intention (<4; mean 3.25, SD 0.48). Using univariate *t* tests, the scores on the 10 factors were compared for the high– and low–behavioral-intention groups (Table 3). This partly confirmed the first hypothesis: MHCs with high behavioral intention scored significantly higher than MHCs with low behavioral intention on 6 of the 10 factors—*Usefulness and benefits of EMH, New possibilities through EMH, Task perception of the MHC, Innovativeness of the MHC, Social influence, and Evidence-based effectiveness of the EMH*—but not on perceived *Self-efficacy, Digital skills, User-friendliness, or Complexity of EMH*. These 6 factors were also the factors with a moderate to high correlation with EMH adoption readiness. The mean behavioral intention to use EMH in the total group was positive (mean 4.04, SD 0.64).

**Table 3.** Mean scale scores and differences for mental health counselors (MHCs) with low and high behavioral intention (BI).

<table>
<thead>
<tr>
<th>Factor</th>
<th>All MHCs, mean (SD)</th>
<th>MHCs with low BI, mean (SD)</th>
<th>MHCs with high BI, mean (SD)</th>
<th><em>t</em> test (df)<em>b</em></th>
<th><em>P</em> value<em>b</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Usefulness and benefits of EMH</td>
<td>3.80 (0.60)</td>
<td>3.19 (0.69)</td>
<td>4.01 (0.38)</td>
<td>−6.56 (40.2)*a</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>New possibilities through EMH</td>
<td>3.69 (0.60)</td>
<td>3.27 (0.53)</td>
<td>3.83 (0.56)</td>
<td>−5.12 (130)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Task perception of the MHC</td>
<td>4.02 (0.79)</td>
<td>3.29 (0.78)</td>
<td>4.27 (0.62)</td>
<td>−7.40 (130)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Innovativeness of the MHC</td>
<td>2.77 (0.76)</td>
<td>2.38 (0.82)</td>
<td>2.91 (0.69)</td>
<td>−3.67 (130)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social influence</td>
<td>3.30 (0.66)</td>
<td>2.97 (0.63)</td>
<td>3.42 (0.63)</td>
<td>−3.55 (130)</td>
<td>.001</td>
</tr>
<tr>
<td>Evidence-based effectiveness of EMH</td>
<td>3.73 (0.58)</td>
<td>3.41 (0.72)</td>
<td>3.84 (0.49)</td>
<td>−3.19 (43.8)</td>
<td>.003*</td>
</tr>
<tr>
<td>Self-efficacy of the MHC</td>
<td>3.60 (0.73)</td>
<td>3.61 (0.77)</td>
<td>3.60 (0.72)</td>
<td>0.10 (130)</td>
<td>.93</td>
</tr>
<tr>
<td>Digital skills of the MHC</td>
<td>4.44 (0.59)</td>
<td>4.57 (0.51)</td>
<td>4.39 (0.61)</td>
<td>1.55 (130)</td>
<td>.12</td>
</tr>
<tr>
<td>User-friendliness for the MHC and the patient</td>
<td>3.58 (0.56)</td>
<td>3.48 (0.48)</td>
<td>3.61 (0.59)</td>
<td>−1.23 (130)</td>
<td>.22</td>
</tr>
<tr>
<td>Complexity for the patient</td>
<td>3.79 (0.65)</td>
<td>3.69 (0.69)</td>
<td>3.83 (0.64)</td>
<td>−1.04 (130)</td>
<td>.30</td>
</tr>
</tbody>
</table>

*a*Levene test for unequal variances; in all other cases, equal variances.

*b*P<.005 to control for multiple testing.

*EMH: e-mental health.*

**Hypothesis 2: Factors Associated With Behavioral Intention to Use EMH**

Factors associated with behavioral intention were examined using a multiple regression analysis (backward; Table 4). The first regression model (model 1; Table 4) had 10 independent variables, and these factors explained 56% of the behavioral intention (*F*<sub>10,131</sub>=15.113; *P*<.001; *R*<sup>2</sup>=0.555). However, only the scales on *Usefulness and benefits* (b=.401; *P*<.001) and *Task perception* (b=.339; *P*=.001) were significant. The last model (model 9; Table 4) explained 54% of the variance in behavioral intention (*F*<sub>2,131</sub>=76.102; *P*<.001; *R*<sup>2</sup>=0.541) with *Usefulness and benefits* (b=.471; *P*<.001) and *Task perception* (b=.316; *P*=.001). Hypothesis 2, which stated that the expected usefulness and benefits of EMH are the most important predictors of behavioral intention, was confirmed.
### Table 4. Backward regression analysis to explain the behavioral intention to use e–mental health (EMH).a

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>B (SE)</th>
<th>$\beta$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0.56</td>
<td>0.852 (0.481)</td>
<td>N/A(^b)</td>
<td>.001</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usefulness and benefits of EMH</td>
<td>0.425 (0.113)</td>
<td>.401</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>New possibilities through EMH</td>
<td>0.012 (0.080)</td>
<td>.011</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Task perception of the MHC(^c)</td>
<td>0.274 (0.077)</td>
<td>.339</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Innovativeness of the MHC</td>
<td>−0.024 (0.065)</td>
<td>−0.028</td>
<td>.72</td>
<td></td>
</tr>
<tr>
<td>Social influence</td>
<td>0.034 (0.066)</td>
<td>.035</td>
<td>.61</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy of the MHC</td>
<td>−0.057 (0.057)</td>
<td>−0.065</td>
<td>.32</td>
<td></td>
</tr>
<tr>
<td>Digital skills of the MHC</td>
<td>−0.012 (0.077)</td>
<td>−0.011</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Evidence-based effectiveness of EMH</td>
<td>0.054 (0.076)</td>
<td>.049</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>User-friendliness for the MHC and the patient</td>
<td>0.089 (0.074)</td>
<td>.079</td>
<td>.23</td>
<td></td>
</tr>
<tr>
<td>Complexity for the patient</td>
<td>0.032 (0.065)</td>
<td>.033</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td>Model 9</td>
<td>0.54</td>
<td>1.120 (0.244)</td>
<td>N/A (^b)</td>
<td>.001</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usefulness and benefits of EMH</td>
<td>0.499 (0.094)</td>
<td>.471</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Task perception of the MHC</td>
<td>0.255</td>
<td>.316</td>
<td>.001</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)There was no multicollinearity (all variance inflation factor values were <4 and tolerance values were >0.20).

\(^b\)N/A: not applicable.

\(^c\)MHC: mental health counselor.

### Hypotheses 3 and 4: Factors Explaining EMH Use

EMH use before the COVID-19 pandemic (mean 0.38, SD 0.22) and patient eligibility (mean 0.57, SD 0.23) were determined as percentages of the patient population from the MHCs’ estimation.

Using the Hayes PROCESS module, a moderator analysis was performed with EMH use as the dependent variable (Y), behavioral intention as the independent variable (X), patient eligibility as the moderator variable (W), and Accessibility and Facilitating conditions as covariates. The model was significant ($F_{5,126}=17.246; P<.001; R^2=0.406$), but the product term X×W was not ($F_{1,126}=3.121; P=.08; DR^2=0.015$). Therefore, patient eligibility was not a moderator and, thus, the second part of the third hypothesis was rejected. However, the first part of the third hypothesis was confirmed—both $r=0.55$ (Multimedia Appendix 1) and the PROCESS regression analysis ($b=.140; P<.001$) showed a significant positive association between behavioral intention and EMH use. Facilitating conditions (mean 3.38, SD 0.77) and Accessibility (mean 3.77, SD 0.68) were not significantly related to EMH use, nor was the correlation significant (Multimedia Appendix 1). Hence, hypothesis 4 (Facilitating conditions and Accessibility have a significant relationship with EMH use) was rejected.

The backward multiple linear regression analysis that was also performed to facilitate the interpretation of the regression coefficients confirmed that only 2 variables were significant factors explaining EMH use: patient eligibility ($b=.399; P<.001$) and behavioral intention ($b=.330; P<.001$). Together, they explained 39% of the variance in EMH use ($F_{2,131}=41.047; P<.001; R^2=0.389$).

As patient eligibility was not a moderator variable but a direct scale of EMH use, the Hayes PROCESS module was used to examine whether it could be a mediator variable instead. The results are shown in Figure 3 (model B). Behavioral intention explained patient eligibility ($F_{1,130}=34.716; P<.001; R^2=0.211$), whereas behavioral intention and patient eligibility explained EMH use ($F_{2,129}=41.047; P<.001; R^2=0.389$). Hence, it was concluded that there was a partial mediation between behavioral intention and EMH use through patient eligibility. The direct effect ($c'=0.116$) of behavioral intention was larger than the indirect effect ($c=0.065, 95\% CI 0.035-0.099$). All coefficients were significant, with $P<.001$. 
Verification of the Complete Model

To verify the complete theoretical model (ie, models A and B in Figure 2 combined), an additional multiple regression analysis (backward) was performed for behavioral intention. In addition to the remaining factors Usefulness and benefits of EMH and Task perception of the MHC (model 9; Table 4), the 2 factors for which a direct relationship with EMH use was assumed (Facilitating conditions and Accessibility) were included in the regression analysis. It turned out that the scales Usefulness and benefits (β=.440; \( P<.001 \)), Task perception (β=.306; \( P=.001 \)), and Accessibility (β=.140; \( P=.02 \)) were significant explanatory factors of behavioral intention (\( F_{3,131}=54.151; \ P<.001; \ R^2=0.559 \)). The empirically validated theoretical model in which only the significant factors related to EMH adoption readiness and use were considered is shown in Figure 3.

Increased Use of EMH Since the Start of the COVID-19 Pandemic

The use of EMH before and since the start of the COVID-19 pandemic was compared. The mean use before the COVID-19 pandemic was 38.1% (mean 0.381, SD 0.219), and it increased to 49.4% after the start of the COVID-19 pandemic (mean 0.494, SD 0.247). There was a significant and strong correlation (\( r=0.794; \ P<.001 \)) between use before and use since the start of the COVID-19 pandemic. More than half (70/132, 53%) of the MHCs had increased the use of EMH since the start of the COVID-19 pandemic, and this increase was also expected to be permanent for slightly more than half (36/70, 51%) of this group.

Hypothesis 5: Factors Taken Into Account by MHCs in Assessing Patient Eligibility for EMH

The answers to the question asking to make a top 5 of the most important characteristics to be perceived as not eligible for EMH are summarized in Figure 4. In this graph, it is shown how often the items were chosen by respondents as top 1, top 2, top 3, top 4, and top 5. The order in which the characteristics are presented is considered the order of importance and is determined by the calculated weighted average score (weight factors: top 1×5, top 2×4, top 3×3, top 4×2, and top 5×1). A patient having no access to a computer or the internet was considered to be the most important reason to deem them not eligible for EMH. The total score for this characteristic was 389 (ie, 5×50+4×16+3×13+2×7+1×22, with 50 being the number of times it was chosen as top 1 by the respondents, 16 being the number of times it was chosen as top 2, and so on). No motivation came in the second position with a total score of 325, followed by not speaking Dutch (whereas EMH programs are offered in Dutch) with a total score of 315.

Regarding the question about the minimum properties or characteristics that a patient needs to have to be eligible for EMH, access to a computer and the internet was chosen 114 times, motivation to work with EMH was chosen 108 times, openness to new experiences was chosen 61 times, reading and writing skills (in Dutch) was chosen 57 times, sufficient cognitive skills was chosen 38 times, discipline was chosen 36 times, demonstrable computer skills was chosen 30 times, other was chosen 6 times, and demonstrable health literacy was chosen once.

The availability of a computer and the internet showed the highest scores in both assessments. When considering the patients’ attributes or skills, patient motivation for EMH use emerged as the most important factor. The severity of the mental health problems was given a low score. Therefore, the fifth hypothesis was partly rejected.

Many patient-related answers were given to the open questions about the main reason for (not) using EMH. This not only showed that the patient plays an important role in MHCs’ decision to use EMH, as was confirmed by the regression analysis, but also provided information about the factors that determine the assessment of the patients’ eligibility. Again, a lack of digital skills, limited language skills, and lack of motivation on the part of the patient were the predominant reasons. Interestingly, 10.6% (14/132) of MHCs mentioned the lack of a suitable EMH module for the patient in question.

---

**Figure 3.** Empirically validated theoretical model with non-standardized regression coefficients. Model A shows the three significant factors of behavioral intention. Model B shows the results of the Hayes PROCESS mediation analysis of patient’ eligibility in the relationship between behavioral intention and EMH use (N=132). EMH: e–mental health; MHC: mental health counselor.
**Figure 4.** Number of times the characteristics were chosen as top-1 to top-5 that make a patient not eligible for e-mental health (EMH; n=131). Weighted total: no access to a computer- or the internet: 389, not motivated to work with EMH: 325, does not speak Dutch (and EMH programs are not available in their language): 315, insufficient computer skills: 210, insufficient reading skills: 195, limited cognitive skills: 159, cannot follow the instructions of the general practitioner or mental health counselor: 131, severe mental health problems: 82, old (aged > 70 years): 70, has difficulties with self-reflection: 52, and insufficient health literacy: 37.

**Discussion**

**Principal Findings**

This study aimed to unfold the underlying reasons of MHCs to adopt and use EMH as well as unveil the criteria MHCs use to estimate patient eligibility for EMH. The factor *Perceived usefulness and benefits* was the strongest predictor of behavioral intention to use EMH. In turn, behavioral intention had a direct and indirect effect (via estimated patient eligibility for EMH) on the use of EMH. To estimate patient eligibility for EMH, patients’ access to a computer and sufficient digital and language skills and motivation to use EMH were important.

In this study, the intention to use EMH was high, which is important to further disseminate and embed EMH use in practice as intention positively related to use in our study. The fact that intention to use EMH is high among MHCs is in line with previous findings in the Netherlands [10,11] but could be due to the broad definition of EMH and the fact that especially MHCs who are positive toward EMH might have been more likely to participate in this study as other studies have revealed that intentions varied between EMH applications [62] or were higher for the treatment of mild mental problems [17,63].

During the COVID-19 pandemic, EMH use was seen to increase from 38% on average to 49%; both percentages were already considerably higher than in 2016, when it was <15% [19]. More than half (70/132, 53%) of the MHCs reported increased use of EMH since the start of the COVID-19 pandemic, which was often expected to be permanent. It would be interesting to investigate over time whether this expectation also came true.

MHCs with a high behavioral intention scored significantly higher for 6 of the 10 factors (*Usefulness and benefits of EMH, New possibilities through EMH, Task perception of the MHC, Innovativeness of the MHC, Social influence, and Evidence-based effectiveness of EMH*) compared with those with a low EMH use intention. The results of the regression analysis stress the importance of *Usefulness and benefits of EMH, Accessibility, and Task perception* to increase MHCs’ intention to use EMH. *Usefulness and benefits of EMH* appeared to be the most important predictor of behavioral intention. *Accessibility* and *Task perception* were also predictive, although less strong. The primary importance of *Usefulness and benefits* is in line with relevant literature on the introduction of IT as well as in general [43] as applied to health care environments [15,55]. As a construct, *Usefulness and benefits of EMH* is closely related to *Performance expectancy* from the UTAUT model. *Performance expectancy* was defined as the extent to which a person believes that using the IT system will improve their work performance and is advantageous for patients, and it was also found to be the determinant variable of intention to use [43]. In applying the technology acceptance model, Chismar and Wiley-Patton [55] found that *Perceived usefulness* had a significantly strong effect on the intention of pediatricians to use internet-based applications, but *Subjective norm* and *Perceived ease of use* did not. Van der Vaart et al [15], who used the UTAUT model in their study on the use of web-based self-management interventions, also found *Performance expectancy* to be the most significant predictor of intention to use for both MHCs and primary care psychologists.

The second significant factor of behavioral intention in our study (ie, *Accessibility*) is not 100% equal to any of the scales...
of the UTAUT model, although it is related to Effort expectancy. Effort expectancy was defined by Venkatesh et al [43] as the degree of ease of use and is related to Accessibility, User-friendliness, and Perceived self-efficacy in our models A and B (Figure 2). Apparently, we need 3 factors in our model (Figure 2) to do justice to the different aspects of Effort expectancy by Venkatesh et al [43]. In the study by van der Vaart et al [15], Effort expectancy was a significant predictor of intention to use for MHCs but not for primary care psychologists. Perceived ease of use was not significant in the study by Chismar and Wiley-Patton [55] among pediatricians. These inconsistent results may be indicative of a construct that is formulated rather broadly. Still, there is clear consensus among the studies regarding the dominant role of perceived usability over ease of use. Only if users see added value in the use of EMH will they consider using it, and only then will ease of use become important [64].

The third significant factor of behavioral intention in our study (ie, Task perception) does not exist in the UTAUT model and, therefore, is not in the study by van der Vaart et al [15] either. However, Task perception relates very well to Job relevance, which was the factor determining perceived usefulness in the study by Chismar and Wiley-Patton [55]. In this study, the correlation between Task perception and Usefulness and benefits emerged as the strongest, confirming a close relationship.

It is interesting to note that Social influence was not a significant variable of behavioral intention, which is in line with the studies by van der Vaart et al [15] and Chismar and Wiley-Patton [55]. Seemingly, MHCs, primary care psychologists, and pediatricians make up their minds independent of others’ opinions and, therefore, do not need emphasis on influencing intentions to use EMH.

Correlation and regression analyses showed that MHCs with a higher behavioral intention were more likely to use EMH more frequently than their colleagues with a lower behavioral intention. The estimated eligibility of the patient population did not appear to be a moderator variable in the relationship between behavioral intention and EMH use. However, patient eligibility was found to be both a direct effect of EMH use and a mediator variable between behavioral intention and EMH use. The direct effect of patient eligibility on the use of EMH is larger than the direct effect of behavioral intention, which makes it the most determining factor in the decision of the MHC whether to use EMH. It is interesting, though unexpected, that the behavioral intention of MHCs influences their estimation of the eligibility of the patient population. This issue will be discussed later in this section. The question about the inverse relationship (ie, whether the patients’ eligibility influences behavioral intention) was not investigated as it is incompatible with the conceptual model. In this model, behavioral intention is a perception of the MHC that already exists before the MHC estimates the eligibility of the patient population involved.

The motivation of the patient emerged as the most important condition to consider a patient eligible for EMH in addition to access to a computer with internet and digital skills. Knowledge of the Dutch language and good reading skills were also high in ranking. The severity of the mental health problems was given a much lower ranking, which was unexpected considering the literature [12,41]. The fact that MHCs in our study considered the severity of the patients’ problems less of a barrier to using EMH may be explained by the fact that their average patient has mild to moderate mental problems compared with the patients with depression in the studies by Titzler et al [12] and Osma et al [41]. In the Netherlands, only mild to moderate mental problems are treated in general practice. Severe cases are treated in a specialized practice. The importance of motivation of the patient was confirmed in the answers to the open questions about the most important reasons for (not) using EMH in our survey and by the study by Wouters et al [11].

In this study, the MHCs estimated 57% of their patient population to be eligible for EMH. This is quite a high estimate compared with the 33% in the study by Lokman et al [19]. It is interesting that the intention of the MHCs to use EMH influences this estimate, as the mediation analysis revealed. This would mean that an MHC with a low intention to use EMH will be inclined to disqualify his patients for EMH. In this respect, the MHC can be considered an intermediary who plays a key role in the success of the implementation of EMH. From theory and experiments, it is known that success largely depends on the engagement of intermediaries or champions in the early stages of implementation [50,65,66]. Only an enthusiastic MHC will offer the intervention (EMH) to the patient and will be able to motivate them [12]. Owing to the emphasis that MHCs place on the motivation of the patient, the characteristics of vulnerable patients presumably received a lower ranking. Nevertheless, it became clear that MHCs will not yet use EMH for patients who lack computer and language skills.

Study Limitations

Causal relationships were assumed in this study. However, a causal relationship cannot be established in this type of study. Nevertheless, as the research model is based on theoretical models that have already been empirically verified, this study does provide indications for the assumed causal relationships among EMH use, intention to use EMH, and their determinants.

A second limitation concerns the questionnaire, which, although based on validated questionnaires, was developed specifically for this study, which makes it difficult to compare results with the literature. On the positive side, the reliability of most of the scales proved to be good, and only small adjustments were needed to the predefined scales.

Third, the results of this study might be positively biased as convenience sampling was used and participants were mostly clients of Therapieland or Ksyos and Minddistrict. Obviously, MHCs who were positive about EMH and were already working on the web were more likely to complete the questionnaire than those who were less enthusiastic about web-based activities (self-selection bias). In our study, 98% (130/132, 98.5%) of the MHCs had access to a paid EMH platform, whereas, in the study by Lokman et al [19], approximately half of the GPs did not use purchased EMH. Unfortunately, the lack of insight into the response rate impeded a good estimate of the selection bias that might have occurred. A related issue is that the percentage of women in our sample was high (111/132, 84.1%). However, the occupation of MHC is female-dominated in the Netherlands.
A recent (2021) Dutch publication revealed that 71% of MHCs are female [67].

Fourth, there may also have been response bias as self-report questionnaires with Likert scales were used that respondents filled in according to their own interpretation. A statement that is formulated in a fairly general way is perhaps all too easily answered with agree. This applies, for example, to the 2 items in the Accessibility scale. Feijt et al [56] came to the same conclusion for these items and removed them from the eMental Health Adoption Readiness scale for this reason. Although Accessibility is substantively related to User-friendliness, it emerged as a separate factor in the factor analysis. In spite of the fact that the reliability was good, there is some doubt regarding its content validity.

The final limitation concerns the difficult interpretation of the intention to use EMH, actual EMH use, and patient eligibility for EMH because of the broad definition of EMH we used (ie, ranging from means of communication to web-based treatment modules). Although the questions were formulated as specifically as possible by adding an example or by speaking of EMH program for therapy using web-based programs, the broad concept was used in the measurements of behavioral intention, EMH use, and patient eligibility. The research by van der Vaart et al [15] explicitly focuses on the use of a specific part of EMH (ie, the guided web-based self-management interventions in primary care). Therefore, the conclusions of that study are not entirely comparable with those described in this study.

Recommendations for EMH Practice and Researchers

This study revealed that usefulness and benefits are by far the most important factors influencing the intention to use EMH. Only if potential users see added value in the use of an IT system will they consider using it, and only then will user-friendliness also become important [64]. Therefore, the EMH developer must ensure that EMH has added value for MHCs and patients. This is possible, for example, by developing EMH applications in cocreation with MHCs. Additional qualitative research would be ideally suited to obtain more specific input from MHCs (eg, to understand for which patients MHCs did not find a suitable EMH module, what modules are needed, and what characteristics they need to have). The research by Titzler et al [12] among psychotherapists is a good example of structured interviews that provide useful insights for EMH developers. It would also be good to actively involve the patients as that would help increase patient motivation while at the same time allowing for the determination of whether patient motivation is a real problem and not something that is wrongly estimated or negatively influenced by the MHC or whether the modules themselves are the problem. As the MHCs’ personal motivation to support patients with EMH influences their estimation of patients’ eligibility, it is important to make MHCs aware of this process and provide skill training on motivating patients regarding disease self-management and to use EMH. Motivational interviewing skills are posed as a helpful strategy.

This study also showed the importance of task perception of the MHC with regard to EMH. Government policy is necessary to structurally embed EMH in the task perception of the MHC (eg, by promoting digitalization in health care, providing the right reimbursement for EMH activities in general practice, and making EMH part of higher education curricula [68]). The study results are also useful for the broader population of mental health care professionals, especially the findings with regard to eligible patients and the way in which the intention of health care professionals to use EMH affects their estimation of patient eligibility.

For future use of the questionnaire, specifically in questions on EMH use and patient eligibility, we recommend differentiating between the use of web-based communication and the use of web-based treatment modules. Better ways to determine the factors related to patient eligibility would also be worth investigating.

Recommendations for future research include a longitudinal study to verify the relationships we found in this study and investigate whether EMH use has maintained its upward trend after the COVID-19 pandemic. It would be especially interesting to further explore the influence of behavioral intention on perceived eligibility also among other professionals working in mental health care as it is important for practice to make professionals aware of the fact that personal motivation to support patients with EMH also influences the way in which patients’ motivation and skills to use EMH are estimated.

Conclusions

It can be concluded that the intention to use EMH among MHCs was very positive. The most important factors explaining the intention to use were the perceived usefulness and benefits of the use of EMH followed by task perception and accessibility (ie, ease of getting started with it).

The relationship between behavioral intention to use EMH and actual EMH use was partially mediated by the perceived eligibility of the patient population. However, both the behavioral intention to use EMH and the estimated eligibility of the patient population had a significant and direct association with EMH use. The patients’ eligibility was most important, which means that an MHC will use little EMH if they consider the patient unsuitable for EMH even if the MHC is positive about the use of EMH.

To determine whether a patient is eligible for EMH, the patients’ access to a computer and the internet, digital skills, and Dutch language skills were primarily considered. In addition, patient motivation was found to be of utmost importance.

The study revealed that there will only be a future for blended care if the MHC is convinced of the added value of EMH and can transfer their enthusiasm to the patient.
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Abstract

Background: Lifestyle-related diseases are among the leading causes of death and disability. Their rapid increase worldwide has called for low-cost, scalable solutions to promote health behavior changes. Digital health coaching has proved to be effective in delivering affordable, scalable programs to support lifestyle change. This approach increasingly relies on asynchronous text-based interventions to motivate and support behavior change. Although we know that empathy is a core element for a successful coach-user relationship and positive patient outcomes, we lack research on how this is realized in text-based interactions. Systemic functional linguistics (SFL) is a linguistic theory that may support the identification of empathy opportunities (EOs) in text-based interactions, as well as the reasoning behind patients’ linguistic choices in their formulation.

Objective: This study aims to determine whether empathy and SFL approaches correspond and complement each other satisfactorily to study text-based communication in a health coaching context. We sought to explore whether combining empathic assessment with SFL categories can provide a means to understand client-coach interactions in asynchronous text-based coaching interactions.

Methods: We retrieved 148 text messages sent by 29 women who participated in a randomized trial of telecoaching for the prevention of gestational diabetes mellitus (GDM) and postnatal weight loss. We conducted a pilot study to identify users’ explicit and implicit EOs and further investigated these statements using the SFL approach, focusing on the analysis of transitivity and thematic analysis.

Results: We identified 164 EOs present in 42.37% (3478/8209) of the word count in the corpus. These were mainly negative (n=90, 54.88%) and implicit (n=55, 60.00%). We distinguished opening, content and closing messages structures. Most of the wording was found in the content (n=7077, 86.21%) with a declarative structure (n=7084, 86.30%). Processes represented 22.4% (n=1839) of the corpus, with half being material (n=876, 10.67%) and mostly related to food and diet (n=196, 54.92%), physical activity (n=96, 26.89%), and lifestyle goals (n=40, 11.20%).

Conclusions: Our findings show that empathy and SFL approaches are compatible. The results from our transitivity analysis reveal novel insights into the meanings of the users’ EOs, such as their seek for help or praise, often missed by health care professionals (HCPs), and on the coach-user relationship. The absence of explicit EOs and direct questions could be attributed to low trust on or information about the coach’s abilities. In the future, we will conduct further research to explore additional linguistic features and code coach messages.
Introduction

Noncommunicable diseases (NCDs) account for 73.6% of deaths worldwide. These lifestyle-related diseases, such as cardiovascular diseases (CVDs), some cancers, respiratory diseases, and diabetes, are among the most common causes of death and disability [1]. The rapid increase in NCD rates is a global disease burden in both developed and developing nations. However, we now know that these NCDs can be prevented, or substantially delayed, by changes in lifestyle (eg, factors such as diet, physical activity, stress, and sleep), as shown in numerous trials [2-4]. Research has demonstrated that with appropriate individual and group support, individuals can achieve significant weight loss and sustainable changes in lifestyle [5,6]. Nonetheless, the high incidence of NCDs and the limited resources to deliver best-practice behavior change programs make large-scale prevention programs challenging. The need for cost-effective alternatives has led some countries, such as the United States [7] and the United Kingdom [8], to seek new strategies to promote health behavior changes.

To address the challenges of scalability and cost-effectiveness, NCD prevention programs are increasingly using digital technologies. One technology that facilitates access to prevention programs is telehealth, which is the use of video or audio technologies to deliver a health intervention. Telehealth has the potential to reduce health care costs and increase the scope of these programs, as it can substitute or supplement in-person visits when personal attendance is not possible (eg, patients living in rural areas [9,10]). Using telehealth to deliver face-to-face behavior change programs has been shown to be as effective as in-person programs for NCDs [11,12]. For these reasons, the field of telehealth has experienced substantial growth over recent years, and the COVID-19 pandemic has accelerated the process, with programs for mental health, rehabilitation, and medical consultations showing rapid increases in usage [13-15].

In the context of disease prevention programs, this approach is increasingly referred to as telehealth coaching in order to distinguish it from the delivery of more traditional telehealth services. Telehealth coaching uses an integrative health coaching (IHC) approach. IHC connects the coaching intervention with the individual’s personal values and sense of purpose [16]. Instead of being instructed on how to reach their goals, the coach provides the user, or person being coached, with the knowledge, skills, and confidence to perform autonomously [17]. These telehealth coaching programs combine multimodalities of digital technology to support people in achieving their lifestyle goals in a synchronous or asynchronous form. Traditional synchronous interactions use real-time, face-to-face meetings, telephone calls, or video calls [18], and asynchronous interactions consist of the exchange of texts, audio, or video messages that the user can access and review later [19]. At the same time, health coaching allows for only human [14,20], only automated [21,22], or hybrid [23-25] modalities. Although all of these have shown positive results, it is still not clear which one is more effective [26]. A recent meta-analysis showed that automated digital interventions (ADIs) are a good addition to weight loss coaching interventions and results are more effective when the coaching program duration is shorter [27].

Generally, digital health coaching interventions follow a prespecified framework, such as manuals or guidelines, based on the current evidence on behavior change [28] and psychosocial theories [29,30]. Evaluating whether coaches are delivering a program as intended is key to ensuring a homogenous and effective intervention, and telehealth coaching poses unique challenges in this regard due to its multiple modalities [31]. Although there is increasing research exploring the fidelity of such programs, current research work has focused on synchronous, face-to-face interventions delivered by coaches [32-34]. This research typically quantifies the behavior change techniques (BCTs) delivered by the coach and to some extent the way in which these interventions are realized. State-of-the-art findings show a predominant focus on the coaches’ performance and users’ outcomes without accounting for the users’ cues and responses [35], in addition to inconsistencies in fidelity reporting [36]. With increasing drivers for efficiency and the use of responsive artificial intelligence (AI) systems, the use of asynchronous interactions to support health coaching is growing. However, there is little research on these asynchronous interactions and a clear need to understand their nature and how to optimize them. Although asynchronous interventions are delivered through audio or video messages on a digital platform, the most common form of interaction is through the exchange of text messages. A coaching platform can be automatized to send scheduled messages (eg, reminders). There is a body of research on the use of automated messages to remind, prompt, or nudge healthier behavior, which demonstrates their potential [37], effectiveness [38], and language used [39,40] in text-based behavior change interventions. However, these messages represent a 1-way communication from the coaching platform to the individual. The users participating in these telehealth coaching programs also communicate directly to their coach or AI coaching platform. Their text messages can be responded to by an AI-based system (eg, chatbots) or by their coach (ie, individually crafted correspondence).

Nonetheless, there is a wealth of literature on the effectiveness of traditional synchronous, face-to-face patient-provider interactions where researchers share an overall concern for the...
quality of asynchronous consultations [41], as well as for the quality of the relationship developed [42]. In this context, the concepts of empathy, sympathy, and compassion in health care are crucial in the patient-provider relationship but sometimes confused with one another [43]. Compassion is a deep awareness of another person’s suffering, along with the wish to relieve it [44], whereas empathy is the cognitive skill to understand and “feel with” the patient. Some authors have identified the dimensions of cognitive, affective (relegated to sympathy), and emotional within the definition of empathy [45]. Other authors, such as Piasecki, see clinical empathy as “the ability to understand and participate in another person’s feelings and emotional state, while sympathy describes the listener’s feelings without understanding or sharing the patient’s emotions” [46].

The positive effect of clinical empathy on patient outcomes has been documented across psychological, sociological, therapeutical, and behavioral disciplines [47,48] and should be preserved in text-based, asynchronous interventions. An empathetic response is important for building a therapeutic alliance in psychotherapy, and effective relational skills are essential in behavior change programs for promoting health outcomes. Thereby, an empathic frame is a good start point when coding asynchronous messages. There are a number of tools in patient-provider communication for identifying opportunities for empathic responses [49], showing how providers often miss these opportunities [50], and providing advice to prevent it [51]. According to a review by Epstein et al [52], patient-centered communication (PCC) comprises “(1) eliciting and understanding the patient’s perspective—concerns, ideas, expectations, needs, feelings and functioning, (2) Understanding the patient within his or her unique psychosocial context, (3) Reaching a shared understanding of the problem and its treatment with the patient that is concordant with the patient’s values, and (4) Helping patients to share power and responsibility by involving them in choices to the degree that they wish.” Epstein’s arguments are present when expressing empathy in a health care context. However, this approach has not been informed by our understandings of language and, in particular, the functions of language.

Pounds [53] presented an empathy appraisal approach, supported by previous discourse analysis studies based on systemic functional linguistics (SFL), to explore the expressions of empathy in PCC. Nonetheless, it is surprising that her approach does not incorporate SFL into this patient-provider communication analysis. According to SFL theory, developed by Halliday and Matthiessen [54], language in itself has a communicative and a meaning potential that is realized through language production, and that language in itself is social semiotics, an approach to communication that aims to comprehend how individuals in particular social contexts interact through a variety of means. The goal of studying communication from this angle is to classify the semiotic decisions that communicators are able to make [55]. The empathy opportunities (EOs) that Pounds considered in her empathy appraisal may be further informed by these choices. Suchman [56] defined implicit EOs as “patient statements from which a clinician might infer an underlying emotion that has not been explicitly expressed” and explicit EOs as “statements about situations or concerns that might plausibly be associated with an emotion.” To fully grasp the meaning potential of the patients’ linguistic choices whenever they express an EO, however, we must first understand the 3 SFL metafunctions that construe that meaning: the ideational metafunction, which describes the speaker’s inner and outer experience; the interpersonal metafunction, which concerns the relationship between the speaker and the recipient as well as between the speaker and their message; and the textual metafunction, which is used to interpret the text as a text and not just as a cluster of words or clauses [57]. The transitivity system is a component of the ideational metafunction and goes further than the distinction between transitive and intransitive verbs. A transitivity analysis explores how the speaker construes their experience of the world. The processes, participants implicated, and circumstances of this experience are all part of the transitivity system. Processes are realized by the verbal group of the clause and can be classified as material, mental, relational, verbal, existential, or behavioral [58]. We provide a further description of the process categories in the Methods section. Several researchers have chosen this approach for a quantitative analysis of written discourse in literature, news, and social media texts [59-61]. Matthiessen’s [62] work adds valuable insights into the use of SFL in health care contexts and PCC. Pounds and De Pablos-Ortega [63] foresee the combination of the empathy appraisal approach and SFL categories to better understand patients’ (or users’) perspectives and to improve doctors’ (or experts’) communicative strategies in online counseling. Additionally, the experiential metafunction, which is embedded in the ideational metafunction, describes how the speaker uses language to communicate their perception of themselves and the world. For example, Fosgerau et al [64] examined the choices of patients with depression in the transitivity system. Furthermore, this system is the most basic SFL grouping used to quantify the experiential meaning expressed in a text message–based interaction systematically. Thus, a combination of the empathic qualities’ identification in a message and its functional grammar analysis may provide a start point for coding asynchronous messages. Results from this approach would subsequently lead to the identification of an appropriate coaching response.

Thereby, in this paper, we seek to explore whether Pounds’ empathy appraisal and SFL approaches have utility in coding asynchronous text messages in a health context. To that end, we conduct a pilot study to analyze a data set of messages posted by users of a telehealth coaching program. We then discuss how the findings may be used to inform optimal coaching responses to those messages.

**Methods**

**Study Design**

We coded a sample of 148 messages sent by 29 women from March 7 to June 21, 2021, on a telehealth coaching platform. The study population was an Irish cluster that belongs to an ongoing randomized trial on a telehealth coaching intervention for the prevention of gestational diabetes mellitus (GDM) and postnatal weight loss in 800 women in Australia, Ireland, the United Kingdom, and Spain (Bump2Baby and Me, protocol...
registration no. ACTRN12620001240932) [65]. The analyzed messages were the first 148 messages sent by the first 29 participants enrolled in the study, who had thus been in the intervention for a period between 0 and 15 weeks. Participants (users) were onboarded after a synchronous initial consultation with their health coach, and then, they received an average of 15 automated messages between enrolment and birth, which included educational material on lifestyle, well-being, and nutrition. Users also received nonautomated messages from their coach, which accounted for an average of 4 weekly, 4 biweekly, and 3 monthly tailored messages before birth. Coach messages included comments on the users’ progress and lifestyle goals, as well as providing educational content and counseling. These communications were based on a predefined structure and a framework grounded on the BCT taxonomy [28] and the motivational interviewing approach [66]. We imported these 148 user-sent messages to NVivo 12 Plus (QSR International), a qualitative analysis software program [67], and then coded them according to the empathy appraisal [53] and SFL [54] categories explained later. Author ERV performed 2 rounds of the coding process for all categories and discussed the issues with a second coder (author HSP).

Ethical Considerations

The Bump2Baby and Me trial, where the authors are authorized researchers, is the source of the data set that was examined. Ethical approval was obtained, and all study participants provided written informed consent for the use of their data for research purposes, provided the findings were presented anonymously. Ethical approval was granted for all study sites (Dublin: National Maternity Hospital Ethics Committee ref EC18.2020; Bristol: Wales Research Ethics Committee ref 21/WA/0022; Granada: CEIM/CEI Provincial de Granada; Melbourne: Monash Health Human Research Ethics Committee ref RES-20-0000-892A). The data used in the study belongs only to the Irish arm of the study (Dublin). More information concerning these ethical considerations can be found in the published study protocol [65].

Empathy Appraisal Categories

We assessed empathy according to the “appraisal” dimensions of empathy in doctor-patient interactions described by Pounds [53], where patients’ expression of feelings and views are categorized as the following EOs:

- Explicit expressions of negative feelings, such as an emotive behavior or a mental state (“I cried when I found out”).
- Implicit expression of negative feelings through reference to a negative experience, such as fear, confusion, anxiety, or sadness (“It’s been 3 days and I haven’t heard back from my GP”).
- Explicit expression of negative judgment (others or self; “She is such an irresponsible person”).
- Implicit expression of negative judgment (others or self; “I could have done better”).
- Explicit or implicit expression of positive self-judgment (“I am eating healthier than ever!”).
- Explicit expression of negative appreciation (things, events, actions; “The dinner was so boring”).
- Implicit expression of negative appreciation (things, events, actions; “I am not sure this is something for me”).

Message Structure

We used a message structure to explore how each message was organized and whether it affected participants’ expressions of empathy. The main categories were opening, content, and closing, according to previous research on written messaging dynamics [68,69] to illustrate the text structure or “reading path” [70,71]. During the analysis, we created 2 more categories; full structure (Textbox 1), for messages using all 3 categories, and single structure (Textbox 2), for messages using only 1 of them.

Textbox 1. Full-structure examples.

**Example 1**

Opening: “Hi (coach name), hope you’re well. Quick question for you.

Content: I weigh myself every Monday morning for the study and I’ve actually lost weight over the last few weeks. Just 0.15kg. Should I be worried as I read from 15 weeks I should be putting on a pound a week!

Closing: Thanks a mill!”

**Example 2**

Opening: “Hi (coach name) hope your week is going well (emoji)

Content: so far mine is. Nausea has eased big time in the past 10 which is great and I’ve been having my evening meal. Still need to work on time out for a book etc (emoji) a work in progress. It would be great if you could send me some stretching to over the next few weeks to try keep the body somewhat limber. Find my hips can be a bit creeky or sore in the morning so maybe something to assist?

Closing: Thank you (participant name)”


**Examples**

- “I think I would like to re configure my goals regarding exercise. If I could measure my steps that would probably be a good start to keep tabs on myself? What do you think?”
- “Thank you very much for all the information (coach name)”
- “Pilates starts this eve with elbowroom (emoji)” (attached image)
Sentence Structure

We based the sentence structure categories on Halliday’s [54] systemic functional grammar according to speech function. In a declarative sentence, the subject comes before the finite (verb). In an interrogative sentence, the finite comes before the subject. Lastly, the subject is implicit in an imperative sentence [54]. Throughout the analysis, we found that some sentences had the speech function of a question realized by a declarative structure. Halliday [54] previously described this phenomenon regarding the relationship between the sentence structure and the 4 speech functions offer, command, statement, and question. As a result, we created a fourth category to account for it (Table 1).

Table 1. Sentence structure categories and examples.

<table>
<thead>
<tr>
<th>Sentence structure category</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declarative</td>
<td>“I signed up for a 4 week yoga class”</td>
</tr>
<tr>
<td>Interrogative</td>
<td>“What do you think?”</td>
</tr>
<tr>
<td>Imperative</td>
<td>“Please send them to me”</td>
</tr>
<tr>
<td>Declarative structure, question function</td>
<td>“I would like to check with you whether you have got any video of pelvic floor exercises”</td>
</tr>
</tbody>
</table>

Processes

We used Halliday’s [54] classification to define the process categories. A process is realized by the verb and contributes to the speaker’s construal of experience. We coded each clause according to the material, mental, relational, behavioral, verbal, and existential process categories (Table 2): Material processes construe the actions of doing and happening. Mental processes account for sensing. Relational processes are used to characterize and identify. Behavioral processes represent outer manifestations of human inner workings, such as consciousness and physiological processes. Verbal processes refer to the language form and use, such as saying and meaning. Lastly, existential processes represent existence or happening [54].

Table 2. Process categories and examples.

<table>
<thead>
<tr>
<th>Process category</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>• “We made a pumpkin cake”</td>
</tr>
<tr>
<td>Mental</td>
<td>• “I have just read your book”</td>
</tr>
<tr>
<td></td>
<td>• “She is considering your offer”</td>
</tr>
<tr>
<td>Relational</td>
<td>• “The weather was very nice”</td>
</tr>
<tr>
<td></td>
<td>• “I have a blue coat”</td>
</tr>
<tr>
<td>Behavioral</td>
<td>• “I will have a look”</td>
</tr>
<tr>
<td>Verbal</td>
<td>• “We talked about the meeting”</td>
</tr>
<tr>
<td>Existential</td>
<td>• “There is a shop around the corner”</td>
</tr>
</tbody>
</table>

Transitivity Analysis

Halliday’s [72] concept of transitivity supplements the differentiation between transitive and nontransitive verbs. This differentiation depends on the presence or absence of an object that completes the process meaning [72]. Through the choices in the transitivity system, the speaker construes their experiences of the external world and the internal world of their consciousness. This system considers the participants involved, as well as the surrounding circumstances [73]. Thereby, transitivity allowed us to explore the construals of experience in the corpus by identifying the processes and participants [74].

Results

Participants’ Demographics and Program Details

Table 3 shows a description of the users’ demographics and program details. The mean age was 37.59 years (SD 3.69), and the BMI was overall normal (mean 25.82, SD 5.68). Regarding the telehealth coaching program details, users had been on the program for a mean of 80.76 days (SD 30.47) and had sent a mean of 2.27 messages (SD 1.19) at the time of our analysis. In contrast, coaches had sent a mean of 7.62 messages (SD 1.82). The most common goals set by the users were related to physical activity (n=27, 93.1%), diet (n=24, 82.8%), and the number of steps (n=21, 72.4%). Because this was a coaching program for pregnant women, weight was not a frequent goal (n=7, 24.1%) and coaches were encouraged not to promote it. Users could manually add any lifestyle-related goal into the life goals category (n=15, 51.7%) on the platform, such as “meditate in the morning,” “go to bed before midnight,” or “read a book for 20mins.”

We present an overview of the coding results in Table 4 as the number of coded references (occurrences), word count, and word count percentages. We identified 164 EOs, accounting for 42.37% (3478/8209) of the corpus. Negative empathic statements were the most present (n=2026, 24.68%), mostly through an implicit approach (n=1442, 17.57%) as an implicit
negative appreciation of things, events, or actions (n=987, 12.02%). This implicit approach rate was similar to that of the explicit or implicit expression of positive self-judgment category (n=1481, 18.04%). We did not identify any explicit expression of negative judgment about others or self.

Content was the predominant structural component (n=7077, 86.21%). Nearly half of the messages (n=4011, 48.86%) included all 3 structural components (opening, content, and closing), while 5.26% (n=432) were identified as a single message, including 1 of the components (opening, content, or closing). In some cases, a user sent more than 1 message at the same time, resulting in the structural components being divided.

We conducted a separate analysis comparing full- and single-structured messages that showed no differences for EOs, sentence structure, and processes.

Sentence structure coding revealed that the preferred sentence structure was declarative in this corpus (n=7084, 86.30%). This indicated that participants used these message exchanges to narrate, describe, or state rather than to request for information, guidance, or support. However, 9.43% (774/8209) of the corpus was not coded, because it did not meet the definition of a clause as previously explained (greetings, thanking, laughter, emojis, links in between independent sentences, vocatives), and was labeled as “other.”

Further, processes accounted for 22.40% (n=1839) of the corpus and were material in almost half of the cases (n=876, 10.67%), followed by relational (n=495, 6.03%). In Table 5, we show the process occurrences in percentages (%) for each process category identified in the EOs expressed. Overall, all the processes were evenly spread in both positive and negative EO categories. Material (n=224, 43.2%) and relational (n=192, 37.0%) processes were the most recurrent for expressing EOs, often combined in the same EO category. Participants used material and relational processes similarly to express an explicit negative EO (n=101, 45.1%, and n=81, 42.2%, respectively), mostly for explicit expression of negative appreciation (eg “I was working [material] in the office last week and my diet was [relational] terrible”; n=69, 30.8%, and n=54, 28.1%, respectively) and explicit or implicit expression of positive self-judgement (eg, “On Friday I did [material] my Pilates classes and it was [relational] great after, as a miracle my back pain disappeared [material’]; n=101, 45.1%, and n=79, 41.2%, respectively). In both cases, participants introduced the situation with the material process and communicated their emotions about it with the relational process. In addition, mental and behavioral processes were used more often for negative (eg, “I forgot [mental] to take my multivitamin for 3 days last week” and “Things aren’t the same since before childbirth sometimes when I sneeze [behavioral]”; n=36, 62%, vs n=22, 28%, and n=16, 64%, vs n=9, 36%, respectively) than for positive EOs (eg, “I feel [mental] my sleep is getting better but I think [mental] that might be due to increasing my walking distance’ and “…also listening [behavioral] to my body when I need rest and a cup of tea”). Existential (eg, “…however there has been [existential] a day or two I didn’t snack and that reflected in my energy levels and mood”) and verbal processes (eg “I have to admit [verbal] that our portion sizes would be much larger than these”) were marginally identified in 6 (1%) and 14 (3%) of all EOs in a similar proportion for negative and positive expressions (n=3, 50%, each and n=7, 50%, each, respectively). However, when the expressions were negative, participants only used these processes for the explicit expression of negative appreciation category.

Table 3. Participants’ demographics and program details.

<table>
<thead>
<tr>
<th>Characteristic/detail</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.59 (3.69)</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>25.82 (5.68)</td>
</tr>
<tr>
<td><strong>Program details, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Days on program</td>
<td>80.76 (30.47)</td>
</tr>
<tr>
<td>Coach sent messages</td>
<td>7.62 (1.82)</td>
</tr>
<tr>
<td>User sent messages</td>
<td>2.27 (1.19)</td>
</tr>
<tr>
<td><strong>Goals of participants, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td>7 (24.1)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>27 (93.1)</td>
</tr>
<tr>
<td>Number of steps</td>
<td>21 (72.4)</td>
</tr>
<tr>
<td>Diet</td>
<td>24 (82.8)</td>
</tr>
<tr>
<td>Life</td>
<td>15 (51.7)</td>
</tr>
</tbody>
</table>
Table 4. Coding results expressed in number of occurrences, word count, and percentage of total word count.

<table>
<thead>
<tr>
<th>Category</th>
<th>Occurrences, n (%)</th>
<th>Word count (N=8209), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EOs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implicit expression of negative feelings</td>
<td>12 (7.32)</td>
<td>351 (4.28)</td>
</tr>
<tr>
<td>Implicit expression of negative appreciation (things, events, actions)</td>
<td>39 (23.78)</td>
<td>987 (12.02)</td>
</tr>
<tr>
<td>Implicit expression of negative judgement (others or self)</td>
<td>4 (2.44)</td>
<td>104 (1.27)</td>
</tr>
<tr>
<td>Pooled implicit negative EOs</td>
<td>55 (33.54)</td>
<td>1442 (17.57)</td>
</tr>
<tr>
<td>Explicit expression of negative feelings</td>
<td>15 (9.15)</td>
<td>267 (3.25)</td>
</tr>
<tr>
<td>Explicit expression of negative appreciation (things, events, actions)</td>
<td>20 (12.20)</td>
<td>317 (3.86)</td>
</tr>
<tr>
<td>Explicit expression of negative judgement (others or self)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pooled explicit negative EOs</td>
<td>35 (21.34)</td>
<td>584 (7.11)</td>
</tr>
<tr>
<td>Pooled negative EOs</td>
<td>90 (54.88)</td>
<td>2026 (24.68)</td>
</tr>
<tr>
<td>Explicit or implicit expression of positive self-judgement</td>
<td>74 (45.12)</td>
<td>1481 (18.04)</td>
</tr>
<tr>
<td><strong>Message structure (n=148 messages)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opening</td>
<td>75 (34.40)</td>
<td>430 (5.24)</td>
</tr>
<tr>
<td>Content</td>
<td>96 (44.04)</td>
<td>7077 (86.21)</td>
</tr>
<tr>
<td>Closing</td>
<td>47 (21.56)</td>
<td>270 (3.29)</td>
</tr>
<tr>
<td>Full structure (pooled opening, content, and closing)</td>
<td>38 (25.68)</td>
<td>4011 (48.86)</td>
</tr>
<tr>
<td>Single (opening, content, or closing)</td>
<td>28 (18.92)</td>
<td>432 (5.26)</td>
</tr>
<tr>
<td><strong>Sentence structure (n=734 sentences)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Declarative</td>
<td>697 (94.96)</td>
<td>7084 (86.30)</td>
</tr>
<tr>
<td>Declarative, question function</td>
<td>4 (0.54)</td>
<td>76 (0.93)</td>
</tr>
<tr>
<td>Imperative</td>
<td>14 (1.91)</td>
<td>88 (1.07)</td>
</tr>
<tr>
<td>Interrogative</td>
<td>19 (2.59)</td>
<td>187 (2.28)</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>774 (9.43)</td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td>1025 (100)</td>
<td>1839 (22.40)</td>
</tr>
<tr>
<td>Behavioral</td>
<td>34 (3.32)</td>
<td>87 (1.06)</td>
</tr>
<tr>
<td>Existential</td>
<td>10 (0.98)</td>
<td>24 (0.29)</td>
</tr>
<tr>
<td>Material</td>
<td>430 (41.95)</td>
<td>876 (10.67)</td>
</tr>
<tr>
<td>Mental</td>
<td>180 (17.56)</td>
<td>287 (3.50)</td>
</tr>
<tr>
<td>Relational</td>
<td>325 (31.71)</td>
<td>495 (6.03)</td>
</tr>
<tr>
<td>Verbal</td>
<td>46 (4.49)</td>
<td>85 (1.04)</td>
</tr>
</tbody>
</table>

*aEO: empathy opportunity.*
Table 5. Percentage (%) of occurrences per process category identified for each EO category.

<table>
<thead>
<tr>
<th>Process (n=519 occurrences, 50.63%) found in the identified EOs (n=164)</th>
<th>Behavioral (n=25, 4.8%), n (%)</th>
<th>Existential (n=6, 1.2%), n (%)</th>
<th>Material (n=224, 43.2%), n (%)</th>
<th>Mental (n=58, 11.2%), n (%)</th>
<th>Relational (n=192, 37.0%), n (%)</th>
<th>Verbal (n=14, 2.7%), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EO: empathy opportunity.</td>
<td>3 (12.0)</td>
<td>3 (50.0)</td>
<td>69 (30.8)</td>
<td>13 (22.4)</td>
<td>54 (28.1)</td>
<td>6 (43.0)</td>
</tr>
<tr>
<td>Explicit expression of negative appreciation (things, events, actions)</td>
<td>2 (8)</td>
<td>0</td>
<td>7 (3.1)</td>
<td>2 (3.4)</td>
<td>8 (4.2)</td>
<td>1 (7.0)</td>
</tr>
<tr>
<td>Explicit expression of negative judgement (others or self)</td>
<td>4 (16.0)</td>
<td>0</td>
<td>25 (11.2)</td>
<td>7 (12.1)</td>
<td>19 (9.9)</td>
<td>0</td>
</tr>
<tr>
<td>Explicit expressions of negative feelings</td>
<td>9 (36.0)</td>
<td>3 (50.0)</td>
<td>101 (45.1)</td>
<td>21 (36.2)</td>
<td>81 (42.2)</td>
<td>7 (50.0)</td>
</tr>
<tr>
<td>pooled explicit negative EOs</td>
<td>5 (20.0)</td>
<td>0</td>
<td>16 (7.1)</td>
<td>3 (5.2)</td>
<td>17 (8.9)</td>
<td>0</td>
</tr>
<tr>
<td>Implicit expression of negative appreciation (things, events, actions)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Implicit expression of negative judgement (others or self)</td>
<td>2 (8.0)</td>
<td>0</td>
<td>7 (3.1)</td>
<td>11 (19.0)</td>
<td>15 (7.8)</td>
<td>0</td>
</tr>
<tr>
<td>Implicit expressions of negative feelings</td>
<td>7 (28.0)</td>
<td>0</td>
<td>22 (9.8)</td>
<td>15 (25.9)</td>
<td>33 (17.2)</td>
<td>0</td>
</tr>
<tr>
<td>pooled implicit negative EOs</td>
<td>16 (64.0)</td>
<td>3 (50.0)</td>
<td>123 (54.9)</td>
<td>36 (62.1)</td>
<td>113 (58.9)</td>
<td>7 (50.0)</td>
</tr>
<tr>
<td>pooled negative EOs</td>
<td>9 (36.0)</td>
<td>3 (50.0)</td>
<td>101 (45.1)</td>
<td>22 (37.9)</td>
<td>79 (41.1)</td>
<td>7 (50.0)</td>
</tr>
<tr>
<td>Explicit or implicit expression of positive self-judgement</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Transitivity Analysis

When we performed a transitivity analysis, the participant roles varied according to the process type. As shown in Table 4, material processes dominated the text corpus (n=876, 10.67%), followed by relational (n=495, 6.03%). Relational processes are used for either characterizing, including a carrier and an attribute as components of the system, or identifying, involving a value and a token. Material processes, on the other hand, include an actor (participant), and some demand a goal, while others do not [54]. In addition to these grammatical roles, we categorized findings from this analysis thematically to supplement the meanings expressed. We present the results from transitivity and thematic analyses in Tables 6-11. Most (n=300, 92.2%) relational processes were attributive (eg, “Your links were very helpful”). The remaining 7.8% (n=25) were identifying (“My starting weight was 51.5kg”). The most frequent themes were food and diet (n=63, 19.3%), well-being (n=60, 18.2%), and physical activity (n=44, 13.5%). Similarly, material processes frequently (n=217, 70.4%) had the user as the actor, and although their goals were widely spread, the most common categories were food and diet (n=196, 54.9%), physical activity (n=96, 26.9%), and goals (n=40, 11.2%). For example, “I open the dates put a bit of peanut butter in them, then put them in the freezer to harden” and “I’ve added a pelvic floor exercise goal.” In contrast, mental processes (n=287, 3.5%) involve a sensor and a phenomenon in the transitivity system. This corpus showed a predominance (n=84, 93.3%) of the user as the sensor and food and diet (n=24, 26.1%), well-being (n=16, 18.9%) and physical activity (n=13, 14.8%) as the phenomenon (eg, “I have included new snacks like olives” and “I decided to have a go with cross trainer”). In verbal clauses, a sayer directs a message to a receiver. In this corpus, despite its low occurrence (n=85, 1.0%), the most frequent sayer was the user (n=19, 55.9%) and the receiver was usually a health care professional (HCP; n=5, 38.5%; eg, “I talked with my GP about the pains”). The most common thematic, as in the other processes, was food and diet (n=9, 20.5%), with an identical occurrence to well-being (n=9, 20.5%).

EO: empathy opportunity.
### Table 6. Transitivity analysis results for material processes.

<table>
<thead>
<tr>
<th>Processes, grammatical roles, and themes</th>
<th>Occurrences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Actor (n=308)</strong></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>217 (70.4)</td>
</tr>
<tr>
<td>Not human</td>
<td>63 (20.7)</td>
</tr>
<tr>
<td>We</td>
<td>11 (3.6)</td>
</tr>
<tr>
<td>Another person</td>
<td>6 (1.8)</td>
</tr>
<tr>
<td>Coach</td>
<td>5 (1.6)</td>
</tr>
<tr>
<td>User’s HCPa</td>
<td>4 (1.3)</td>
</tr>
<tr>
<td>User’s partner</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td><strong>Goal (n=357)</strong></td>
<td></td>
</tr>
<tr>
<td>Food and diet</td>
<td>196 (54.9)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>96 (26.9)</td>
</tr>
<tr>
<td>Goals</td>
<td>40 (11.2)</td>
</tr>
<tr>
<td>Other (something, nothing, anything, things)</td>
<td>17 (4.6)</td>
</tr>
<tr>
<td>Other (place, object, pain, work, mood, medicine, body part)</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>Message (user or coach sent)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Person (user, coach, baby, HCP)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>App</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>

*aHCP: health care professional.*

### Table 7. Transitivity analysis results for relational processes.

<table>
<thead>
<tr>
<th>Processes, grammatical roles, and themes</th>
<th>Occurrences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attributive</strong></td>
<td></td>
</tr>
<tr>
<td>With a carrier</td>
<td>266 (81.7)</td>
</tr>
<tr>
<td>Without a carrier</td>
<td>34 (10.4)</td>
</tr>
<tr>
<td>Identifying</td>
<td>25 (7.8)</td>
</tr>
<tr>
<td><strong>Themes (n=325)</strong></td>
<td></td>
</tr>
<tr>
<td>Food and diet</td>
<td>63 (19.3)</td>
</tr>
<tr>
<td>Well-being</td>
<td>60 (18.2)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>44 (13.5)</td>
</tr>
<tr>
<td>Goals</td>
<td>30 (9.1)</td>
</tr>
<tr>
<td>Pregnancy and baby</td>
<td>27 (8.1)</td>
</tr>
<tr>
<td>Pain</td>
<td>25 (7.8)</td>
</tr>
<tr>
<td>Stress</td>
<td>21 (6.4)</td>
</tr>
<tr>
<td>Work</td>
<td>16 (4.7)</td>
</tr>
<tr>
<td>App</td>
<td>14 (4.4)</td>
</tr>
<tr>
<td>Coach messages</td>
<td>9 (2.7)</td>
</tr>
<tr>
<td>Mood and emotions</td>
<td>8 (2.4)</td>
</tr>
<tr>
<td>User messages</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>Weather</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>App</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>
Table 8. Transitivity analysis results for mental processes.

<table>
<thead>
<tr>
<th>Processes, grammatical roles, and themes</th>
<th>Occurrences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Senser (n=90)</strong></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>84 (93.3)</td>
</tr>
<tr>
<td>Coach</td>
<td>3 (3.2)</td>
</tr>
<tr>
<td>Doctor</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td>User’s partner</td>
<td>1 (1.1)</td>
</tr>
<tr>
<td><strong>Phenomenon (n=90)</strong></td>
<td></td>
</tr>
<tr>
<td>Food and diet</td>
<td>24 (26.1)</td>
</tr>
<tr>
<td>Well-being</td>
<td>16 (18.2)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>13 (14.8)</td>
</tr>
<tr>
<td>Goals</td>
<td>9 (10.2)</td>
</tr>
<tr>
<td>App</td>
<td>9 (10.2)</td>
</tr>
<tr>
<td>Pain</td>
<td>9 (10.2)</td>
</tr>
<tr>
<td>Planning</td>
<td>4 (4.6)</td>
</tr>
<tr>
<td>Baby</td>
<td>3 (3.4)</td>
</tr>
<tr>
<td>Coach messages</td>
<td>2 (2.3)</td>
</tr>
</tbody>
</table>

Table 9. Transitivity analysis results for behavioral processes.

<table>
<thead>
<tr>
<th>Processes, grammatical roles, and themes</th>
<th>Occurrences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behaver (n=15)</strong></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>13 (94.3)</td>
</tr>
<tr>
<td>You</td>
<td>1 (2.9)</td>
</tr>
<tr>
<td>We</td>
<td>1 (2.9)</td>
</tr>
<tr>
<td><strong>Themes (n=35)</strong></td>
<td></td>
</tr>
<tr>
<td>Food and diet</td>
<td>13 (38.2)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>5 (14.7)</td>
</tr>
<tr>
<td>Pain</td>
<td>3 (8.8)</td>
</tr>
<tr>
<td>App</td>
<td>3 (8.8)</td>
</tr>
<tr>
<td>Goals</td>
<td>3 (8.8)</td>
</tr>
<tr>
<td>Pregnancy and baby</td>
<td>3 (8.8)</td>
</tr>
<tr>
<td>Well-being</td>
<td>3 (8.8)</td>
</tr>
<tr>
<td>Coach messages</td>
<td>1 (2.9)</td>
</tr>
</tbody>
</table>
Table 10. Transitivity analysis results for verbal processes.

<table>
<thead>
<tr>
<th>Processes, grammatical roles, and themes</th>
<th>Occurrences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sayer (n=34)</strong></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>19 (55.9)</td>
</tr>
<tr>
<td>Coach</td>
<td>12 (35.3)</td>
</tr>
<tr>
<td>HCP</td>
<td>2 (5.9)</td>
</tr>
<tr>
<td>We</td>
<td>1 (2.9)</td>
</tr>
<tr>
<td><strong>Receiver (n=13)</strong></td>
<td></td>
</tr>
<tr>
<td>HCP</td>
<td>5 (38.5)</td>
</tr>
<tr>
<td>User</td>
<td>4 (30.8)</td>
</tr>
<tr>
<td>Coach</td>
<td>4 (30.8)</td>
</tr>
<tr>
<td><strong>Themes (n=46)</strong></td>
<td></td>
</tr>
<tr>
<td>Food and diet</td>
<td>9 (20.5)</td>
</tr>
<tr>
<td>Well-being</td>
<td>9 (20.5)</td>
</tr>
<tr>
<td>Coach messages</td>
<td>7 (15.4)</td>
</tr>
<tr>
<td>Pain</td>
<td>6 (12.8)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>6 (12.8)</td>
</tr>
<tr>
<td>Goals</td>
<td>4 (7.7)</td>
</tr>
<tr>
<td>User messages</td>
<td>2 (5.1)</td>
</tr>
<tr>
<td>App</td>
<td>1 (2.6)</td>
</tr>
<tr>
<td>Pregnancy and baby</td>
<td>1 (2.6)</td>
</tr>
</tbody>
</table>

aHCP: health care professional.

Table 11. Transitivity analysis results for existential processes.

<table>
<thead>
<tr>
<th>Processes, grammatical roles, and themes</th>
<th>Occurrences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Themes (n=10)</strong></td>
<td></td>
</tr>
<tr>
<td>Physical activity</td>
<td>3 (30.0)</td>
</tr>
<tr>
<td>Food and diet</td>
<td>3 (30.0)</td>
</tr>
<tr>
<td>Stress</td>
<td>2 (20.0)</td>
</tr>
<tr>
<td>App</td>
<td>1 (10.0)</td>
</tr>
<tr>
<td>Pregnancy and baby</td>
<td>1 (10.0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Empathy and SFL approaches, as we hypothesized in the introduction, can be successfully combined. Our findings show that the SFL categories we explored in the transitivity analysis correspond to and supplement Pounds' EOs. Our findings reveal interesting meanings that originate from the user's linguistic choices whenever they express an EO, particularly when these are “hidden” in an implicit form. Since HCPs frequently overlook these in patient-provider communication, identifying and responding to them optimally is critical for successful health interventions. To the best of our knowledge, no other researchers have previously presented this novel perspective.

Overall, our results show that the users expressed negative EOs more often than positive ones (74 vs 90), of which 60% (55 of 90) were expressed implicitly. Given the context of our data set—a coaching program in which pregnant women communicate with a coach who supports them throughout their journey—the existence of negative EOs is not surprising. We frequently use negative statements to draw attention to a problem that we expect the receiver to empathize with or assist us with. Positive EOs, on the other hand, are less common because they do not serve the purpose of seeking support. However, they do provide a chance for the coach to praise the user’s behavior [53]. Moreover, the user’s preference for implicit EOs could be due to a polite relationship with their coaches, which would prevent them from making too negative statements. The absence of explicit expressions of negative judgment about others or self could support this interpretation. Such insights could be useful for coaches to detect empathic expressions and support...
users further. Moreover, our results from the message and sentence structure analyses indicated that most of the wording used was found in the content section of the message with a predominant use of a declarative structure. We explored a relationship between the empathy categories and the message structure, and between the empathy categories and the sentence structure. Such analyses showed no variability in the data across categories; hence, we chose not to include them in this paper. Nevertheless, the predominance of this sentence structure finding is expected, as the use of statements prevails in lengthier and more monological, narrational stretches of communication, which most of these messages were. The scarce presence of interrogative sentences (2.28%) shows that these users were not posing questions and asking for help. Nonetheless, a more qualitative analysis of interrogative occurrences could provide a deeper understanding of these linguistic choices. We added a fourth category during our analysis to account for those sentences where a question (interrogative function) was atypically realized through a statement (declarative structure), representing 0.93% of the sentences in the corpus. A functional interpretation of this phenomenon could be that users were moderating their queries to be less imposing and less direct. The short interaction time (3 months) can also explain this declarative choice, indicating an insufficient time allowed to develop a coach-user relationship. At the start of the program, users met their coach during a synchronous call followed by a small number of purely asynchronous interactions (the mean for coach-sent messages was 7.62 and user-sent messages was 2.27). Participants could be afraid or not feel the confidence to actively ask for information or help due to an insufficient or too polite relationship with their coach. Another reason could be low trust on or missing information about the coach’s ability to support them.

Our transitivity analysis showed that the users were the main participants in the clause (eg, material processes described their lifestyle actions, such as food and diet, physical activity, and goals), such as cooking, eating, or exercising, as this was a lifestyle, goal setting–based coaching program. Additionally, these results were in line with the characteristics of the EOs detected: material processes were predominately used for expressions of positive self-judgment (eg, “I am eating healthy and doing long walks every day”) or implicit expressions of negative appreciation (eg, “I only had one Panadol for pain management, but it does not work that well”); mental processes disclosed negative feelings (eg, “I feel extremely tired and struggling to get 10 thousand step per day”), and negative appreciations were realized through attributive, relational processes (eg, “my snacking has been desperate”). These are highly interesting findings for health behavior change programs that have the potential to contribute to promoting user outcomes [75]. The information shared by the user, being explicit or implicit, helps the coach understand the user’s perspectives and coaching needs. Although explicit expressions are easy to detect, a more efficient detection and understanding of implicit expressions will contribute to better coaching support. Our insights will provide guidance on the most empathic coach responses and serve to determine the optimal text message–based coach responses in telehealth interventions. Because of its relationship to the EO categories, transitivity analysis opens a range of opportunities for improving patient care overall. Our perspectives for these findings include further exploration of the empathy and the linguistic elements (SFL) found in the coaches’ optimal responses and their connection with user outcomes. Moreover, an association with the BCTs used by the coaches in response to these messages could provide additional insights to boost the impact of digital lifestyle text-based interventions.

### Comparison With Prior Work

As we previously described in the Introduction section of this paper, prior work has mainly studied empathy and linguistics in text-based communication separately. Empathy is an important element in the patient-provider relationship that improves patient outcomes [47]. Some authors have measured empathy in a digital setting with surveys [76], with different indexes or scales [77], or as a predefined element in broader coding systems [78]. Other research work has focused on a computational approach to automatize empathy detection (eg, in digital mental health services [79,80]). With regard to linguistics, there has been an increasing interest in digital communication [81], and researchers have applied different linguistic perspectives, such as digital conversation analysis (CA) [82] and SFL. Both CA and SFL perspectives have been applied to digital contexts, such as social media and digital consultations [83]. However, Pounds [53] was the first one to recently define and demonstrate the use of empathy appraisal categories in text-based, patient-provider interactions. The appraisal framework generally studies the meaning negotiation among the speakers, using every utterance to align or misalign with others. In SFL, this framework describes the linguistic resources that the speakers use to construe their social experience and build an intersubjectivity with the recipient, contributing to the interpersonal metafunction [84]. Furthermore, according to Martin and White [85], the appraisal system is organized in 3 domains used to negotiate and modulate emotions, judgements, and valuations: engagement, attitude, and graduation. The attitude is the system of meanings represented by the feelings expressed. Graduation intensifies or diminishes this representation of meanings. Engagement reflects the commitment of the speaker to the appraisal expressed. These appraisal system domains are further explained by Martin [86] as an expansion of the theoretical and descriptive focus of SFL described by Halliday and serve to analyze the speakers’ feelings. Pounds’ empathy appraisal categories are grounded on this research work and were later suggested for their combination with SFL categories by Pounds herself and De-Pablos Ortega [42]. We contacted Pounds and De-Pablos Ortega for research collaboration. However, they confirmed that they had discontinued their work on the topic. Thereby, we are the first to code a text-based health interaction using both an empathy and an SFL approach. This pilot study served to assess whether these 2 methodologies were compatible, with promising results. We will include further features previously used in text-message coding, such as sentiment analysis, in our future research. Some software can perform automatic sentiment analysis (eg, through word rating [87]), while other authors have resorted to more elaborate machine learning and algorithms for more accurate results [88,89]. Furthermore, coding for
additional elements (e.g., emojis or modality) could inform the negotiation of interpersonal roles, such as the user-coach relationship, and be paired with the EO displayed [73].

**Limitations**

Given the small sample size (n=148), our results should be carefully observed. We aimed to test the combination of empathy and linguistic approaches for text messages analysis. Our findings are preliminary and part of a broader project that will continue exploring methodological possibilities in asynchronous communication analysis.

**Conclusion**

Our transitivity analysis supports the combination of an empathy and a linguistic (SFL) approach. The processes and their related elements correlate with the empathy categories identified in the corpus. These are promising results for future coding in asynchronous, online interactions. Our study findings shed light on the empathy and linguistic characteristics present in text message-based coaching. We draw attention to the meanings of patient EOs, such as implicitly seeking help or praise, because research shows that HCPs frequently miss these opportunities. Their identification and management have significant implications for the coach-user relationship and to improve coach training in the future. Our next steps will be to study the coaches’ messages and to explore the coach-user relationship-building process. We will code the coaches’ messages for linguistic choices (SFL) and how they respond to the EOs presented by the users. Additionally, we will link our results with user outcomes in this lifestyle coaching program during pregnancy when at risk of GDM. This future research will allow for the formulation of optimal coach empathic responses.
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Abstract

Background: Digital health promises numerous value-creating outcomes. These include improved health, reduced costs, and the creation of lucrative markets, which, in turn, provide high-quality employment, productivity growth, and a climate that attracts investment. For this value creation and capture, the activities of a diverse set of stakeholders within a digital health ecosystem require coordination. However, the antecedents of the coordination needed for an effective digital health ecosystem are not well understood.

Objective: The purpose of this study was to investigate the systemic conditions of the digital health ecosystem in Alberta, Canada, as critical antecedents to ecosystem coordination from the perspective of the authors as applicants to an innovative digital health funding program embedded within the larger digital health ecosystem of innovators or entrepreneurs, health system leaders, support partners, and funders.

Methods: We employed a qualitative embedded case study of the systemic conditions within the digital health ecosystem in Alberta, Canada (main case) using semistructured interviews with 36 stakeholders representing innovators or entrepreneurs, health system leaders, support partners, and funders (subcases). The interviews were conducted over a 2-month period between May 26 and July 22, 2021. Data were coded for key themes and synthesized around 5 propositions developed from academic publications and policy reports.

Results: The findings indicated varying levels of support for each proposition, with moderate support for accessing real problems, data, training, and space for evaluations. However, the most fundamental gap appears to be in ecosystem navigation, in particular, the absence of intermediaries (eg, individuals, organizations, and technology) to provide guidance on the available support services and dependencies among the various ecosystem actors and programs.

Conclusions: Navigating the systemic conditions of the digital health ecosystem is extremely challenging for entrepreneurs, especially those without prior health care experience, and this remains an issue even for those with such experience. Policy interventions aimed at increasing collaboration among ecosystem support providers, along with tools and incentives to ensure coordination, are essential as the ecosystem and those dependent on it grow.

\textit{(JMIR Form Res 2022;6(12):e36265)} doi:10.2196/36265
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Introduction

Background
Alberta Innovates is Alberta’s largest research and innovation agency. In the fall of 2020, they launched a new initiative called the Health Innovation Platform Partnerships (HIPP). The objective of HIPP was “...to build a health innovation ecosystem that is robust, coordinated, and a competitive advantage for Alberta innovators in the health industry” [1]. Recognizing the need to foster more coordination among ecosystem stakeholders, the approach taken with this initiative was quite different from prior funding programs. In this regard, the grant was structured with incentives for applicants to not only provide value-generating activities to clients but also incentivize coordination with other ecosystem actors. There were 2 stages of funding, with the initial stage being an open call for proof-of-concept proposals. These were narrowed down to 11 applicants, who were then invited to submit a full application 6 months later at stage 2, informed by their stage 1 findings. What follows is a case analysis of the experience of one of the applicants, as they validated key ecosystem assumptions underlying their proposed initiative. Specifically, the authors constituted a team at the University of Calgary that submitted an application for a Digital Health Collaboratorium as part of the Ward of the 21st Century (W21C) Research and Innovation Centre, an established health systems research initiative with an overarching mandate to improve patient safety and quality of care [2].

Entrepreneurial Ecosystems
Entrepreneur ecosystems are defined as “a set of interdependent actors and factors coordinated in such a way that they enable productive entrepreneurship” [3]. The assessment of digital health entrepreneurial ecosystems is based on a reconceptualization of the theoretical model developed by Stam and Spigel [4], as shown in Figure 1. Building on a comprehensive review of existing research, including related concepts such as industrial districts, clusters, and innovation systems, Stam [3] created a theoretical model containing 10 key ecosystem elements. The framework conditions included social (ie, informal and formal institutions) and physical conditions enabling or constraining entrepreneurial activity. Systemic conditions are at the core of the ecosystem, representing networks of entrepreneurs, leadership, finance, talent, knowledge, and support services. The presence of these elements and the interactions between them predominantly determine the success of the ecosystem [3] and thus serve as the focus of this study.

As Stam [3] points out, networks of entrepreneurs facilitate information flow, which, in turn, enables the effective distribution of people and funding. Leadership provides direction and role models for the entrepreneurial ecosystem and is critical for establishing and maintaining ecosystem health. Access to finance is crucial to support the ongoing entrepreneurial activities with their inherent risks and fuel a diverse and skilled group of talented workers. Finally, a supply of support services by a variety of intermediaries can substantially lower the entry barriers for new entrepreneurial projects and facilitate product and service introduction.

Stam and Spigel [4] explained the following:

The new model includes insights from the previous literature (i.e., the aspects that have been deemed important elements of entrepreneurial ecosystems), but most importantly it provides more causal depth...including the upward and downward causation, and intra-layer causal relations. Upward causation reveals how the fundamental causes of new value creation are mediated by intermediate causes, while downward causation shows how outcomes and outputs of the system over time also feed back into the system conditions.

We foreground the systemic conditions as critical antecedents of entrepreneurial activity within the digital health entrepreneurial ecosystem. The purpose of this study was to explore a set of propositions based on the systemic conditions within a digital health ecosystem for key stakeholders, including digital health innovators or entrepreneurs, investors, and health system leaders.

Digital health promises value creation outcomes, including improved health, reduced costs, and the creation of lucrative markets, which, in turn, provide high-quality employment, productivity growth, and attract investment [5]. However, our understanding of how this occurs within entrepreneurial ecosystems generally [3] and within a digital health ecosystem specifically remains limited [6]. The theoretical model (Figure 1) indicates that for value creation and capture, the activities of a diverse set of stakeholders within a digital health ecosystem would need coordination. However, the antecedents of the coordination needed for an effective digital health ecosystem are not well understood [6].
Proposition Development

Overview

This work was conducted through the O’Brien Institute for Public Health’s W21C Research and Innovation Centre at the University of Calgary. W21C serves as a research and beta test site for novel approaches to health care delivery, human factors research, and innovative medical technologies. Experience with health care innovators and entrepreneurs through prior work at W21C provided insight into the struggle of identifying real problems within the health care system. Even if problems are deemed legitimate, there is a further obstacle of prioritizing them against one another. It is very challenging for innovators and entrepreneurs to gain visibility into where problem-solving opportunities exist, and this is exacerbated if the innovator or entrepreneur is from outside the health domain. This issue has been broadly recognized within Alberta; in 2012, the Strategic Clinical Networks (SCNs) were created to bring together a diverse set of stakeholders to both identify and rank problems to facilitate the implementation of solutions [7]. Similar challenges have been identified in other jurisdictions of Canada. In Ontario, the approach of “build it and they will come” used by many innovators and entrepreneurs is not working for any of the ecosystem stakeholders [6]. Ultimately, it leads to solutions for nonproblems or solutions that are not feasible to implement in practice. This is an area where digital health is seen as a facilitator of the coordination needed and where the emergence of digital platforms in health care that effectively mediate 2-sided markets by providing technology that connects those that need a service with those that deliver the service lags behind other industries where these digital platforms are well established [8]. This leads to our first proposition.

Proposition 1: Digital Health Innovators and Entrepreneurs Struggle to Access Real Problems

Digital health innovators and entrepreneurs are often tasked with developing and implementing new digital health interventions to achieve better health outcomes, among other benefits. However, a critical challenge within health care—specifically for digital health technologies—is how to demonstrate better and the implications of these improvements for those who adopt the new technology. Evaluation approaches such as randomized control trials, which are required in other health technology assessments, are often impractical or not applicable to digital health innovations [9]. Although institutions such as the World Health Organization provide useful guidelines for monitoring and evaluating digital health interventions [10], most interventions require access to health care data that the innovator or entrepreneur lacks. This is often exacerbated by disconnects between health information legislation and consumer expectations around privacy and security surrounding the use of their data for digital health interventions, as these are increasingly more likely to be operated by companies such as Apple or Oracle rather than traditional health care providers [11,12]. The data generated using digital health technologies are mediated by a plethora of businesses, such as software or device companies, apps, and cloud hosting services, whose information governance processes are complicated and can further obscure visibility into the data needed to guide innovation [12]. This leads to our second proposition.

Proposition 2: Digital Health Innovators and Entrepreneurs Struggle to Access Relevant Data

As noted earlier, although organizations such as the World Health Organization provide guidance on the evaluation of digital health technologies [10] and various regulatory bodies have streamlined their review of specific digital health technologies (eg, Federal Drug Administration [13] and Health Canada [14]), getting help often remains elusive for many innovators and entrepreneurs. Ironically, the proliferation of Academic Medical Centers (AMCs), incubators, accelerators, and regional economic development initiatives focused on helping innovators and entrepreneurs has led to the unintended consequence of making it more difficult to navigate these increasingly complex and specialized ecosystem offerings [15].
The adoption of digital technologies in health care is additionally slowed by complex bureaucracy, laborious administrative approval processes, excessive risk assessment, understaffed health information technology departments, and a general reluctance to implement new apps in the clinical workflow. This makes the health care ecosystem incredibly complex and difficult to navigate [16]. Furthermore, entrepreneurs and innovators must identify and collaborate with clinical end users at the site (eg, physicians, nurses, etc) while also designing their solutions to concurrently satisfy pain points for a variety of other decision makers (eg, procurement specialists, practice managers, patients, health IT departments, and security or privacy officers) [16]. Thus, innovators and entrepreneurs are often at a loss to understand how to navigate the business side of their enterprise while also facing the dual challenge of navigating the health care system. This leads to our third proposition.

**Proposition 3: Digital Health Innovators and Entrepreneurs Struggle to Understand Where to Start and Where They Need to Go on Their Innovation Journey**

A critical systemic condition of an entrepreneurial ecosystem is the provision of talent, which in the context of digital health necessitates personnel trained in digital health to realize the expected improvement in outcomes [17]. There is a further need to increase interorganizational knowledge sharing to facilitate the creation of digital health learning ecosystems. This highlights that the knowledge and experience surrounding technology adoption and implementation is particularly valuable for members of other organizations contemplating similar digitally enabled transformations [18]. Although digital health learning ecosystems rely on formal mechanisms and processes to provide their foundation, they are most effective when supported by informal networks [18]. This leads to our fourth proposition.

**Proposition 4: The Breadth of Training Provided Does Not Adequately Meet the Needs of Digital Health Innovators and Entrepreneurs**

Emerging digital technologies offer enormous potential to improve quality, reduce costs, and increase patient centeredness in health care. Although AMCs play a key role in advancing medical care through cutting-edge medical research, traditional models for invention, validation, and commercialization have been designed around biomedical initiatives at AMCs. This makes them unsuitable for new digital health technologies [19]. However, AMCs are uniquely positioned. They house informal networks [18]. This leads to our fifth proposition.

**Proposition 5: Digital Health Innovators and Entrepreneurs Lack a “Space” to Evaluate Their Offerings**

In the next section, we have presented an embedded case study to evaluate the set of propositions developed earlier based on the systemic conditions within a digital health ecosystem for key stakeholders, including digital health innovators or entrepreneurs, investors, and health system leaders.

**Methods**

**Recruitment**

To explore these propositions, a qualitative embedded case study of the systemic conditions within the digital health ecosystem in Alberta was conducted using semistructured interviews with 36 stakeholders, representing 31% (11/36) innovators or entrepreneurs, 19% (7/36) health system leaders, 39% (14/36) support partners, and 11% (4/36) funders (Table 1). These roles were selected using a theoretical sampling approach to match the systemic conditions of the entrepreneurial ecosystem framework guiding this study (Figure 1).

Participants were recruited from within the University of Calgary network, partnered organizations, and the community at large, leveraging the diverse connections of the W21C. The participants were selected using theoretical sampling based on their roles, interests, and goals in the development of digital health solutions, as guided by the theoretical framework (Figure 1). To ensure adequate coverage, the participants were also selected to cover a range of organizational sizes, activity scopes, and venture phases of entrepreneurs or support providers (Table 1). Interviews were conducted over a 2-month period between May 26 and July 22, 2021, by trained researchers following a pilot-tested semistructured interview protocol. The interviews were recorded (with consent from the participants) and then transcribed verbatim for data analysis. Thematic analysis methods were used on the interview data to address each proposition, and the resulting themes were synthesized using a Gioia data structure diagram [20].

Throughout the analysis, we were attuned to the presence or absence of particular aspects of the underlying assumptions that the participants raised and the depth of insight that they provided as indicators of whether a particular theme was relevant. Our qualitative approach focused on theoretical generalizability and not statistical generalizability. As such, themes were relevant based on a number of criteria, including their prevalence (ie, counts), the depth of coverage (including the time spent on the topic as a proxy for the importance) that the participants afforded the topic, and our assessment of the theoretical relevance of the topic in providing novel or nuanced understanding of the underlying assumption we were attempting to evaluate.

The findings from this study have been presented from the perspective of the authors as applicants to the innovative digital health funding program (ie, HIPP) embedded within the larger digital health ecosystem of innovators or entrepreneurs, health system leaders, support partners, and funders.
Table 1. Summary of the study participants by ecosystem role.

<table>
<thead>
<tr>
<th>ID</th>
<th>Ecosystem role</th>
<th>Size</th>
<th>Scope</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>P02</td>
<td>Innovator or entrepreneur</td>
<td>Medium</td>
<td>International</td>
<td>Established</td>
</tr>
<tr>
<td>P03</td>
<td>Innovator or entrepreneur</td>
<td>Micro</td>
<td>AB&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Startup</td>
</tr>
<tr>
<td>P04</td>
<td>Innovator or entrepreneur</td>
<td>Micro</td>
<td>AB</td>
<td>Startup</td>
</tr>
<tr>
<td>P08</td>
<td>Innovator or entrepreneur</td>
<td>Small</td>
<td>National</td>
<td>Startup</td>
</tr>
<tr>
<td>P09</td>
<td>Innovator or entrepreneur</td>
<td>Small</td>
<td>National</td>
<td>Established</td>
</tr>
<tr>
<td>P11</td>
<td>Innovator or entrepreneur</td>
<td>Medium</td>
<td>International</td>
<td>Established</td>
</tr>
<tr>
<td>P14</td>
<td>Innovator or entrepreneur</td>
<td>Micro</td>
<td>AB</td>
<td>Startup</td>
</tr>
<tr>
<td>P15</td>
<td>Innovator or entrepreneur</td>
<td>Micro</td>
<td>AB</td>
<td>Startup</td>
</tr>
<tr>
<td>P18</td>
<td>Innovator or entrepreneur</td>
<td>Small</td>
<td>National</td>
<td>Startup</td>
</tr>
<tr>
<td>P21</td>
<td>Innovator or entrepreneur</td>
<td>Small</td>
<td>International</td>
<td>Startup</td>
</tr>
<tr>
<td>P31</td>
<td>Innovator or entrepreneur</td>
<td>Small</td>
<td>International</td>
<td>Startup</td>
</tr>
<tr>
<td>P24</td>
<td>Health system leader</td>
<td>Large</td>
<td>AB</td>
<td>Hospital or community</td>
</tr>
<tr>
<td>P25</td>
<td>Health system leader</td>
<td>Large</td>
<td>AB</td>
<td>Hospital</td>
</tr>
<tr>
<td>P26</td>
<td>Health system leader</td>
<td>Large</td>
<td>AB</td>
<td>Hospital</td>
</tr>
<tr>
<td>P28</td>
<td>Health system leader</td>
<td>Large</td>
<td>NS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Hospital or community</td>
</tr>
<tr>
<td>P33</td>
<td>Health system leader</td>
<td>Large</td>
<td>BC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Hospital or community</td>
</tr>
<tr>
<td>P35</td>
<td>Health system leader</td>
<td>Large</td>
<td>ON&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Hospital or community</td>
</tr>
<tr>
<td>P36</td>
<td>Health system leader</td>
<td>Large</td>
<td>NL&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Hospital or community</td>
</tr>
<tr>
<td>P01</td>
<td>Support partners</td>
<td>Small</td>
<td>National</td>
<td>All</td>
</tr>
<tr>
<td>P05</td>
<td>Support partners</td>
<td>Small</td>
<td>Alberta</td>
<td>All</td>
</tr>
<tr>
<td>P06</td>
<td>Support partners</td>
<td>Large</td>
<td>International</td>
<td>All</td>
</tr>
<tr>
<td>P07</td>
<td>Support partners</td>
<td>Small</td>
<td>International</td>
<td>Startup</td>
</tr>
<tr>
<td>P10</td>
<td>Support partners</td>
<td>Small</td>
<td>AB</td>
<td>Startup</td>
</tr>
<tr>
<td>P12</td>
<td>Support partners</td>
<td>Micro</td>
<td>AB</td>
<td>Startup</td>
</tr>
<tr>
<td>P13</td>
<td>Support partners</td>
<td>Large</td>
<td>AB</td>
<td>Established</td>
</tr>
<tr>
<td>P19</td>
<td>Support partners</td>
<td>Small</td>
<td>AB</td>
<td>Startup or rapid growth</td>
</tr>
<tr>
<td>P22</td>
<td>Support partners</td>
<td>Small</td>
<td>AB</td>
<td>All</td>
</tr>
<tr>
<td>P23</td>
<td>Support partners</td>
<td>Small</td>
<td>AB</td>
<td>All</td>
</tr>
<tr>
<td>P29</td>
<td>Support partners</td>
<td>Small</td>
<td>AB</td>
<td>Startup or rapid growth</td>
</tr>
<tr>
<td>P30</td>
<td>Support partners</td>
<td>Small</td>
<td>AB</td>
<td>Startup or rapid growth</td>
</tr>
<tr>
<td>P32</td>
<td>Support partners</td>
<td>Small</td>
<td>AB</td>
<td>Startup or rapid growth</td>
</tr>
<tr>
<td>P34</td>
<td>Support partners</td>
<td>Small</td>
<td>National</td>
<td>Startup or rapid growth</td>
</tr>
<tr>
<td>P16</td>
<td>Funders</td>
<td>Small</td>
<td>National</td>
<td>Startup or rapid growth</td>
</tr>
<tr>
<td>P17</td>
<td>Funders</td>
<td>Small</td>
<td>AB</td>
<td>Startup or rapid growth</td>
</tr>
<tr>
<td>P20</td>
<td>Funders</td>
<td>Small</td>
<td>AB</td>
<td>Rapid growth</td>
</tr>
<tr>
<td>P27</td>
<td>Funders</td>
<td>Large</td>
<td>National</td>
<td>Startup or rapid growth</td>
</tr>
</tbody>
</table>

<sup>a</sup>AB: Alberta.
<sup>b</sup>NS: Nova Scotia.
<sup>c</sup>BC: British Columbia.
<sup>d</sup>ON: Ontario.
<sup>e</sup>NL: Newfoundland and Labrador.
Ethical Considerations
This study involved interaction with human participants and was approved by the University of Calgary’s Conjoint Faculties Research Ethics Board under the ethics ID REB21-0242. All the extracted data were anonymized before being analyzed. The participants were not compensated, and their participation was entirely voluntary.

Results
Overview
The findings have been organized around 5 propositions developed from the broader literature on the navigation of ecosystems by entrepreneurs, within the context of digital health. These propositions have been presented as aggregate dimensions supported by first-order concepts and second-order themes (Figure 2) and summarized using a Gioia data structure diagram [20].

Table 2 provides a summary of the level of support for the findings described in detail in the subsequent section.
Figure 2. Data structure.

<table>
<thead>
<tr>
<th>First order concepts</th>
<th>Second order themes</th>
<th>Aggregate dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health system is not receptive to innovation</td>
<td>Health care is change adverse</td>
<td>Accessing real problems</td>
</tr>
<tr>
<td>Limited absorptive capacity</td>
<td>Avoiding hidden pitfalls</td>
<td></td>
</tr>
<tr>
<td>Skeptical of new technology</td>
<td>Closing innovator knowledge gaps</td>
<td></td>
</tr>
<tr>
<td>Billing is a hidden problem</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liability of smallness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Create a solution, and they will come</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lacking domain knowledge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use key informants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health system could publish problems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ways in which health systems could identify problems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical data access is closed</td>
<td>Clinical data</td>
<td>Accessing relevant data</td>
</tr>
<tr>
<td>What is in range and out of range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easier to access data in other jurisdictions</td>
<td>Administrative data</td>
<td>Navigating ecosystem support</td>
</tr>
<tr>
<td>No visibility to process or administrative data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure where to start</td>
<td>Uncoordinated and obscured support</td>
<td></td>
</tr>
<tr>
<td>The path to innovation is obscured</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support is uncoordinated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Navigating funding is challenging</td>
<td>Limited funding</td>
<td>Training breadth</td>
</tr>
<tr>
<td>Ecosystem needs more funding at all stages</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outsiders are excluded from the ecosystem</td>
<td>Administrative data</td>
<td></td>
</tr>
<tr>
<td>Easier to navigate ecosystem in other countries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business training for medical trained</td>
<td>Medical insiders</td>
<td></td>
</tr>
<tr>
<td>Privacy and regulatory training for medical trained</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical training for nonmedical trained</td>
<td>Medical outsiders</td>
<td></td>
</tr>
<tr>
<td>Privacy and regulatory training for nonmedical innovators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical live location</td>
<td>Testing facilities</td>
<td>Evaluation space</td>
</tr>
<tr>
<td>Simulated location</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advice regarding validation options</td>
<td>Validation options</td>
<td></td>
</tr>
<tr>
<td>Local validation for local context</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation for scaling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation pathway into the health system</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Proposition 1: Digital Health Innovators and Entrepreneurs Struggle to Access Real Problems

We anticipated that there would be a discrepancy between what digital health innovators or entrepreneurs and health system leaders perceive as problems. This disconnect would, in turn, lead to lost time and wasted resources for health innovators or entrepreneurs as they try to identify problems to solve.

Health System Not Receptive to Innovation

A total of 55% (6/11) of innovators or entrepreneurs expressed the theme that the health system is not receptive to innovation. They cited aspects such as not hearing back from representatives within the health system and trying and failing to work with the health system for years and that it is easier to get products into the private areas of the health care system. Not only is the prevailing sentiment that the health system is not receptive to innovation, but comments also showcased innovators or entrepreneurs avoiding the public health system because of this lack of receptivity. One of the innovators or entrepreneurs noted the following:

...we have by design decided to focus our efforts on the private sector and not the public sector. [P31, innovator or entrepreneur]

Limited Absorptive Capacity

A total of 50% (7/14) support partners echoed innovators or entrepreneurs’ belief that the health system is not receptive to innovation, commenting that it is not designed to understand its own challenges and adopts technology slowly. They noted that the health system’s role is to provide health care services, not to test new technologies, and suggested some explanations for why the health system is resistant to innovation. Examples of barriers to innovation include the protection of patient privacy and the fact that health systems in Canada are generally focused on multinational companies, encouraging the promotion of a procurement model of technology adoption:

...when you’re starting out and looking to see if something can work, you don’t need to apply a procurement model to it. And unfortunately, that’s what we do in Alberta. [P22, support partner]

One of the health system leaders agreed, emphasizing that health systems currently do not have the ability to trial new innovations and do not have the incentives to move away from the current vetted technologies:

We have these products that we feel are our ideal state all the time, and that to detract or maybe push away from innovation or new concepts or new design. Because if we have something that’s vetted and supported then why would we change it even though something might be better? [P24, health system leader]

Skeptical of New Technology

A total of 29% (2/7) of health system leaders raised this theme, saying that health care workers can be skeptical of new innovations. This is broadly because they can end up being responsible for teaching patients how to use the software, leading to the belief that digital health technology will ultimately make their lives more difficult. Therefore, it is paramount to maintain engagement with clinicians throughout the innovation process to gain their support:

I think the problem that every digital program is up against is it has a bad reputation, right? To the medical staff. It’s a no brainer that it’s better for accuracy and decreasing med errors and that kind of thing. But the reputation it has is this is going to make my life harder, basically. It’s going to… I don’t get paid for it. I’m going to spend more hours getting things done. [P33, health system leader]

Billing Is a Hidden Problem

Innovators or entrepreneurs expressed the theme that it is difficult to adopt innovation within the health system because of technological barriers, including the use of outdated technology (ie, older operating systems and internet browsers) and the difficulty in integrating novel products into the billing infrastructure:

How do we get it in the doctor’s hands and how do they get compensated for using that tool as part of it? Because we’re operating outside of the norm. Normally, we schedule an appointment, you go in and see your doctor. She spends 30 minutes with us and then codes it to this bill code. So, if I now text her my longitudinal data and she spends 20 minutes assessing that in an application, can she still bill for that? How does that happen? [P18, innovator or entrepreneur]

Liability of Smallness

In addition, 35% (5/14) of support partners identified the challenges with product integration. These include gaps in knowledge related to the existing solutions between frontline and operations staff in the health system, a lack of bandwidth or capacity to bring innovations into the health system, and the
difficulty in getting innovation into health systems without a strong company or clinical reputation. One of the support partners noted the following:

...if you’re a new software startup in Calgary, as an example, [large healthcare organization] probably isn’t going to give you the time of day until you have some sort of reputation. [P06, support partner]

Health system leaders also explained that modernizing the health system is a top priority and that there is a mismatch between system operations and what is currently unfolding within the research literature. One of the health system leaders expressed the following:

...sounds so trivial when I say it. The problem that we have been solving and are still solving is just becoming part of the 21st century! [P35, health system leader]

Create a Solution and They Will Come

In support of the first proposition, 22% (4/18) of funders and support partners, indicated that innovators or entrepreneurs from outside the health care space can try to solve pain points that do not exist or to develop a solution before the problem is clearly defined. One of the support partners described this in the following manner:

...the tendency is to come up with a mouse trap and then look around to see if anyone wants it. The tendency is solution first. [P19, support partner]

One of the funders shared their perspective on this:

So I would say for, so with a lot of the companies that we see coming to us from the health sector, a lot of them have novel technology, but aren’t necessarily sure how to commercialize or where the best, business opportunity is for them. [P16, funder]

Lacking Domain Knowledge

A total of 10% (2/21) of health system leaders and support partners, commented that innovators or entrepreneurs without a health care background can struggle to navigate the health system, especially with regard to procurement:

If it is a truly legitimate problem within the health system, really understanding it, if you’re not within the health system can be challenging. Navigating the procurement. [P32, support partner]

There’s no point in a small startup working in a lab, and we do see this all the time and I’m sure you’ve experienced it, they’re in their labs with their techie people and then they bring you this thing and you go, “This is a hospital. No, that wouldn’t work here.” They tend to come from...They’re passionate around technology and not from that hospital or healthcare operational understanding. I think if more of those companies had that sort of engagement and advice early on, they’d be creating better products too. [P35, health system leader]

Use Key Informants

However, 45% (5/11) of innovators or entrepreneurs stated that they seek the help of a clinical adviser or have personal access to a clinician to help identify problems or evaluate the usefulness of innovations.

Health System Could Publish Problems

A total of 18% (2/11) of innovators or entrepreneurs and 14% (1/7) of health system leaders suggested that health systems could aid innovation by publishing their needs using a portal or website. One of the innovators or entrepreneurs mentioned that this method had already worked successfully for them in another country:

In a hospital in Berlin, because we did some testing with them, and they effectively published...I don’t know if it’s a hospital, or maybe it’s some medical association, but they published their most critical use cases. Or maybe areas where they need technology to help. I know there is in Berlin. Anybody has access to it, and they get an idea...And they even have a contact, that if you want to understand a little bit more you can talk to somebody. [P02, innovator or entrepreneur]

Ways Health System Could Identify Problems

Moreover, 9% (1/11) of innovators or entrepreneurs and 7% (1/14) of support partners suggested 2 ways in which the health system could better identify problems: surveying clinicians to identify their needs and documenting clinical workflows so that innovators or entrepreneurs can see the current process and imagine an improvement:

If the technical as well as the clinical leaders had a list of things that they’re wasting time on or things that they would love to embrace. If some of that was documented, I feel that would be golden for some of us in the industry in order to really feed off of them. [P11, innovator or entrepreneur]

Proposition 2: Digital Health Innovators and Entrepreneurs Struggle to Access Relevant Data

We anticipated that digital health innovators or entrepreneurs would generally be unaware of where to get access to the data they need to validate and test their innovations and would be uncertain how to access and manage the data when they did locate them.

Clinical Data Access Is Closed

Supporting the second proposition, 45% (5/11) of innovators or entrepreneurs mentioned that they faced challenges accessing the data needed to support their innovation journey. One of the innovators or entrepreneurs stated the following:

In healthcare, you find lots of challenges. The first challenge is you don’t get any access anywhere. No data access, you have nothing. [P03, innovator or entrepreneur]
Support partners and health system leaders echoed the data needs of innovators or entrepreneurs. They commented that, in general, health systems could improve access to their data for innovators or entrepreneurs, as has been done in other regions.

Other jurisdictions have anonymized data in a way that is sufficient enough to provide access to patient data. Why can’t we do it? Why can’t we just follow one of the models that have already been established as successful in other jurisdictions? [P32, support partner]

Most commonly, innovators or entrepreneurs said that they would benefit from more data to assess the market for their products. They mentioned that these data may be used to assess details such as the prevalence of clinic visits and the necessary information that would be valuable to clinicians when making decisions. A total of 11% (4/36) of participants noted that these additional data would allow them to better understand the potential growth of their innovations. One of the innovators or entrepreneurs said the following:

I think having access to administrative hospital data, so you can link your very specific data collection with general hospitalization data, because I think it would speak to the ability to expand. [P15, innovator or entrepreneur]

In addition, innovators or entrepreneurs commented that they would benefit from knowing what metrics the health system requires. For example, an innovator or entrepreneur highlighted the difficulty in knowing what the normal versus critical biometrics are as well as how accurate measurements should be:

...we have to find out to understand if the condition is critical or not? How accurate it should be, specifically during those critical events? [P02, innovator or entrepreneur]

Although innovators or entrepreneurs typically had more access to data than anticipated, they still expressed a need for additional data access to better market and scale their products. Furthermore, the consensus among support partners and health system leaders was that the innovation ecosystem would be enhanced by allowing innovators or entrepreneurs more access to health system data, not simply clinical data but also administrative and process data.

Proposition 3: Digital Health Innovators and Entrepreneurs Struggle to Understand Where to Start and Where They Need to Go on Their Innovation Journey

We anticipated that digital health innovators or entrepreneurs would face challenges in knowing where to start and how to get help with their innovations and that this challenge would be more pronounced for innovators or entrepreneurs without experience in the health system.

Overall, we found strong support for our proposition that innovators or entrepreneurs struggle to navigate the digital health ecosystem. A total of 47% (17/36) of participants (innovators or entrepreneurs, support partners, health system leaders, and funders) referenced the theme that innovators or entrepreneurs require more guidance through the digital health ecosystem. From the innovator or entrepreneur perspective, 55% (6/11) of participants expressed that they were unsure where they could get assistance and that they would have benefited from help earlier on in their innovation journey:

We could have saved ourselves a lot of time, money, and effort if someone had said, ‘Okay, yeah, you guys are here, but maybe you should be doing this,’ And not someone who is advising us for their own gains. [P08, innovator or entrepreneur]

“Outsiders” (Nonhealth) Are Excluded From the Ecosystem

Echoing the comments from innovators or entrepreneurs, 50% (7/14) of support partners presented the idea that the ecosystem is difficult for those starting from outside the health care system to understand, lacks a clear path forward for innovators or entrepreneurs, and has overlaps between support providers that force innovators or entrepreneurs to decide between multiple options:

They receive calls for expressions of interest from 10 different organizations and then kinda go okay well I can’t work with all. I don’t have the capacity cause I’m a start up. This one sounds interesting but I don’t know how it connects to the rest of them and I don’t know that I have an overall navigator saying we should go through this first and this and this. Then they get the result from whatever platform they work with, and they don’t know what the next step might be. [P01, support partner]

The Path to Innovation Is Obscured

These issues are apparent to health system leaders, with 43% (3/7) of them saying that innovators or entrepreneurs need better guidance and that the process of getting innovation into the health system could be more transparent:

I think having a clear process, which we’re trying to move to, and like [my colleague] said, it’s taken us 20 years and it’s not perfect. We’re trying to get there. It helps the innovators too, because I think it should help the innovators and those companies and things because they can see the process. They can also see if a decision maybe hasn’t gone the way that they wanted, who did it? How to appeal or discuss. [P25, health system leader]

Support Is Uncoordinated

In addition to the navigation challenges that innovators or entrepreneurs face, the digital health support ecosystem currently relies on ad hoc interactions between support partners and could be better connected. A total of 44% (11/25) of participants—a mix of funders, health system leaders, and support
partners—indicated that the cooperation between ecosystem support partners was informal. Their comments centered on the perception that the support ecosystem requires more collaboration. This is because of the reliance on unstructured referrals between support partners, who make recommendations based on personal knowledge that can be lost when these individuals leave the support organization:

I hold a lot of relationships already and let alone two years from now. And it's kind of the story of these types of roles is that, those relationships basically have to start again from scratch because someone leaves their role. [P10, support partner]

Although the support partner ecosystem remains disconnected, the ecosystem members are aware of this problem and want to improve collaboration. Overall, 33% (6/18) of participants, including both funders and support partners, made the point that the ecosystem needs more collaboration, with 3 support partners suggesting not only that there needs to be better handoffs between support partners but also that they are, in fact, eager to collaborate more:

I think that my personal view is that we have major holes in this game here. I think that we have many, many different organizations that need to work a lot better together and have you know better handoffs and better synergy between the service offerings. [P01, support partner]

Navigating Funding Is Challenging

One of the funders pointed out that it is not clear which organization provides funding at which stage. Another funder said that venture capitalists do not have the technical ability to evaluate start-ups that are subject to regulations. However, investors are attracted to the shorter timelines required to commercialize digital health products. One of the support partners noted that innovators need to be aware of the due diligence requirements that funders will require and that innovators are often unaware of these and do not adequately think about them in advance.

Ecosystem Needs More Funding at All Stages

A total of 27% (3/11) of innovators or entrepreneurs, 14% (2/14) of support partners, and 25% (1/4) of funders raised the theme that early-stage funding is lacking in the digital health ecosystem. Innovators or entrepreneurs mentioned that additional early-stage funding could be used to help them develop business plans and improve growth. Support partners mentioned that early-stage funding is lacking overall and that innovators or entrepreneurs are often unsure of what the exact requirements are for funding during the early stages. One of the funders emphasized the notable gap that Alberta does not have any incubators or accelerators with attached funding, which is typical in Ontario, Quebec and British Columbia. [P20, funder]

Moreover, 8% (2/25) of innovators or entrepreneurs and support partners described the theme that the ecosystem is lacking funding at all stages. From the innovators or entrepreneurs’ perspective, raising funds is difficult, often requiring help from friends or family, and there need to be better connections with angel investors or venture capital firms. This support partner mentioned that the most common request they receive is to assist in finding funders or grants:

...raising money is very, very difficult. You have to have an investor community that’s willing to take a chance. And for us, it was friends, families, some local angels. [P21, innovator or entrepreneur]

Easier to Navigate Ecosystem in Other Countries

In addition, 50% (2/4) of support partners and 9% (1/11) of innovators or entrepreneurs expressed that it is difficult to get products sold in Canada, relative to other countries, owing to regulations and a lack of capital:

...it’s like a cultural risk aversion for companies to try out new solutions or solutions from younger, smaller companies. So they tend to get their first customers outside of Alberta and outside of Canada. [P19, support partner]

Overall, navigating the digital health ecosystem in Alberta is challenging for innovators or entrepreneurs. However, this need is recognized by ecosystem players who have the desire for better collaboration between support partners, including more transparency around the available funding.

Proposition 4: The Breadth of Training Provided Does Not Adequately Meet the Needs of Digital Health Innovators and Entrepreneurs

We anticipated that digital health innovators or entrepreneurs would need a variety of training specifically tailored to the unique needs of the digital health industry.

Business Training

A total of 53% (19/36) of participants referenced areas where innovators or entrepreneurs could use additional training in the digital health ecosystem. The most prevalent area of need was business training, with 10 references from innovators or entrepreneurs, support partners, and funders to areas of need such as general business training, marketing, and pitching ideas to investors. Business training was also an area of need for clinical innovators or entrepreneurs, with 36% (4/11) of participants referencing their need for training to better understand app development or get their product to market:

We both come from the researcher side, so we have that squared away, but just trying to integrate that, and our research ideas into the actual business and money side of it, getting the product out there into the market. [P15, innovator or entrepreneur]

The other piece that we don’t have much training in and bluntly, it is something that I don’t really blame the clinical group for not knowing, but they don’t understand what the operation side is. For all they have to submit, paperwork or somebody signs off on their budget, they don’t really understand the black box know of the inner workings. And as somebody who’s been learning that on the go over the past little
while, it is not complicated, but if you’ve never had it opened up, you don’t understand the rules and things that supply chain management works under.  
[P25, health system leader]

**Privacy Training**

Although business training was a prominent focus of innovator or entrepreneur recommendations, regulatory or privacy training was identified as a need by 14% (2/14) of support partners and 25% (1/4) of funders, and training in health economics was identified as a need by 14% (1/7) of health system leaders and 7% (1/14) of support partners. Innovators or entrepreneurs’ training needs are ubiquitous and diverse, highlighting the need for a customized referral process and improved collaboration between the existing training providers. A total of 29% (2/7) of health system leaders and 14% (2/14) of support partners mentioned that privacy regulations are a barrier to innovation because they restrict access to data and that privacy regulations can be surprising to innovators or entrepreneurs who are unfamiliar with the requirements:

*I think that people are becoming more savvy to the issue of privacy and healthcare information sensitivity. But that is still something that surprises some people in terms of what kinds of safeguards they need to have in place, and why they can’t just be the direct link between a doctor’s office, who may have results, and the individual.* [P06, support partner]

**Regulatory Training**

However, 29% (2/7) of health system leaders mentioned that while privacy regulations are a challenge to innovation, the public wants more access to their data and is less concerned about privacy. Innovation could be improved by allowing more access to patient data, which is something that the general public is becoming more comfortable with:

*Every time we do these surveys across Canada, the public expects their data is going to be available across their healthcare providers and within their circle of care, yet we haven’t facilitated that in any way. We’ve actually made it almost impossible. I think we need more opportunities for interoperability data exchange, whether it’s through data sharing agreements or some reworking of health information custodians.* [P35, health system leader]

**Proposition 5: Digital Health Innovators and Entrepreneurs Lack a “Space” to Evaluate Their Offerings**

We hypothesized that digital health innovators or entrepreneurs lacked locations to evaluate and validate their digital health products. A total of 82% (9/11) of innovators or entrepreneurs and 14% (2/14) of support partners, identified themes related to the validation needs of innovators or entrepreneurs.

**Physical Living Laboratory Location**

Overall, 36% (4/11) of innovators or entrepreneurs mentioned the need for a designated place to validate that a product works and is safe to use. This validation involves testing the accuracy, reliability, and safety of a device:

*You need that place where you take something, you build a functional unit, but then you need to really vet it. Does it really work? Does it really do what you intend it to do? And did you understand the requirements correctly.* [P15, innovator or entrepreneur]

**Simulated Location**

A distinction was also made between a physical space where innovations and products could be evaluated in a real-world “living laboratory” setting and a simulated environment. Several support partners noted the following:

*I know with [large health organization], they’re also working on this big synthetic data initiative. I don’t know if you’ve heard of that, but that’s certainly an opportunity. It’s a new thing, but it seems quite promising and it seems like it actually generates the kind of data that a machine learning algorithm would actually be able to be trained on. That being said, if your machine learning algorithm requires actual images, diagnostic images, it’s a little bit different than just lab results. But nevertheless, it’s hard to create synthetic data around those kinds of complicated bits of data. But certainly you can start somewhere, get the ball rolling, and then as people become more comfortable with it, start prying open those doors.* [P32, support partner]

*I think simulations have a big role to play here and is something that you could easily build in a very confidential manner of, here’s a simulated, it’s not a real. And whether you do that through low tech or high tech, you could do it with actors in a room. ‘This is how I would talk to a patient. This is why I couldn’t ask them. This is that.’ But you could also do it as virtual simulations, where you’re basically recreating a simulated environment. ‘This is what it’s like at the average maternity ward in Alberta.’ Or maternity ward’s over 20 beds say. ‘When we talk about this being a problem, here’s a picture of the thing that is a problem.’ And you can immediately say why.* [P34, support partner]

**Advice Regarding Options**

A total of 27% (3/11) of innovators or entrepreneurs and 7% (1/14) of support partners identified the need for advice regarding validation possibilities and potential next steps. This need involves identifying the type of validation an innovator or entrepreneur might need. For example, the level of rigor of a clinical trial is compared with that of the validation of a minimum viable product or initial prototype used to economically validate key business and clinical assumptions:

*Knowing the different options, because obviously a more rigorous clinical trial would be more expensive. Sometimes mobile-held applicants don’t require that compared to a medical device. So being able to know what the minimum threshold might be, would be useful*
in terms of being efficient with funding. [P14, innovator or entrepreneur]

**Local Validation for Local Context**

In addition, 27% (3/11) of innovators or entrepreneurs and 7% (1/14) of support partners discussed the theme of needing testing, either in general or locally, representing innovators or entrepreneurs’ need for better access to local validation to help them demonstrate value of their interventions to the health system:

International validation isn’t enough for them, right? They want to be able to see local proof of concept. They want to be able to see people who they know, who are familiar to them put a seal of faith on these technologies. [P31, innovator or entrepreneur]

**Validation for Scaling**

A total of 36% (4/11) of innovators or entrepreneurs expressed the need for more validation with clinicians or in clinics. Innovators or entrepreneurs spoke about the benefits of observing clinical workflows, validating the use case with clinicians, and having access to clinicians who can give advice to improve the product:

Definitely, can we call them subject matter experts? So, it’s people who really understand field. Because you can read a lot of papers, but if you still don’t know what it all means, and it’s hard to learn everything, you will still end up building a product that doesn’t have good applicability. [P02, innovator or entrepreneur]

Furthermore, 18% (2/11) of innovators or entrepreneurs communicated the need to validate their product with the end users to verify usability or adherence. Innovators or entrepreneurs need to ensure that their products are something that a clinician or a member of the general public would feel comfortable using:

...the challenge I’m going to have on the consumer side is consumer perception about what we’re doing. Are they going to use the product? [P18, innovator or entrepreneur]

**Validation Pathway Into the Health System**

Overall, 14% (2/14) of support partners mentioned that it is difficult for innovators or entrepreneurs to validate their products within the health system because of its size and the lack of a formalized mechanism to do so:

...a more formalized mechanism to participate in those validation opportunities with healthcare providers and healthcare organizations is needed. [P05, support partner]

**Discussion**

**Principal Findings**

Our exploration of the systemic conditions within a digital health ecosystem for key stakeholders, including digital health innovators or entrepreneurs, investors, and health system leaders, illustrates the role of these conditions in predominantly determining the success of the ecosystem. Significant gaps were identified in each component of the systemic conditions within the digital health ecosystem of Alberta. However, the most foundational gap appears to be in the context of navigating the ecosystem in the absence of intermediaries tasked with providing guidance to digital health entrepreneurs around the available support services and dependencies among the various ecosystem actors and programs offered. These findings provide support for the underlying premise of the HIPP program, which motivated this study, to incentivize greater coordination among ecosystem support providers.

**Comparison With Prior Work**

Our findings add to the emerging literature on ecosystems [3], specifically within a digital health context [6]. The set of propositions guiding this study was developed from the literature; however, our findings provide additional, often nuanced, insights into each of these themes. For accessing real problems, we support a prior work that identifies this issue, specifically within the Alberta context [7]. The Alberta SCNs created in 2012 have a mandate for consolidating the real problems they are facing and ranking them for use by the ecosystem. However, as the findings from this study show, a decade into that mandate, there remain concerns over the transparency of those problems, as they do not appear to be well known or understood within the digital health entrepreneurial community. The SCNs are by their very nature not consumer focused, even if they continue to deliver on increasing the accessibility and transparency of the real problems they face, leaving a significant gap on the consumer and prevention side of the identification of real problems. In many respects, our findings parallel, at least at the leadership and operational levels, the challenges identified in Ontario [6].

Within the context of information, we provide further evidence of the challenges in accessing clinical and administrative data [12]. In Alberta, great strides have been made with respect to administrative data access, and initiatives at both regional and provincial levels have streamlined this access. However, transparency of these processes remains a challenge for many innovators or entrepreneurs. From the perception of our participants, it is often more dependent on the informal process of finding a contact that takes an interest in your project to help you navigate the administrative burdens of discovering what data are available and how to request access to them.

This notion of challenges around navigation was a recurring theme across every proposition. This issue was particularly acute for funding opportunities within the digital health ecosystem of Alberta. An issue that was highlighted in this study is the unique challenges that innovators or entrepreneurs from outside health care face when transitioning into the health care industry. This is particularly disconcerting in Alberta, where health care is presented as a destination industry for individuals in sectors that are in decline to repurpose their talents and experience. This connects to the broader discussion of certain groups being excluded from a digital health ecosystem because of a lack of necessary infrastructure, social disadvantage,

https://formative.jmir.org/2022/12/e36265

JMIR Form Res 2022 | vol. 6 | iss. 12 | e36265 | p.286

(page number not for citation purposes)
economic factors, health status, lack of skills or interest, or inadequate recognition of their needs [11].

Although policy makers have recognized the lack of coordination within ecosystems and have attempted to provide concierge services, one-stop points of contact, and centralized triage for innovators or entrepreneurs, these have not generally been successful. However, the findings from this study and our experience with the HIPP program provide additional insights into the design criteria for such navigation services in the future. Specifically, it is nearly impossible to centralize such services because no organization or government holds a sufficient mandate or resources to do so. For example, a program spearheaded at the federal level could easily be undermined by a lack of provincial or municipal referrals. The HIPP approach provided a key insight in that the incentives were structured such that the participants were rewarded for not only delivering the services they promised but also contributing to benefits that accrued to the ecosystem overall. Thus, balancing group and individual incentives is essential for successful coordination, as the group or ecosystem-level incentives are generally lacking. These incentives need to be flexible to allow for the broad inclusion of stakeholders, and they also need to incentivize a reduction in duplication. Currently, all incentives are for support providers to deliver as many services as possible without regard for how well they can deliver those services, whether those services integrate with the services of other providers, or whether such services are already better deployed by other ecosystem stakeholders. For organic ecosystem coordination to flourish, there needs to be equal incentives to give up or better integrate services as there is to create new services. Finally, a common approach to ecosystem orchestration is the use of web-based platforms that attempt to document all the services offered by the ecosystem combined with navigation tools to help innovators or entrepreneurs self-service at least a portion of their search and selection processes. There are prominent examples of these at the provincial (eg, Alberta Innovates’ Support Finder) and federal (eg, Government of Canada’s Business Benefits Finder) levels, where such data aggregation is attempted, but they usually suffer the same fate after the initial funding runs out—the data quickly become stale, and the usefulness rapidly declines, or they only cover parts of the ecosystem that are relevant to the sponsor’s mandate. A successful approach would require a governance structure in which such platforms are not owned by a specific ecosystem stakeholder; instead, the platform should be owned by a consortium of ecosystem players. This greatly aligns the incentives and ability to coordinate activities in a structured manner and keep data current. Such 2-sided markets are still challenging to maintain, but incentivizing the supply side (ie, support providers) to cooperate quickly leads to reasons for the demand side (ie, innovators or entrepreneurs) to show up, which, in turn, reinforces the supply side.

On the training side, one approach to address this gap is to provide differentiated training options for medical insiders versus outsiders. Medical insiders generally needed business and privacy or regulatory training, while medical outsiders needed additional training on the medical system, billing, and procurement. Interestingly, being an insider did not always accompany an understanding of some of these topics, so some level of baselining is needed to assess digital health innovators or entrepreneurs’ readiness.

Finally, there is a need for evidence supporting the claims that digital health offerings provide real improvements over the status quo [16]. Of particular interest to W21C, as a support provider located within an AMC, are the future roles of AMCs in supporting digital health ecosystems. AMCs provide cross-disciplinary expertise in health and technology and train the next generation of health professionals, thus providing the opportunity to connect academics and clinicians across a variety of disciplines with innovators and entrepreneurs [15]. Demand for both living laboratories and simulated environments is strong among digital health innovators or entrepreneurs. The ability to evaluate their processes, algorithms, devices, and software in an environment that provides systematic feedback is essential [14]. This issue was particularly acute for digital health innovators or entrepreneurs, as one of the advantages of digital health innovations is the rapid rate at which they can be scaled. This is in sharp contrast to many health care innovations such as drugs, biomedical interventions, and medical devices, which are subject to substantially more regulatory requirements [12].

Limitations
The findings of this study are based on the experience of the digital health ecosystem in Alberta, Canada, which may not be generalizable to other contexts. However, as discussed in the comparison with prior work, there are common themes that appear to transcend jurisdictions. Although the research team selected ecosystem actors who broadly represent several factors of theoretical importance, there is a possibility that key stakeholder perspectives were omitted.

Conclusions
Navigating the systemic conditions of the digital health ecosystem is extremely challenging for innovators or entrepreneurs without prior health care experience, and this remains an issue even for those with such experience. Policy interventions aimed at increasing collaboration among ecosystem support providers, along with tools and incentives to ensure coordination, are essential as ecosystems grow. By improving the systemic conditions highlighted in this study, the Alberta digital health ecosystem can increase its competitiveness and foster greater innovation, talent, opportunities, choices, and access to digital health care across the country [21].
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Abstract

Background: Wearable devices collect physiological and behavioral data that have the potential to identify individuals at risk of declining mental health and well-being. Past research has mainly focused on assessing the accuracy and the agreement of heart rate (HR) measurement of wearables under different physical exercise conditions. However, the capacity of wearables to sense physiological changes, assessed by increasing HR, caused by a stressful event has not been thoroughly studied.

Objective: This study followed 3 objectives: (1) to test the ability of a wearable device (Fitbit Versa 2) to sense an increase in HR upon induction of psychological stress in the laboratory; (2) to assess the accuracy of the wearable device to capture short-term HR variations caused by psychological stress compared to a gold-standard electrocardiogram (ECG) measure (Biopac); and (3) to quantify the degree of agreement between the wearable device and the gold-standard ECG measure across different experimental conditions.

Methods: Participants underwent the Trier Social Stress Test protocol, which consists of an oral phase, an arithmetic stress phase, an anticipation phase, and 2 relaxation phases (at the beginning and the end). During the stress protocol, the participants wore a Fitbit Versa 2 and were also connected to a Biopac. A mixed-effect modeling approach was used (1) to assess the effect of experimental conditions on HR, (2) to estimate several metrics of accuracy, and (3) to assess the agreement: the Bland-Altman limits of agreement (LoA), the concordance correlation coefficient, the coverage probability, the total deviation index, and the coefficient of an individual agreement. Mean absolute error and mean absolute percent error were calculated as accuracy indices.

Results: A total of 34 university students were recruited for this study (64% of participants were female with a mean age of 26.8 years, SD 8.3). Overall, the results showed significant HR variations across experimental phases. Post hoc tests revealed significant pairwise differences for all phases. Accuracy analyses revealed acceptable accuracy according to the analyzed metrics of accuracy for the Fitbit Versa 2 to capture the short-term variations in psychological stress levels. However, poor indices of agreement between the Fitbit Versa 2 and the Biopac were found.

Conclusions: Overall, the results support the use of the Fitbit Versa 2 to capture short-term stress variations. The Fitbit device showed acceptable levels of accuracy but poor agreement with an ECG gold standard. Greater inaccuracy and smaller agreement were found for stressful experimental conditions that induced a higher HR. Fitbit devices can be used in research to measure HR variations caused by stress, although they cannot replace an ECG instrument when precision is of utmost importance.

(JMIR Form Res 2022;6(12):e37885) doi:10.2196/37885
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Introduction
The health and well-being of the population are a growing concern for clinicians and researchers. The World Health Organization (WHO) reported that noncommunicable diseases (eg, heart disease, stroke, cancer, diabetes, and chronic lung disease) were the cause of 71% of deaths worldwide in 2017 [1]. In addition, the exceptional regulatory measures taken to fight the COVID-19 pandemic have had a negative impact on the psychological health of citizens as made evident by a surge in incidences of psychological crises [2]. The extraordinary context generated by the COVID-19 pandemic has posed unprecedented challenges for governments [3,4] and has led to a redefinition of human activities within our societies, namely an acceleration in the digital transformation of health care [5]. The limitations of the current human health management model, which operates primarily downstream (ie, once problems emerge), are increasingly apparent. Moreover, the prevalence of health problems in the world far exceeds the current capacity of professionals and health services [6]. With the ever-increasing presence of technology in human life, researchers have taken an interest in the use of consumer wearable devices, such as smartwatches, armbands, rings, and other accessories, designed to be worn all day, to collect real-time physiological (eg, cardiac activity, skin temperature) and behavioral measures (eg, frequency of physical activity, step count, and sleep patterns). Moreover, these measures can be used to identify individuals at risk of declining mental health and well-being. Importantly, this information may provide relevant insight into the early detection and prevention of disease and well-being deterioration [7,8].

Regarding the validity and reliability of wearable activity monitors, systematic reviews have shown that these devices are somewhat accurate and stable to estimate heart rate (HR) and step count in adults. However, they provide an unreliable estimate for energy expenditure under different activities [9-12]. First, as several studies have pointed out, the sensors used to detect HR in most wearables (including Fitbit) are more sensitive to motion-induced artifacts (signal interference) than electrocardiogram (ECG) technology [13-15]. Accordingly, insufficient pressure and sensor-skin contact, as well as too much pressure such that blood flow was constricted, can affect HR measures. Despite these shortcomings, wearable activity monitors can provide important insight into physiological patterns. Importantly, small longitudinal studies have found support for the use of wearables to measure stress levels among adults [16,17]. Sano et al [18] conducted a monthlong longitudinal study of 201 university students to evaluate the possibility to predict mental health and stress using data collected with Q-sensor and Motion Logger wearable devices. The results revealed electrodermal activity (ie, skin conductance and temperature) as a predictor of mental health and stress. Additionally, several studies have revealed the variability in HR to be a valid indicator of stress and have applied this measure in the study of major depressive disorder, stress resilience, stress regulation, and recovery from mental and physical stress [19-22], although to our knowledge, only one study has examined the feasibility of using wearable activity monitors to measure HR as a direct indicator of stress [23]. However, a limitation of this study was the lack of comparison measures. As such, the validity of the relationship between wearable activity monitors measured HR and stress, as well as the potential applications, remain unclear. Moreover, to our knowledge, no laboratory study has assessed the relationship between HR and psychological stress using a wearable activity monitor. Thus, the aim of this study was threefold: (1) to test the ability of a wearable activity monitor, specifically a Fitbit device, to sense an increase in HR upon induction of psychological stress; (2) to assess the accuracy (ie, the closeness of the agreement between the result of a measurement and a true value of the thing being measured [24]) of a Fitbit device to capture a physiological change (increased HR) caused by psychological stress compared to a gold-standard ECG measure; and (3) to quantify the degree of agreement (ie, the degree of concordance or extent to which one measure can replace another) between the Fitbit device and a gold-standard ECG measure across different experimental conditions.

Methods
Recruitment
Participants were recruited through the mailing list from the authors’ university. Eligibility criteria were being between 18 and 65 years of age; being registered as a full-time student; having access to a smartphone; absence of current or past, non-BMI-related, pathology (somatic, psychiatric, or both); not taking painkillers, medications that affect the heart rhythm, or medication for major depression or other mood disorders; not being pregnant or breastfeeding; and understanding French (spoken and written).

Ethical Considerations
This study was approved by the Human Research Ethics Committee of Université Laval (2020-053/10-11-2020). French-speaking participants provided written informed consent in French prior to participation in the study. All study data were deidentified to protect the privacy and confidentiality of participants. Upon completion of the study, the participants received a CAD $40 (US $29.31) monetary compensation.

Participants
A total of 34 healthy university students were recruited for this study. Participant demographic data are presented in Table 1. The study occurred during the winter 2021 and summer 2021 semesters.
Table 1. Participant demographic data (N=34).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Study sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>26.8 (8.5)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (35)</td>
</tr>
<tr>
<td>Female</td>
<td>21 (58)</td>
</tr>
<tr>
<td>N/A*</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>23 (67)</td>
</tr>
<tr>
<td>African</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (8)</td>
</tr>
<tr>
<td>N/A</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Bachelor</td>
<td>14 (41)</td>
</tr>
<tr>
<td>Master</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Doctoral</td>
<td>8 (23)</td>
</tr>
<tr>
<td>N/A</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Program of study, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Health Science</td>
<td>8 (23)</td>
</tr>
<tr>
<td>Science and Engineering</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Languages</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Arts and Humanities</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Psychology</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Social Science</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Administration</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Education</td>
<td>1 (2)</td>
</tr>
<tr>
<td>N/A</td>
<td>7 (20)</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.

**Fitbit Device as an HR Monitor**

Fitbit (Fitbit Inc) is one of the most popular wearable activity monitors and the most frequently studied [9]. While Fitbit’s market shares have diminished from its peak in 2018, as of 2019, the company remains in the top 5 wearable companies by shipment volume and market share [25]. Recent studies have investigated the capacity of Fitbit devices to measure HR under different exercise conditions. Benedetto et al [26] in their controlled assessment of the Fitbit Charge 2 accuracy in measuring HR found wide variability in precision during different intensities on a stationary bike. In another study, Thomson et al [27] compared the HR measurement of the Apple Watch and the Fitbit Charge HR 2 with an electrocardiogram (ECG) among healthy young adults across different treadmill exercise intensities. The results showed diminished accuracy with increased exercise intensities for all devices, while the Fitbit had comparably greater relative error rates (ranging from 4.91% for very light exercise to 13.04% for very vigorous exercise) compared to the Apple Watch. Indeed, a general lack of accuracy at higher exercise intensities has been repeatedly reported in the literature for Fitbit devices [28-30]. Nevertheless, Fitbit data may still be useful for other purposes, such as providing a proxy measure of psychological stress, as investigated within the context of the present study.

**Experimental Procedure**

Students interested in the study were invited to the laboratory. Upon arrival, participants were asked to read and sign an informed consent document. Participants who consented to the study were then asked to complete a web-based self-reported questionnaire to gather sociodemographic information. Next, they were asked to install the wearable activity monitor’s (Fitbit) mobile app on their cell phone. In order to assess Fitbit detection of stress-induced change in HR, the participants were then given a Fitbit Versa 2 to wear on their nondominant hand during the experiment. Participants were asked to sit in front of 3 cameras. Once seated, the research assistant installed 3 electrodes, located...
on the left and right of the chest, as well as below the ribs on the left of the abdomen of the participant. Once the electrodes were placed, the research assistant started the physiological recordings and made a visual inspection of the signal to ensure that the electrodes made good contact with the skin. Afterward, the research assistant started the stress protocol (described below). At the end of the stress protocol, the research assistant debriefed the participant and explained the purpose of the protocol. This step was important to ensure that the participant would not experience anger toward the research assistant when leaving. The experimental procedure took on average 1 hour and 30 minutes to complete.

**Stress Protocol**

The Trier Social Stress Test (TSST) was used to induce psychological stress. The TSST is a standardized psychosocial stress test that has been extensively used by researchers worldwide [31]. The TSST has been recognized to be an especially successful way of triggering stress [32]. The TSST consists of a waiting period, stress period, and rest period which can be divided into 5 experimental phases: relaxation, anticipation, oral, arithmetic, and relaxation. During the waiting period (the relaxation phase), the participant was left alone in the room and was told to relax for 5 minutes. The stress period was divided into 3 parts. First, a 3-minute anticipatory stress period (anticipation phase) during which the participant was asked to prepare a speech about why they would be a good candidate for their dream job. Second, a 5-minute speech task (oral phase) during which they delivered their speech in front of the research assistant. The research assistant was instructed to prompt the participant to continuously talk for the entire 5 minutes. If the participant were to stop talking before the end of the condition, the research assistant would use verbal prompts to pressure the participant to continue talking. Third, immediately after the speech task, the participant was asked to verbally perform a 5-minute mental arithmetic task (arithmetic phase). For this task, the participant was required to continuously subtract 13 from the number 1687. If the participant made a mistake or hesitated for more than 3 seconds, the research assistant triggered a loud buzzer and instructed the participant to start again from the initial number. Following the arithmetic task, the participant was asked to relax for 5 minutes (the relaxation phase). During the TSST, the participant was filmed from 3 angles (front, 45° left, and 45° right) and was informed that these recordings would be analyzed by 2 language analysis experts.

**Material and Measures**

**Fitbit Versa 2**

The experimental device was the wrist-worn Fitbit Versa 2, Version 35.72.1.9 (Fitbit Inc). Fitbit HR data were retrieved from the Fitabase platform (Small Steps Labs) and then stored in a secure S3 bucket maintained by the authors’ university for analysis.

**Electrocardiography**

Surface electrodes were used for ECG recordings using a Biopac MP150 acquisition system for physiological data acquisition. The electrodes recorded electrical impulses from the heart. Data were sampled at 1000 Hz. The recording was performed by a NeuroScan system (NeuroScan Inc, SynAmps). Heartbeats per minute (bpm) were calculated as an indicator of physiological stress arousal.

**Statistical Analysis**

Descriptive statistics for HR measurements (mean and standard deviation) were calculated for the Fitbit Versa 2 and the Biopac across experimental phases (relaxation, anticipation, oral, and arithmetic). The relaxation phase at the beginning and the one at the end of the experimental protocol were merged to create a single relaxation phase for the analyses.

First, to assess the ability of the Fitbit Versa 2 to sense an increase in HR, differences across experimental phases were examined using a mixed-effect model that was constructed using the “lme4 [33]” package available in R (R Foundation for Statistical Computing). The model included the experimental phases as a fixed effect, whereas the participants and the interaction between participants and experimental phases were treated as random effects. For the overall model, a Satterthwaite adjustment was used to compute the degrees of freedom. Partial $\eta^2$ was computed using the “effectsize [34]” package available in R. Post hoc tests were conducted using the “emmeans [35]” package available in R with the Kenward-Roger method to compute the degrees of freedom, and the $P$-values were adjusted using the Tukey method.

Second, to assess the accuracy of the Fitbit Versa 2 measured HR compared to a gold-standard ECG measure, mean absolute error (MAE), and mean absolute percentage error (MAPE) between the Biopac and the Fitbit Versa 2 were calculated as overall measurement error. The clinically acceptable difference (CAD) was set as 10 bpm, such that differences in MAE of less than 10 bpm were regarded as clinically insignificant, thus showing good accuracy for the Fitbit Versa 2. This was based on the American National Standard of “Cardiac monitors, heart rate meters, and alarms” that permit “readout error of no greater than ±10% of the input rate or ±5 bpm, whichever is greater [36].” A MAPE threshold of 10% was used to assess the accuracy of the Fitbit Versa 2 [37,38].

Third, to quantify the degree of agreement between the Fitbit Versa 2 and the Biopac across different experimental phases, 5 metrics of agreement were calculated. First, limits of agreement between the Biopac and the Fitbit Versa 2 were evaluated using a mixed-effect model to account for the effect of the participant, the experimental phases, and time (ie, repeated measures) as recommended by Parker et al [39]. Bias-corrected and accelerated bootstrapping with 5000 replications were used to estimate the 95% CI. The analysis was conducted using the “SimplyAgree [40]” package in R. Second, the concordance correlation coefficient (CCC) with 95% CI was estimated from a linear mixed model using the appropriate intraclass correlation coefficient [41]. The CCC indicates the proportion of the total variability accounted for (1) by the participant, (2) the experimental phase, and (3) their interaction. The CCC is a standardized coefficient taking values from 1 (perfect disagreement) to 1 (perfect agreement). In other words, a CCC of 1 indicates the absence of variability in the device across
participant and experimental phases [42]. In this study, the following guidelines [43] were used to interpret the CCC: <0.90 (poor), 0.90 to 0.95 (moderate), 0.95 to 0.99 (substantial), and >0.99 (perfect). The CCC was calculated using the “cccm” package in R [44]. Third, the coverage probability index proposed by Lin et al [45] was estimated by calculating the probability that the between-device differences lie within the boundary of the predefined CAD. As such, a larger probability indicates closer agreement. A mixed-effect modeling approach was used to calculate the coverage probability index, which required the range of CADs and the mean square deviation. The mean squared deviation is the expected squared difference between readings by 2 different devices on the same individual performing the same activity at the same time. Similar to Parker et al [42], the mean squared deviation was obtained based on the mixed-effect model. Fourth, the total deviation index was estimated based on the mean squared deviation from the mixed-effect model. This index provides the boundary within which the differences between devices will be contained p × 100% of the time. The predefined CAD of ±10 bpm was used to interpret whether the interval signified agreement. An interval contained between the CAD would indicate that the 2 devices can be used interchangeably. Finally, the coefficient of individual agreement (CIA [46,47]) was calculated. The CIA is a scaled coefficient that quantifies the magnitude of variability between devices compared to the replication variability within devices. A CIA value of 1 indicates that using different devices makes no difference to the variability of repeated measurements taken under the same conditions within the same subject. Following past studies [42,48,49], the CIA was calculated based on the mean squared deviation as the disagreement index. A CIA >0.80 is considered acceptable [46,48,49]. A 95% CI was calculated using a bootstrapping procedure with 5000 replications. All statistical analyses were conducted using R version 4.0.3 [50].

**Results**

HR Mean Differences Across Experimental Phases

Figure 1 displays boxplots of the bpm across experimental phases and between devices. The results from the mixed-effect model revealed significant variations from the Fitbit Versa 2 HR measurements among experimental phases ($F_{3,103}=44.03; P<.001; \eta^2_{\text{partial}}=0.56, 90\% \text{CI } 0.45-0.64$). A post hoc Tukey test revealed that the mean HR from the relaxation phase was significantly lower than all other experimental phases ($P<.001$). Furthermore, the mean HR from the anticipation phase was significantly lower than the oral ($P<.001$) and arithmetic ($P=.02$) phases. Finally, the mean HR from the oral phase was significantly higher than the arithmetic phase ($P=.02$). Overall, the results revealed the capacity of the Fitbit Versa 2 to detect short-term variations in levels of psychological stress.

**Accuracy**

Analysis of the measurement error between the Biopac and the Fitbit Versa 2 showed an overall MAE of 5.87 (SD 6.57, 95% CI 3.57-8.16) bpm, which is below the predefined CAD of ±10 bpm showing good accuracy of the Fitbit Versa 2. Moreover, the results revealed an overall MAPE of 7.24% below the predefined threshold of 10% for acceptable accuracy. Table 2 shows the MAE (and SD) and MAPE for each experimental phase.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Mean absolute error (SD)</th>
<th>95% CI</th>
<th>Mean absolute percentage error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation</td>
<td>4.32 (4.92)</td>
<td>2.03-6.61</td>
<td>6.08</td>
</tr>
<tr>
<td>Anticipation</td>
<td>8.94 (8.92)</td>
<td>6.65-11.24</td>
<td>9.83</td>
</tr>
<tr>
<td>Oral</td>
<td>6.60 (6.33)</td>
<td>4.30-8.89</td>
<td>7.88</td>
</tr>
<tr>
<td>Arithmetic</td>
<td>6.13 (6.88)</td>
<td>3.84-8.43</td>
<td>7.16</td>
</tr>
</tbody>
</table>

Figure 1. Boxplots of the bpm across experimental phases and between devices. bpm: beats per minute.

Table 2. Accuracy of the Fitbit Versa 2 across experimental phases.
Agreement

Results from the mixed-effect limits of agreement method revealed a mean bias of −1.91 (95% LoA −18.37 to 14.58). Figure 2 shows the corresponding Bland-Altman plot with its 95% LoA. The CCC was estimated to be 0.76 (95% CI 0.66-0.83). The coverage probability index with a CAD of ±10 bpm was estimated to be 0.72 (95% CI 0.66-0.81). The mixed-effect model estimated a mean squared deviation of 85.69 (95% CI 57.84-111.51). The total deviation index was calculated to be 18.14 (95% CI 14.91-20.70). Prior to analyzing the CIA, the residual error variance was calculated. The results showed a Bland-Altman repeatability coefficient of 15.11, which signifies an approximate 95% probability that the repeated bpm values are within 15 bpm of each other. The CIA was estimated to be 0.69 (95% CI 0.57-0.84).

Figure 2. Bland-Altman plot. Mean bias and limits of agreement are shown by the full lines, while confidence intervals are shown by the dashed lines. bpm: beats per minute.

The variance component estimates of the mixed-effect model were evaluated to find the principal sources of disagreement (Table 3). Results showed substantial within-subject variability (σ²=116.57). Moreover, the variability of the experimental phases (σ²=22.58), within-subject residual (σ²=29.72), and the subject-phase interaction (σ²=14.47) was high. To better understand the effect of the specific experimental phase on the agreement between devices, mixed-effect models were analyzed for each phase separately.

In sum, results revealed that, when compared with a gold-standard device, the Fitbit Versa 2 shows overall poor agreement on all metrics analyzed. Further analyses conducted for each experimental phase revealed adequate agreement during the relaxation phase, whereas the preparation phase showed the worst agreement between the 2 devices (Table 3).

Table 3. Metrics of agreement between the Fitbit Versa 2 and the gold-standard ECG across experimental phases.

<table>
<thead>
<tr>
<th>Phase</th>
<th>LoA² (95% LoA)</th>
<th>Concordance correlation coefficient (95% CI)</th>
<th>Coverage probability index (95% CI)</th>
<th>Total deviation index (95% CI)</th>
<th>Coefficient of individual agreement (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation</td>
<td>−0.27 (−8.70 to 8.16)</td>
<td>0.78 (0.67 to 0.84)</td>
<td>0.85 (0.79 to 0.90)</td>
<td>13.76 (11.85 to 15.69)</td>
<td>0.98 (0.88 to 0.99)</td>
</tr>
<tr>
<td>Preparation</td>
<td>−6.70 (−20.36 to 6.97)</td>
<td>0.56 (0.44 to 0.67)</td>
<td>0.55 (0.49 to 0.67)</td>
<td>25.94 (20.18 to 29.93)</td>
<td>0.52 (0.35 to 0.69)</td>
</tr>
<tr>
<td>Oral</td>
<td>0.65 (−11.08 to 12.38)</td>
<td>0.81 (0.71 to 0.87)</td>
<td>0.74 (0.68 to 0.83)</td>
<td>17.37 (14.17 to 19.74)</td>
<td>0.61 (0.41 to 0.79)</td>
</tr>
<tr>
<td>Arithmetic</td>
<td>−1.32 (−12.95 to 10.31)</td>
<td>0.74 (0.58 to 0.87)</td>
<td>0.71 (0.62 to 0.88)</td>
<td>18.42 (12.70 to 22.23)</td>
<td>0.59 (0.38 to 0.86)</td>
</tr>
</tbody>
</table>

²LoA: limits of agreement.

Discussion

Main Study Findings

Regarding the first objective of testing the ability of a Fitbit device to sense an increase in HR upon induction of psychological stress, results from a mixed-effect model revealed that the HR measurements from the Fitbit Versa 2 showed significant mean differences across all experimental phases. Regarding the second objective of assessing the accuracy of a Fitbit device to capture change in HR compared to a gold-standard ECG, the MAE index and MAPE results showed acceptable accuracy across all phases. Regarding the third objective of quantifying the degree of agreement between the Fitbit device and the gold-standard ECG measure, the 95% CI was fairly large and lies outside of the predefined CAD.
indicating that the 2 devices did not reach the desired LoA. Moreover, the 95% CI indicated that HR measurements could be underestimated by almost 19 bpm. Visual inspection of the Bland-Altman plot showed small differences between the 2 devices for bpm <90 and greater differences for higher bpm.

Unsurprisingly, the differences in HR detected across experimental phases were markedly more important between the relaxation condition and the oral arithmetic conditions, a pattern that is echoed in previous studies that have investigated HRV using the TSST [51-53]. These results are also in line with longitudinal research that found support for the use of wearable devices to measure stress levels [17-19,26] and indicate that short-term variations in levels of psychological stress can be detected using a Fitbit device. Additionally, although this is the first study to quantify the accuracy of a Fitbit device under experimentally induced psychological stress, accuracy estimates from Fitbit devices under different exercise intensities have been published [27-29]. Regarding the overall MAE, results from this study revealed similar accuracy to what has been found in a past study comparing a Fitbit device to an ECG gold standard [25]. In this study, MAPE estimates show a loss in accuracy under the stressful phases compared with the relaxation phase. Similar patterns were found in past studies where lower MAPEs were associated with light exercise and higher MAPEs with more vigorous exercise [25,28]. Overall, the evidence from several studies including the present one showed that under a normal or relaxed state, Fitbit devices provide accurate HR measurements. However, a loss in the accuracy of these devices can be observed, especially under high HR-inducing physical or psychological stress. Finally, though Bland-Altman LoA revealed a small mean bias compared to previous studies on exercise intensities [25], results regarding the degree of agreement between both devices echo previous findings revealing that wearable devices tend to not perform well compared to gold-standard devices at higher bpm conditions [25,26,54]. Interestingly, the highest mean bias was found in the anticipation phase. The high variability in HR measurements across participants from both devices (especially from the Biopac) may partly explain this result. This variability may emerge from individual differences, in coping with anticipation of a stressful event, especially since the majority of participants were female. Indeed, previous research indicates that men tend to show higher levels of stress than women during the anticipation of a psychosocial stress task [55].

The CCC indices found in this study consistently showed poor agreement between the devices. When compared to past research on physical activity, the CCC found in this study revealed better agreement than what has been found by Thomson et al [56]. Evaluation of the variance components of the mixed-effect model showed important between-subjects variability which is not surprising given the nature of the stressful phases used in this study. For example, some participants may experience more stress during a verbal task than others. A review found that 30% to 50% of people have a fear of public speaking with 40% reporting anxiety about being negatively evaluated by others [57]. Moreover, interparticipant variability in HR changes is echoed in a previous study that used Fitbit-measured HR as an indicator of stress [24]. As such, to account for this expected variability, the CIA was computed as it is less dependent on the between-subjects variability compared to the CCC [47,58]. However, the repeatability coefficient of Bland-Altman was found to be unacceptably high and warrants caution when interpreting the CIA. Based on past guidelines suggesting a value of at least 0.80 to conclude good agreement [46,49], the overall estimated CIA in this study suggested poor agreement between the devices. The only CIA that reached a good agreement was for the relaxation phase indicating the similarities between the two devices for low bpm. This result provides further evidence that Fitbit devices tend to show greater precision for low bpm conditions for physical activities [25,26].

The estimated overall coverage probability index (CPI) was well below the predefined 0.95 threshold to represent reasonable agreement, suggesting unsatisfactory agreement between devices. Unsurprisingly, the lowest CPI estimate was found in the anticipation phase, which showed the largest between-subjects and between-devices variation in bpm. Results from the total deviation index (TDI) indicated that differences between the Biopac and the Fitbit Versa 2 are expected to lie within ±18.14 bpm 95% of the time. Compared with the predefined CAD of ±10 bpm, all TDI values showed poor agreement and were too large to conclude that the 2 devices could be used interchangeably. Overall, the indices of agreement computed in this study showed that the HR measurements from the Fitbit Versa 2 vary significantly from an ECG gold standard, especially for higher bpm. In light of these results, it appears that although the Fitbit Versa 2 can capture short-term variations in bpm under different stress and relaxation conditions, the precision of these variations is questionable.

Limitations

This study contains limitations that need to be acknowledged to fully appreciate its results. First, the sample size of 34 participants may be considered small and did not specifically exclude participants using substances of abuse that may affect their heart rate (eg, nicotine and alcohol). However, our recruitment criteria and size are comparable to previous similar studies that also did not specifically exclude individuals using substances of abuse and have sample sizes that range from 15 to 50 participants [26-29]. Second, the levels of psychological stress were experimentally induced in a controlled laboratory setting, and further research is needed to test whether these results also apply in natural living conditions. However, the psychological stress and relaxation conditions were induced using a well-validated protocol (TSST). Moreover, efforts were made to ensure rigor in analyses, namely through the use of 5 different metrics estimated with their corresponding 95% CI to determine agreement between the Fitbit Versa 2 and the gold-standard device. Third, we used the Biopac as the gold-standard device for measuring HR. While this ECG-based instrument provides medical-grade HR data, it involves the use of electrodes which, when placed incorrectly, can generate noise in the signal and even lead to less accurate data [59]. Despite this potential limitation, the authors believe it was important to have a gold-standard device with which to compare the Fitbit device for the purpose of concurrent validation. Fourth, we did not consider the skin color or the skin photosensitivity, factors
that have previously been suggested to affect the signal resolution of sensors that use photoplethysmography technology such as Fitbit. In this study, over 30% of the participants were non-Caucasian, this could have also affected the accuracy of Fitbit readings [60,61]. Similarly, individual variables of body mass index, prior level of physical activity, and presence of symptoms of psychological disorders (with or without a diagnosis) were beyond the scope of this research and therefore not considered during analyses. However, these variables should be considered in future research interested in quantifying the impacts of individual variables on HR measurements. Finally, while the Fitbit Versa 2 was found to be able to capture short-term stress variation, longitudinal studies are needed before concluding on the potential of this device to capture mid-to-long-term stress levels to predict psychological distress and diminished well-being. Nevertheless, a strength remains that this is the first study to quantify the accuracy of a Fitbit device under experimentally induced psychological stress and can serve as an important foundation for future research regarding wearable activity monitors and psychological stress.

Conclusions

With the ubiquity of wearable devices and the growing interest to use the data they provide in the health sector, research is needed to test the reliability and validity of these instruments. To our knowledge, this is the first study to test the accuracy and agreement of a wearable device (Fitbit Versa 2) under different psychological stress-inducing experimental conditions. Results showed that the short-term variations in psychological stress levels were successfully captured by the Fitbit Versa 2. Moreover, MAE and MAPE estimates were all below the predefined threshold of ±10 bpm, indicating acceptable accuracy of the Fitbit Versa 2. However, across the 5 metrics of agreement analyzed, results revealed poor agreement between the HR measurement from the Fitbit device and the Biopac. Importantly, the results of this study have implications in advancing research involving the use of wearable devices as it provides preliminary evidence that the HR measurement from the Fitbit Versa 2 can be used to detect psychological stress among a nonclinical adult population.
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Abstract

Background: Voice user interfaces are becoming more prevalent in health care and are commonly being used for patient engagement. There is a growing interest in identifying the potential this form of interface has on patient engagement with digital therapeutics (DTx) in chronic disease management. Making DTx accessible through an alternative interaction model also has the potential to better meet the needs of some patients, such as older adults and those with physical and cognitive impairments, based on existing research.

Objective: This study aimed to evaluate how participants with heart failure interacted with a voice app version of a DTx, Medly, through a proof-of-concept implementation study design. The objective was to understand whether the voice app would enable the participants to successfully interact with the DTx, with a focus on acceptability and feasibility.

Methods: A mixed methods concurrent triangulation design was used to better understand the acceptability and feasibility of the use of the Medly voice app with the study participants (N=20) over a 4-week period. Quantitative data included engagement levels, accuracy rates, and questionnaires, which were analyzed using descriptive statistics. Qualitative data included semistructured interviews and were analyzed using a qualitative descriptive approach.

Results: The overall average engagement level was 73% (SD 9.5%), with a 14% decline between results of weeks 1 and 4. The biggest difference was between the average engagement levels of the oldest and youngest demographics, 84% and 43%, respectively, but these results were not significant—Kruskal-Wallis test, H(2)=3.8 (P=.14). The Medly voice app had an overall accuracy rate of 97.8% and was successful in sending data to the clinic. From an acceptability perspective, the voice app was ranked in the 80th percentile, and overall, the users felt that the voice app was not a lot of work (average of 2.1 on a 7-point Likert scale). However, the overall average score for whether users would use it in the future declined by 13%. Thematic analysis revealed the following: the theme feasibility of clinical integration had 2 subthemes, namely users adapted to the voice app’s conversational style and device unreliability, and the theme voice app acceptability had 3 subthemes, namely the device integrated well within...
household and users’ lives, users blamed themselves when problems arose with the voice app, and voice app was missing specific, desirable user features.

Conclusions: In conclusion, participants were largely successful in using the Medly voice app despite some of the barriers faced, proving that an app such as this could be feasible to be deployed in the clinic. Our data begin to piece together the patient profile this technology may be most suitable for, namely those who are older, have flexible schedules, are confident in using technology, and are experiencing other medical conditions.

(JJMIR Form Res 2013;6(12):e40021) doi:10.2196/40021
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Introduction

Background

Chronic diseases are the leading cause of death and disability worldwide, with >41 million people dying every year owing to these diseases [1]. Cardiovascular diseases, such as myocardial infarctions and high blood pressure, are responsible for most chronic disease–related deaths (17.9 million people) [1]. Patient self-care is considered essential in the prevention and management of chronic diseases [2], as studies have shown the benefits of this approach, which include improved health outcomes, decreased clinic visits, and decreased health costs [3]. Mobile health is a type of digital health technology that involves the use of mobile devices for medical and public health practices [4] and enables the integration of self-care support into a patient’s routine [5]. Mobile health apps are one of the most popular tools for helping patients with chronic conditions manage their health at home [6]. However, the use of conversational agents for health-related purposes is an emerging field of research [7], and early evidence suggests that they may also be effective for the self-management of chronic diseases [8].

Conversational agents are a type of dialogue in the field of human-computer interaction and can either be voice based or typing based [9]. With voice user interfaces (VUIs), users can interact with a computing system using only speech. An example of VUIs is voice apps. The primary advantage of implementing VUIs in any environment is simplicity because it does not require the user to interact with a hand-held technology, as we are typically accustomed to. Some examples of how VUIs are being used in a clinical setting include improving physician note transcription, supporting patient registration processes, improving patient engagement with chronic disease management programs, and aging in place [10]. In a home setting, voice apps are designed to help patients manage their chronic conditions independently [11-15] and most often include informational and assistive services such as general educational content, reminders, and tracking tools. The research disseminated so far has limited efficacy in supporting final conclusions because the studies are still in development and piloting phases. As a result, there is a growing interest in investigating the feasibility of using voice apps to encourage patient engagement, specifically for chronic disease management.

Heart Failure

Previous research has begun to investigate the feasibility of voice-activated technology for monitoring patients with heart failure (HF) [16]. HF is a cardiovascular disease that develops when the heart muscle becomes damaged or weak [17], making it difficult to pump enough blood to meet the body’s needs [18]. When this happens, fluid builds up in various parts of the body (such as the legs and ankles), creates congestion in the lungs, and leads to a lack of oxygen being delivered to the rest of the body [19]. The 2 most common causes of HF are high blood pressure and coronary artery disease; other risk factors include obesity, smoking, high cholesterol, and previous health conditions (past myocardial infarctions and heart defects at birth) [20]. It is estimated that 64.3 million people are living with HF worldwide [21].

To date, there have been limited studies investigating the potential of using a voice app for HF self-management. Some voice apps include basic functionality to help patients manage their conditions, such as asking preappointment clinical screening questions, scheduling appointments, and setting medication reminders [11,12]. Other, more recent studies have investigated using voice apps to monitor patients’ conditions through a series of symptom questions related to HF [13,16]. Feasibility was an outcome that all the studies investigated, and the results concluded that it is worthwhile to investigate how this technology can be used as an alternative platform to manage HF.

Medly

Medly is an evidence-based, HF self-management program that was developed by the University Health Network (UHN) and is implemented as part of the standard of care at UHN’s Ted Rogers Center of Excellence for Heart Failure clinic [22]. The program is deployed as a mobile app, and patients access it daily using their mobile phones to log clinically relevant physiological measurements (weight, blood pressure, and heart rate) and HF-related symptoms. All patients input the same measurements and are asked the same symptom-related questions despite the stage of their HF.

The Medly algorithm generates an automated self-care message for the patient based on the data inputted and the patient’s medical history (determined when the patient is onboarded to the Medly program). The Medly program was deployed as a voice app as part of a previous work, and a usability study was
performed with the voice app at the UHN’s Heart Failure Clinic [23].

Objectives
The purpose of the previous usability study was mainly focused on whether the Medly voice app functioned as intended; feedback on the voice app design and data regarding user experience were collected. Given that the usability study took place in a controlled laboratory setting and focused on the voice app design, we sought to perform a proof-of-concept implementation study in the intended environment. The Medly voice app was used as a case study to investigate the broader application of voice apps for chronic disease management. The goal of this study was to determine whether voice apps can be a practical alternative for enabling patients to receive a digital therapeutic. A total of 2 constructs from the implementation framework (acceptability and feasibility) by Proctor et al [24] guided our research question: What is the acceptability and feasibility of a voice application for patients, through the use of a smart speaker, for a home chronic disease management platform? If the study findings concluded that the voice app is acceptable to patients and feasible to be deployed in a real-world setting, the inclusion of this technology to deploy digital therapeutics could add benefit to the current models of care by offering patients multiple ways to interact with these types of programs.

Methods
Participant Recruitment
This study asked patients with HF to interact with the Medly voice app in their homes for a 4-week period. The Medly voice app was accessed through an Amazon Alexa (Amazon.com, Inc) device; each participant was provided a device to use for the study duration. The participants were considered eligible if they had been diagnosed with HF by a physician at the UHN’s HF clinic and were prescribed the Medly program. The participants were also required to speak and read English adequately to understand the voice prompts in the Medly app. The Medly nurse coordinator first provided a brief overview of the research study to interested patients before introducing them to the study coordinator. If they agreed to participate, written informed consent was obtained by the study coordinator before onboarding.

Given that this study was designed as a proof of concept, a small sample size was used to gather preliminary evidence that provided insights into the success of this intervention. A total of 20 participants were recruited for the study based on similar guidance provided for pilot studies [25]. Of the 20 participants, 7 (35%) were recently onboarded (within the last 2 months) to the Medly program at the time when the study was being conducted. The Medly nurse coordinator recommended a cutoff of 2 months, given their experience with how long it typically takes for patients to settle in comfortably with the app.

All the participants were required to perform a double entry of their Medly measurements for the 4-week duration; more specifically, they were asked to first input their Medly measurements on the smartphone app before interacting with the voice app. Each participant received a gift card to compensate for their time participating in the study.

Ethics Approval
Ethics approval was obtained from the UHN Research Ethics Board (20-6095).

Study Outcome Measures
The evaluation of the Medly voice app was influenced by the implementation outcomes framework of Proctor et al [24] by focusing on 2 outcomes, specifically, acceptability and feasibility. Acceptability is defined as the perception among patients that the Medly voice app is agreeable or satisfactory, and feasibility is described as the extent to which the Medly voice app can be successfully used by patients.

Data Collection
Data were gathered through 3 questionnaires, namely System Usability Scale (SUS) [26], National Aeronautics and Space Administration (NASA)-Task Load Index (TLX) [27], and Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) [28], and semistructured interviews. Information regarding how often the voice app misheard and incorrectly recorded data was retrieved from the voice app server. During the interviews, the participants were asked about their overall experience and satisfaction with using the voice app. Other quantitative data were also collected: engagement levels (defined as the number of days the user inputted their data using the voice app divided by the total study duration—28 days) and accuracy rates (calculated by comparing the measurements inputted on the smartphone app with those recorded on the voice app). The following data were used to deduce whether the voice app was deemed acceptable by users: engagement levels, SUS, and semistructured interviews; similarly, feasibility was identified through the following: engagement levels, accuracy rates, NASA-TLX, UTAUT2 (through an effort expectancy lens), and semistructured interviews.

The study coordinator performed an onboarding session over the phone with each participant to help them set up and access the Medly voice app and provided them with an instruction manual (Multimedia Appendix 1). The participants were then asked a few questions regarding how comfortable they were using technology to help the study coordinator understand their comfort levels with technology (Multimedia Appendix 2). As the Medly smartphone app is part of the standard of care at UHN, the participants were made aware that they needed to perform a double entry of their Medly measurements for the 4-week duration and were told to prioritize the Medly smartphone app, namely to input measurements on the phone first and to follow guidance only from the smartphone app. Semistructured interviews were conducted at the end of weeks 1 and 4 and took place with the study coordinator over the phone. Questionnaires were sent out electronically at the end of weeks 2 and 4 so that the participants had privacy and felt comfortable sharing their honest thoughts and opinions.

Study Analysis and Statistical Tests
A mixed methods, triangulation convergence model was used to draw conclusions [29]. Descriptive statistics for the
standardized questionnaire responses were calculated and recorded using Microsoft Excel. Graphical representations of engagement levels were also created using Microsoft Excel. The responses from the SUS questionnaire were analyzed as per standard protocol [26], and averages were calculated for the NASA-TLX and UTAUT2 questionnaires, both overall and question specific. Data were categorized in different ways using various attributes (age, whether they were recently onboarded to the Medly program, whether they had any prior experience using a smart speaker, and comfort level with technology). Given the data characteristics, nonparametric statistical tests were conducted with each attribute (treated as an independent variable) for engagement levels and scores from SUS, NASA-TLX, and UTAUT2; a P value of <.05 was used to indicate statistical significance.

For the qualitative data, interview transcripts were analyzed and coded by the study coordinator (AB). Themes from the interviews were identified using an inductive, qualitative descriptive approach [30]. Once these themes were generated, a deductive approach was used to categorize them under the guidance of implementation outcomes framework (with a focus on the acceptability and feasibility constructs) by Proctor et al [24]. The transcripts and coding were organized using Microsoft Word. Owing to the small sample size and lack of power and statistical significance in the results, more emphasis was placed on the qualitative analysis, whereas the quantitative data and interpretations were used to support the qualitative findings.

Table 1. Average engagement levels over the 4-week study duration.

<table>
<thead>
<tr>
<th>Week</th>
<th>Engagement level(^a) (%)</th>
<th>Days missed, average (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80.7 (11.3)</td>
<td>1.4 (0.11)</td>
</tr>
<tr>
<td>2</td>
<td>75.0 (5.8)</td>
<td>1.8 (0.06)</td>
</tr>
<tr>
<td>3</td>
<td>70.7 (7.9)</td>
<td>2.0 (0.08)</td>
</tr>
<tr>
<td>4</td>
<td>67.1 (8.1)</td>
<td>2.3 (0.08)</td>
</tr>
</tbody>
</table>

\(^a\)Overall average engagement level is 73.4% (SD.9.5%).

Over the 4-week duration (28 days), 9 entries (out of 411) were incorrect measurements submitted using the Medly voice app, indicating an overall accuracy rate of 97.8%. The errors varied between weight and blood pressure measurements. A subset (4/20, 20%) of participants was not able to successfully submit their correct readings, which led to the 9 errors that were recorded.

In addition to calculating the overall engagement levels, descriptive statistics were calculated, and the attributes mentioned previously were used to compare the results among the subgroups in the study population. The results are shown in Multimedia Appendix 3. Although some trends were identified, the statistical tests indicated no significant differences between the groups.

There was no difference in the average engagement levels between the recently onboarded (n2) and existing Medly patients (n1; Mann-Whitney U=45, n1=13, n2=7; \(P=.99\)). Similar to the findings related to the entire study population, engagement levels were lower in the fourth week than in the first week for both groups. Average engagement levels increased as the age groups increased, with the oldest demographic (aged 61-80 years) having the best engagement level of 84.1%, approximately double the overall engagement level of the youngest age group in the study—Kruskal-Wallis test, \(H(2)=3.8\) (\(P=.14\)). Those aged 61 to 80 years were the most consistent throughout the 4-week duration and had the smallest difference among the weekly average engagement levels.

A similar trend was observed when comparing participants based on their described comfort levels with technology.
(statistical test results were not significant). Those who were very confident consistently used the technology more through the 4 weeks than those who reported less confidence, with a 13.6% overall difference (Mann-Whitney $U=23.5$, $n_1=6$, $n_2=12$; $P=.72$). There were also consistently higher engagement levels in the group that had never interacted with smart speakers before than in the group that had, with a 7.6% difference (Mann-Whitney $U=38$, $n_1=6$, $n_2=12$; $P=.86$). Both groups steadily declined in engagement as the weeks progressed, with similar overall differences between averages of weeks 1 and 4.

**Acceptability of the Medly Voice App**

Findings from the SUS questionnaire paired with those from the semistructured interviews were used to better understand the acceptability of using the voice app version of the Medly program.

The responses from the SUS questionnaire from the second week resulted in an overall average score of 69 (out of 100), ranking the voice app in the 53rd percentile based on previous studies. By contrast, the average score from the fourth week was 77 (out of 100), ranking it in the 80th percentile based on previous studies. These data indicated an overall increase in the level of satisfaction with using the Medly voice app (by 27%) in the study population. The difference in the averages for each individual question between weeks 2 and 4 was also calculated, with the last question in the survey having the biggest difference of 13%. The participants felt that as time went on, they needed to learn more things about the voice app to successfully interact with it (consistent with the NASA-TLX cognitive load results). Response distributions in the results of weeks 2 and 4 were fairly similar for all the questions (Figure S1 in Multimedia Appendix 4).

Average SUS scores were also calculated based on the different patient characteristics (age, Medly status, comfort levels, and familiarity with interacting with a smart speaker). Overall, the scores were similar in range for all the characteristics. However, the largest range in the data was identified in the age groups, with the oldest (61-80 age group) demographic providing the lowest score (72 out of 100), ranking it in the 62nd percentile, whereas the middle-aged demographic provided an average score of 87.5 (out of 100), ranking it in the 96th percentile. The average score from the youngest demographic was 77.5, ranking it in the 80th percentile. The Kruskal-Wallis test showed that these findings had no significant difference—$H(2)=0.89$ ($P=.64$).

**Feasibility of the Medly Voice App**

The NASA-TLX questionnaire was used in this study to better assess the workload perceived by the study participants when using the Medly voice app. A 4% increase was seen in the average scores between the results of weeks 2 and 4, indicating a slightly higher workload. Although the averages for each of the questions were fairly low, questions relating to (1) success rates; (2) how hard they needed to work to accomplish the task; and (3) feelings of discouragement, irritation, and stress scored worse than the rest of the questions. The results are shown in Figure S2 in Multimedia Appendix 4. The participants also felt less successful with using the Medly voice app at the end of the study than they did at the end of week 2 (22% difference in the results).

When analyzing the scores based on the different age groups, it was found that the youngest demographic felt that they needed to work the most (highest average of 2.67) when compared with the middle-aged (average of 1.61) and oldest demographics (average of 2.12); the results of the Kruskal-Wallis test was not insignificant—$H(2)=0.039$ ($P=.98$). It was also found that those who were newly onboarded to the Medly program felt more rushed when using the voice app and less successful when inputting their measurements as compared with those who had been on the Medly program for a longer time (approximately 15% difference in scores for each question); Mann-Whitney test was not significant ($U=25.5$, $n_1=12$, $n_2=6$; $P=.73$). The difference in the average scores for those who described themselves as less confident when using technology consistently gave poorer scores for each of the questions, indicating that they had a more difficult time than those who described themselves as confident; the Mann-Whitney test was also not significant ($U=11$, $n_1=12$, $n_2=6$; $P=.55$; Table S1 in Multimedia Appendix 4).

In summary, the descriptive statistics showed that the youngest age group felt that they needed to work the most, the study population collectively felt that they needed to put in slightly more effort as time went on, and those who were less familiar with technology had more difficulty using the voice app than those who were more confident.

The UTAUT2 questionnaire was used to better understand participants’ thoughts regarding facilitating conditions, effort expectancy, habit, and behavioral intention when it came to using the voice app. The biggest difference between the results of weeks 2 and 4 was regarding whether they would use the Medly voice app in the future, with a 13% decline in the average score. The oldest demographic was the least keen on using it in the future, whereas the middle-aged demographic was the most interested in future use; the Kruskal-Wallis test indicated these results to be not statistically significant—$H(2)=1.88$ ($P=.55$). When asked whether the voice app became a habit, those who had used the technology before agreed more than those who had not (19% difference in the responses), although this test had not used the technology before agreed more than those who had not (19% difference in the responses), although this test was also not statistically significant (Mann-Whitney $U=38$, $n_1=7$, $n_2=13$; $P=.86$).

Overall, all the participants felt that the voice app required low effort to use and that it was easy for them to operate. They were less certain about whether using the voice app had become a habit for them (this can be supported by engagement levels) and were least certain about whether they would use the voice app in the future, as shown in Table S2 in Multimedia Appendix 4.

**Qualitative Data**

The interview themes were classified using implementation outcomes by Proctor et al [24], specifically focusing on the feasibility and acceptability constructs to answer the research question. The themes (1) feasibility of clinical integration and (2) voice app acceptability are presented in the subsequent sections, each with their own set of accompanying subthemes.
Feasibility of Clinical Integration

The feasibility of clinical integration was influenced by several factors; in our findings, the 2 subthemes of (1) users adapting to the voice app’s conversational style and (2) device unreliability helped determine the potential that this technology has to be integrated into existing workflows and practice. Whether the users are able to adapt to the voice app and the extent to which the device is considered unreliable will identify the feasibility of the voice app being realistically used in the clinical environment. Further details regarding these 2 subthemes are provided in the subsequent sections.

Users Adapting to the Voice App’s Conversational Style

Most participants found the device setup and instructions fairly straightforward but at times struggled to successfully log their measurements on the Medly voice app. When the participants struggled, they adjusted the way they spoke instead of continuing in their natural manner in hope that the voice app would understand them better:

*I learned how to get into her rhythm as opposed to her getting into my rhythm.* [Participant 04]

Specific strategies were used to change their speaking style, which most often involved modifying the volume, tone, pace, and style of their speech. Different strategies seemed to work better for different participants, specifically with the pace at which they spoke:

*Now I just say 116.4 pounds (faster) and there’s absolutely no issues with her now.* [Participant 12]

*Of course I would either make sure to be speaking directly at it or elevate my voice or something like that.* [Participant 15]

*I want to record one hundred, but it’s very typical to say “a hundred” and not “one hundred,” but I notice it doesn’t pick up on that.* [Participant 17]

Once the participants changed their conversational tone when speaking to the voice app, they began to notice difficulties in the interaction because it no longer felt like a natural conversation:

*It’s like when you talk to someone foreign or you know from another country or another language and you try to say a few words for them to understand it.* [Participant 12]

*I try to, like, separate each word, almost like I had to speak robotic.* [Participant 18]

*I have to be serious, slow and sure of how I say the numbers.* [Participant 17]

Another interaction strategy adopted by most participants involved using the touchscreen capabilities of the device. In most cases, this alternative input was the favorable approach over using voice because it was simpler to use and, most importantly, faster:

*I got into a routine which allowed me to go through it as quickly as possible, and that routine would be that I would speak the results for weight, blood pressure and heart rate, and then I would interact directly on the touch screen for symptoms so we didn’t have to wait for her. So yes, every time I use the touch screen it works fine and the fact that I could use a touch screen and it would work even though she hadn’t finished speaking is a big plus for me.* [Participant 15]

Interactions were found to be most successful when the participants did not multitask on other items:

*You can multitask if you really want to, but that’s what I think mistakes can be made easier.* [Participant 02]

*I knew the questions that were going to be asked after a while, but I still listened. Only because you know I’d rather do it right than wrong if I can.* [Participant 08]

Despite the learning curve experienced by most participants, the mitigation strategies described earlier support the feasibility of deploying a voice app, such as Medly, in the clinic because of the perseverance displayed by these participants to make the interaction easier for themselves over time.

Device Unreliability

Almost all the participants experienced some level of difficulty when they interacted with the voice app. Sometimes, the voice app froze, and the session ended abruptly; at other times, it would not provide the user with an opportunity to correct any of the wrong measurements:

*You can go back and correct it, right, but sometimes it gives you a little bit of a hassle so I have to start over.* [Participant 02]

*Then she just shut down...When she couldn’t get the measurements or something, she would just turn off.* [Participant 04]

The participants also described instances where the voice app was unable to correctly pick up the information they were saying, making them feel frustrated, annoyed, panicked, and discouraged to the point where they no longer wanted to use the device that day:

*Yeah, I’d wake up in a great mood and oftentimes it was so frustrating that it made me cranky afterwards.*

*Yeah, it really switched my mood. One time she repeated it to me and I thought she got it alright and then she repeated it and said that I fainted and I had not fainted, so I panicked.* [Participant 18]

When the voice app was unable to pick up the correct measurements, the participants often felt the need to speak louder. This was considered to be problematic specifically in situations where a participant may not be feeling well and does not have the ability to project their voice. As explained by one of the participants, with the smartphone, they were able to share information without needing to exert a lot of energy:

*I would never want it to not be on my phone when I go into the hospital and I have a hard time talking.*

*If my blood pressure is through the roof or it’s way too low from retaining water, it’s so hard to speak and I love that I could just throw my phone at the
Although the voice app seemed feasible to deploy from a patient interaction perspective, the users also experienced difficulties when interacting with the device for various tech-related reasons. Understanding the causes and frequencies of these malfunctions will help identify when and where it is appropriate to use voice apps such as Medly.

Voice App Acceptability

This theme described the extent to which the study participants found the Medly voice app satisfactory. This level of acceptability included not only the participants’ thoughts but also other factors that may have influenced their experience, as described by the following subthemes: (1) the device integrated well within household and users’ lives, (2) the users blamed themselves when problems arose with the voice app, and (3) the voice app was missing specific features desired by the users.

Device Integration in the Household

In addition to using the device to access the Medly voice app, many participants also found that they used it for other purposes during their time in the study. Over the 4 weeks, some participants described the device as a companion, with one of the participants noting the following:

She became like a buddy, I know it’s little quirks, specifically when it makes mistakes…I would say for people that live on their own or whatever it can become like a friend, right? [Participant 08]

Some participants also described their experience interacting with the device as “pleasant,” and others specifically felt the need to use manners and be polite while conversing with it:

And I’ve gotten along with Alexa just fine. It was so cute. I was inputting on Medly and I did it with Alexa at the same time and at the end I said “Alexa, thank you” and she said “you bet”...One night I said, “oh Alexa goodnight” and she said “night night, sleep well.” [Participant 08]

The device became a companion not only for the users but also for their family members and friends:

She did give my granddaughter a knock knock joke the other night. [The grandkids] have fun with her by asking what the weather is or something like that. [Participant 10]

This interaction is an example of how easily the device can fit in and become integrated within a space in the household. While in common areas, the users have noted using the device for other activities, such as the following:

I let it play music for me or I ask what’s the weather like today and I do the CTV News first thing in the morning, so yeah, I think it’s a great thing. [Participant 02]

Having the device in common spaces also served as a reminder for some participants who had difficulty remembering to perform their Medly measurements. Others also mentioned that because the device was placed in a common space, they would be more inclined to use Medly on it:

Seeing the monitor right there on the counter I feel like it definitely encourages and motivates me and is a visual reminder as opposed to the app on the phone to actually do it. [Participant 11]

At first I thought it would be my phone. But probably you know, now it’s Alexa. She sits right there, so probably Alexa. [Participant 02]

Some participants also placed the device in other places in their house, such as the bedroom. In these cases as well, they found the setup useful:

I use it at night time when I’m going to bed like you know, relaxing music. [Participant 06]

Furthermore, in some cases, the voice app was more preferred when compared with the smartphone:

I’m in my bedroom and I have a bathroom in the room, so when I go in the bathroom to weigh myself, I do my blood pressure at the same time. So ideally that is where I talk to Alexa...over the last week it’s been working and I really like that because then I’m done and then I can go right back to bed after I take my pills so it doesn’t make my mind wake up. [Participant 03]

I’m sort of having concussion symptoms and the phone makes me nauseous. So at the moment, I prefer only having to do it with Alexa. [Participant 14]

Despite the benefits of the device integrating well within different spaces in the household, there are drawbacks that can exist when keeping the device in a public space. Most participants noted the importance of having a quiet space to focus and successfully submit their readings:

Honesty like I did it more often when I didn’t have my son because everything here he likes to speak over me...He would repeat ‘Alexa’ behind me. [Participant 18]

Like if my husband would walk into the kitchen as I was doing it, I would shoo him away, literally. [Participant 08]

Users Blamed Themselves When Problems Arose With the Voice App

Although some participants experienced frustration when the device abruptly stopped working or incorrectly heard them, often times (especially in the first week), the users felt that it was their fault when a mistake happened:

I wasn’t annoyed by it. I just thought, oh, I’m not speaking clearly or loudly enough, or you know. [Participant 08]

Well again, I go back to the learning curve in the first week. There was some frustration, but you can’t blame that on Alexa, that was all me. [Participant 05]

These reflections indicated that the users were generally understanding of the voice app and had some patience when interacting with it.
Missing but Desired Voice App Features

The participants shared some of the features they valued in devices that programs such as Medly can be offered on. In particular, the users preferred to interact with a device that is fast and can quickly record their data for the day. In some instances, the users compared the capability of the voice app with that of Bluetooth, indicating that Bluetooth is a much faster and simpler process:

It’s just really cumbersome, like the whole process. And I guess part of that is because the [smartphone] app is so easy. And I think it could get even easier if I got the Bluetooth blood pressure and scale. [Participant 04]

To me, honestly, because they want it in the morning, the smartphone is much faster. [Participant 09]

Most users also expressed concern about how they would use the voice app should they go on an overnight trip. A device that is small enough to be portable when traveling was desired and often mentioned:

The only thing I don’t like about it is it is big and bulky so it is not something I would be too inclined to want to travel with. So yeah, so for me the mobility issue would be a bit of a concern if I had to rely on it. [Participant 13]

Discussion

Principal Findings

This manuscript presents the findings from a proof-of-concept implementation study for a voice app designed for patients with HF using a mixed methods approach. To our knowledge, this is the first evaluation of a voice app used for helping patients manage an advanced chronic condition at home. To date, studies have only reported on accuracy and acceptability levels in a controlled laboratory environment; however, these findings are still consistent with the results presented in this paper [11,14].

Although the SUS scores were higher in week 4 than in week 2, engagement levels declined by 14% between the start and end of the study. The participants felt that they needed to use a higher cognitive load in week 4 than in week 2 (4% increase), and the average rating regarding whether they would use it in the future decreased by 13%. An accuracy rate of 97.8% indicates that the participants were able to successfully log their measurements most of the time, which may have led to the higher SUS score. Some qualitative findings can be potential reasons why engagement levels declined. In particular, from a feasibility perspective, the device was at times unreliable, and the users had to work (to varying efforts) to adapt to the flow of the conversation. Although this may have been tolerable in the first few weeks, over time, it may have become tiresome, depending on how quickly the users adapted. Similarly, because the users often blamed themselves when mistakes arose, this could have created a negative association with the voice app, and over time, the users may have begun to feel discouraged from using it.

To better understand the voice app’s acceptability and feasibility of implementation, we sought to identify any noticeable differences between the participants in terms of engagement levels. Although our quantitative data are not statistically significant, our observed findings are similar to those presented by Ware et al [31], namely the finding that engagement levels were highest in the older age group and progressively lower in the younger age groups. This finding is also consistent with other research that specifically focused on the use of voice-based conversational agents among the older adult population [4,32-37]. Although the oldest group had the highest engagement levels, the middle-aged demographic (aged 41-60 years) had the highest average SUS score, indicating that they were the most accepting of the voice app. Although we cannot conclude any findings definitely based on these observations, it provides a starting point for future work.

One of the most common responses provided by the participants during interviews was the notion that the voice app takes a long time to complete and, in particular, takes longer than the Medly smartphone app. The users often described being rushed out the door in the mornings, in which case they appreciated being able to use the smartphone app to quickly input their measurements. This type of lifestyle and response was observed less with the older demographics, who generally seemed to have more patience and understanding when interacting with the voice app. There were also specific cases in which the voice app actually proved to be more useful than the smartphone. One of the participants was experiencing concussion-type symptoms and, as a result, had limited screen time, so the voice app worked well for them. Another participant often felt fatigue as one of the side effects of their medications and experienced difficulties in communicating effectively with the voice app. Similar sentiments were echoed by other participants who realized that they can successfully record their readings when speaking in a relaxed, nonstrenuous manner. Although this worked well for some participants, one of the participants in a similar situation had a different experience, specifically because the voice app was unable to decipher their speech when they were feeling unwell owing to their weak and fragile voice. As a result, further advancements are required to better recognize sound, specifically when users are unable to exert large amounts of energy while speaking. Similar technical limitations have also been outlined in other studies on voice apps [15].

The findings from this study also show how well integrated the device became in many households and the potential benefits this may have for participants. Owing to the versatility of the device, it quickly became a part of many users’ daily routines, from listening to music to asking for dinner recipes, and even started turning into a companion. Not only did the device provide social support, but it also served as a visual reminder to perform their Medly measurements. A participant noted that they would be more inclined to use the Medly voice app simply because it was in a common space they frequent in their house. Therefore, the natural integration of the device into users’ lives over the 4 weeks shows the possibility that it may make it more convenient for some to perform their Medly measurements and may encourage and motivate others who often forget.
These findings help begin to uncover the “profile” of the patient demographic this technology would be most suitable for. We suspect that those who are older adults (aged >60 years), feel more confident in using technology, and have less busy schedules have an easier time, are more successful, and are consistent when interacting with the voice app. In addition, those with multimorbidity can benefit from using this platform, especially because of the common side effects they may experience from their conditions.

Comparison With Prior Work
To our knowledge, this study is part of only a few studies that have investigated the use of a voice app for a chronic disease in the intended environment for a prolonged period (4-week duration). Similarly, this work is one of the firsts to study a voice app that is designed to be personalized to individual patients (output responses depend on the parameters set when the patient is onboarded to the program). A systematic review performed by Bérubé et al [38] specifically focused on voice-based conversational agents for chronic health conditions and found only 2 voice apps designed as conversational agents for HF [39,40]. Both studies were primarily focused on the system architecture and accuracy of speech recognition, and one of the studies relied on the smartphone to implement the voice-based assistant. Other studies have focused on the acceptance and feasibility of voice apps for HF through preliminary assessments, such as survey responses based on usability studies performed in controlled environments [11,12]; the results of all these studies showed the promise that this technology has in the field of chronic disease management, especially for HF. Finally, 2 more recent studies investigated the engagement [13] and feasibility [16] of an HF-related voice app for a longer duration (90 days). The study performed by Apergi et al [13] showed higher engagement with the older patient cohort (similar to this study’s results), and Shara et al [16] reported favorable perception and high comfort levels in their study population. This study begins to uncover the potential that a voice app platform has for a program, such as Medly, and provides a basis for future work to explore who may benefit the most from this platform and why.

Limitations
Multiple limitations were identified over the course of the study and, as a result, should be acknowledged to better understand the impact of the findings.

First, because there were numerous questionnaires and interviews, the study team was mindful of the potential for social desirability bias [41]. As a result, the participants were encouraged to speak honestly and were given the opportunity to disclose their thoughts through questionnaires privately instead of over the phone. Second, because this study was a proof of concept for a voice app in its intended environment, the sample size was not statistically powered, and most of the findings were interpreted in a qualitative manner. Future work should design studies with statistical significance (including using a validated questionnaire to capture user comfort levels with technology) to better understand who this may be most beneficial for. Third, specific study factors could have impacted the participant’s thoughts, experiences, and feedback. The users were aware that the study duration was only a 4-week period and, as a result, may have had higher engagement levels than if they were asked to use the voice app for a longer period. The participants were also required to perform a double entry of their measurements; the study results may have differed if users were only required to use the voice app. Fourth, because the inclusion criteria were general enough to include any patient enrolled in the program, selection bias likely occurred during recruitment. In this case, there may have been missed opportunities to include a greater variety of demographics in the study, especially those who primarily spoke languages other than English. Finally, because most participants in this study had never interacted with a smart speaker before, their thoughts and feedback may have been influenced by the fact that they were interacting with a novel technology. As a result, their thoughts on the device itself could be reflected in their responses, even though any VUI device could have been used in the study.

Conclusions
This study used a mixed methods approach to investigate the acceptability and feasibility of deploying a voice app for digital therapeutics used in chronic disease management. Overall, our findings conclude that the participants were largely successful in using the Medly voice app despite some of the barriers faced, proving that an app such as this could be feasible to be deployed in the clinic for future use. Our data begin to piece together the patient profile that this technology may be most suitable for. Future work should involve a statistically powered study that investigates the following demographics: those who are older (>60 years), have less busy schedules, exhibit high confidence levels when using technology, or experience symptoms (such as fatigue or headaches) from chronic conditions.
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Abstract

Background: Fatigue significantly affects daily functioning in persons with disabilities. Fatigue management can be challenging, and the information provided during routine physician visits to manage fatigue can be overwhelming. One way to address fatigue is to increase knowledge, skills, and confidence for self-management (ie, patient activation). Self-management programs have shown promising effects in targeting fatigue in persons with disabilities. However, satisfaction with self-management programs is low for persons with disabilities, and tailoring interventions to personalized needs has been recommended. SMS text messaging is increasingly being used to implement health behavior change interventions in a person’s natural environment. Little has been done to link mobile health approaches with patient activation and self-management to address fatigue in persons with disabilities.

Objective: This study aimed to develop and test a mobile phone–based fatigue self-management SMS text messaging intervention targeting patient activation in 3 groups of persons with disabilities: persons with multiple sclerosis, persons who had a stroke, and persons with a spinal cord injury.

Methods: We used evidence-based resources and input from a consumer advisory board (CAB; composed of 2 participants from each of the 3 disability groups) and a neurologist to develop the intervention. The study was conducted using a 4-step process: development of the initial SMS text messaging library and categorization of the content into 9 content areas, review and modification of the SMS text messages by the neurologist and CAB, integration of the content library into a digital platform, and utility testing by CAB members.

Results: A total of 6 CAB participants rated SMS text messages covering 9 domain areas of fatigue self-management with good clarity (mean ratings=3.5-5.0 out of 5) and relevance (mean ratings=3.2-5.0 out of 5). Overall, SMS text messaging content was reported by CAB participants as helpful, clear, and well suited for a mobile health intervention. The CAB reached consensus on the time of day that SMS text messages should be sent (morning) and their frequency (once per day). This feedback led the research team to narrow down the program to deliver 48 SMS text messages, 1 per day, Monday through Thursday only, a total of 4 SMS text messages per week, over a 12-week period. The final set of SMS text messages was programmed into a digital platform with a predefined delivery schedule. The usability of the intervention was high, with 55 (83%) out of 66 responses endorsing the highest rating.
Conclusions: This study demonstrates a step-by-step process for developing a fatigue self-management SMS text messaging intervention for persons with disabilities. For this population, whose access to health services is often limited, this intervention provides an alternative delivery model to increase access to fatigue information and deliver content that aligns with the person’s needs.

(JMIR Form Res 2022;6(12):e40166) doi:10.2196/40166
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Introduction

Background
Fatigue significantly impacts the daily functioning of persons with disabilities [1] and decreases participation in major life activities [2-4]. Persons with disabilities reported fatigue as a common and burdensome symptom. Approximately 50% to 80% of people with multiple sclerosis (MS), a spinal cord injury (SCI), or a stroke experience fatigue [2,5,6], a rate 2 to 3 times more prevalent than in the general population and significantly higher than in older adults with other medical conditions [7]. Particularly for persons with disabilities, fatigue is related to other symptoms such as sleep or pain [8] and negatively impacts psychological well-being and quality of life [9-11]. Fatigue also leads to absenteeism and affects the work and productivity of individuals with physical disabilities and chronic disease [12-14]. Fatigue is estimated to cost employers US $136 billion annually in health-related lost work and productivity in the general population [15].

The management of chronic symptoms can be challenging. Self-management programs have shown promising effects in improving self-efficacy and the ability to manage symptoms of persons with disabilities [1,16,17]. Although fatigue is common and distressing across a wide range of chronic disability conditions, no fatigue self-management intervention can be used across different disability groups [18]. A previous report indicated that fatigue management could benefit from a general transdiagnostic approach, with the goal of focusing on individual needs rather than a specific disease [19].

Thus, developing a general fatigue self-management intervention that can be applied across various groups may benefit a larger population living with various disabilities. Satisfaction with current self-management interventions for persons with disabilities is low because the experience of fatigue is unique to the patient experience, and tailoring toward personalized needs has thus been recommended [20]. One possible solution to address these challenges is to increase patient activation—knowledge, skills, and confidence for self-management [21]. Evidence suggests that increasing levels of patient activation improve health outcomes and care experiences and reduce health care costs [22-24]. Mobile health (mHealth) tools, especially SMS text messages using mobile phones, appear to be effective in improving activation and self-management behaviors in chronic disabling conditions [25-27]. SMS text messaging interventions are also increasingly being used to implement self-management programs for persons with disabilities because of their high reach, high accessibility, and relatively low-cost communication strategies [16,28-32]. However, there is limited research linking mHealth approaches with patient activation and self-management to address fatigue in persons with disabilities.

Objective
This study aimed to describe the process of developing and testing the utility of a fatigue self-management SMS text messaging intervention based on patient activation for persons with disabilities. Engaging end users in designing a fatigue self-management SMS text messaging intervention in the early phase of technology development may improve user experiences, accessibility, and usability of the technology [33].

Thus, the design of this study incorporated individuals with MS, SCI, and stroke to provide valuable feedback for developing the fatigue self-management SMS text messaging intervention.

Methods

Participants
This study included an interdisciplinary investigator team with unique clinical expertise in MS, SCI, and stroke. All investigators had experience in disability research to develop the fatigue management SMS text messaging intervention for persons with disabilities. The investigator team organized a consumer advisory board (CAB) that included 2 persons from each disability group (MS, SCI, and stroke). Inclusion criteria for CAB participants were as follows: (1) aged >18 years, (2) had a disability for at least 1 year, (3) reported fatigue that was well managed, (4) had the ability to read and speak English at an eighth-grade level, and (5) were willing to use their own mobile phone and SMS to trial the SMS text messaging intervention. Exclusion criteria included the following: (1) evidence of an acute condition (eg, relapse), (2) sleep apnea, (3) inability to provide consent, (4) terminal cancer, and (5) pregnancy. We used purposive sampling to maximize different ages, genders, races, and ethnicities in an attempt to represent a diverse spectrum of persons with disabilities. The final sample was composed of 6 persons with disabilities, which was deemed by the investigator team as large enough for utility testing but small enough to conduct advisory board sessions in a focus group format [34,35]. A larger sample size is required for future pilot testing. This study also included a physiatrist who had provided medical rehabilitation care for >20 years to provide feedback as an expert health care provider on developing the content and format of the fatigue self-management SMS text messaging intervention.
Procedures

Overview

This study followed a user-centric co-design approach, meaning that participants helped to shape the intervention and their study experience [36]. We used step-by-step procedures to develop and test the utility of the fatigue self-management SMS text messaging intervention. The steps included the following: (1) development of the initial SMS text messaging library for the self-management intervention, (2) review and modification of SMS text messages, (3) integration of the content library into the SMS text messaging system, and (4) utility testing of the SMS text messaging prototype.

Step 1: Development of Initial Text Messaging Library for Fatigue Self-management

The investigator team formed an initial library of SMS text messages based on evidence-based resources from the National MS Society [37,38], the American Stroke Association [39], and the National Spinal Cord Injury Association [40]. The content collected was assessed by the research team and categorized into 9 key content areas for the library of targeted fatigue self-management SMS text messages (eg, sleep, energy conservation, and simplifying activities). The investigator team, composed of 3 licensed occupational therapists, also reviewed the content for accuracy and appropriateness. The investigator team further customized SMS text messages into patient activation measure (PAM) levels 1 to 2 and 3 to 4, where level 1 to 2 SMS text messages focused on building knowledge and increasing awareness and level 3 to 4 SMS text messages focused on increasing skills or maintaining behaviors for self-management [41]. The 4 PAM levels were collapsed into 2 levels to balance tailoring with feasibility (ie, the development of 2 series of SMS text messages was more achievable than that of 4, given our study time frame and funding). Furthermore, collapsing of the PAM levels has been suggested in previous studies based on psychometric assessments.

Step 2: Review and Modification of SMS Text Messages

Health Care Expert Opinion

A physiatrist with extensive care experience with persons with disabilities reviewed the SMS text messaging library for accuracy and appropriateness and participated in an in-depth interview conducted by the investigator team to determine the SMS text messaging library content customized to the fatigue self-management needs of individuals with MS, SCI, and stroke. The interview lasted approximately 1.5 hours and was conducted according to a discussion guide iteratively developed by the investigator team. Detailed notes were taken and summarized during the interviews. The investigator team refined the SMS text messaging library content based on the summary notes.

CAB Feedback

The investigator team identified, screened, and consented 6 participants to join the CAB. A total of 2 advisory board sessions were held via Zoom videoconferencing (Zoom Video Communications) for approximately 90 minutes each to solicit their feedback on the refined SMS text messaging library program. A session moderator, a note taker, and 2 additional research team members helped to facilitate these sessions. Before the first meeting, the investigator team sent a document displaying all the potential SMS text messages included in the program to the participants. Participants were asked to rate the clarity and relevance of all SMS text messages on a 5-point Likert scale (with 5 being the highest rating). The document also included a section in which participants could note their overall thoughts or explain their ratings of certain SMS text messages. During the meeting, the investigator team provided all the participants with background information about the project and patient activation. Subsequently, the investigator team elicited feedback regarding general thoughts and concerns about the refined SMS text messaging library program. The first half of the potential SMS text messages was discussed in the first session, and the remaining half of the SMS text messages was discussed in the second meeting. During the second meeting, the research team also asked the participants about the delivery of SMS text messages, such as the number of SMS text messages per day that would be appropriate and the best time to send them (morning or afternoon). Owing to scheduling conflicts, the first meeting was held twice (first time with 2 participants and repeated for the second time with 4 participants). Both sessions were audio-recorded and transcribed verbatim using Trint [42], a professional transcription service. The transcripts were checked for accuracy by members of the research team.

The original text library began with 57 SMS text messages. Following consultation with the physiatrist, we added the ninth content category of “fatigue education and awareness” and added 16 SMS text messages (for a total of 73 SMS text messages). Further refinement was made to the text library based on the CAB’s clarity and relevance ratings of each text on a 5-point Likert scale. If the mean relevance or clarity rating for a text was between 3.51 and 3.99, the investigator team modified the SMS text message to improve the phrasing or level of detail. If the mean relevance or clarity rating for a text was ≤3.5, the text was removed, leading to 61 SMS text messages. The investigator team finalized the text library with the highest-rated texts across each category. The final 48 texts also aligned with the CAB’s recommendation of 1 text per day during the 12 weeks (ie, Monday through Thursday only, 1 text per day for a total of 4 texts per week, with a question asking about the application of text content delivered on Friday). The number of texts was kept consistent across PAM levels 1 to 2 and 3 to 4.

Step 3: Integration of the Content Library Into the Text Messaging System

We used a digital platform designed by Epharmix (Epharmix, Inc) [43] to deliver the SMS text messaging intervention. We used the predeveloped intervention builder from Epharmix to set up the SMS text messaging logic. A research staff member programmed the SMS text messages and intervention logistics into the Epharmix system. Epharmix complementarily provided the intervention builder and some basic technical assistance. Information was sent and collected via SMS text messages, transmitted between the cellular carrier and the intervention builder using the Secure Sockets Layer, and stored in a secure and encrypted university MySQL [44] database server.
environment. A business associate’s agreement between Epharmix and the university was set up to ensure that electronic patient health information was kept secure. The investigators accessed the database using the Epharmix website.

In the Epharmix system, SMS text messages were grouped into message types, including a welcome message, PAM level 1 to 2 weekly SMS text messages, PAM level 3 to 4 weekly SMS text messages, and check-in SMS text messages asking participants to rate the impact of their fatigue on their daily life and report their use of the tips that week (Figure 1). The system allows research staff to examine participants’ information and monitor their responses to the check-in SMS text messages via the dashboard (Figures 2 and 3). Figures 4 and 5 show screenshots of how the SMS text messages were displayed on a mobile device.

![Figure 1. Available message prescriptions for participants.](image1)

4. Choose Interventions

- Level 1 & 2 Weekly Message
- Welcome Message
- Friday Message 8AM
- Friday Message 9AM
- Friday Message 10AM
- Level 3 & 4 Weekly Message

![Figure 2. Participant dashboard. MRN: medical record number.](image2)

![Figure 3. Test #1 Test #1](image3)

<table>
<thead>
<tr>
<th>Phone</th>
<th>Date of Birth</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRN</td>
<td>Notes</td>
</tr>
<tr>
<td>none given</td>
<td>no notes provided</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prescriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Welcome Message</td>
</tr>
<tr>
<td>Friday Message 8AM</td>
</tr>
<tr>
<td>Friday Message 9AM</td>
</tr>
<tr>
<td>Friday Message 10AM</td>
</tr>
<tr>
<td>Level 3 &amp; 4 Weekly Message</td>
</tr>
</tbody>
</table>
Figure 3. Participant responses to posed weekly question.

<table>
<thead>
<tr>
<th>#</th>
<th>date</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12/17/2021</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>12/10/2021</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>12/03/2021</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>11/26/2021</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>11/19/2021</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>11/12/2021</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>11/05/2021</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>10/29/2021</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>10/22/2021</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 4. Example of daily fatigue management tip.

Confidential message, see below

Develop a regular exercise program with the help of a healthcare provider to reduce loss of strength and endurance.
Step 4: Utility Testing of the Text Messaging Prototype

Once the entire fatigue management SMS text messaging intervention was programmed into the Epharmix intervention builder platform, the 6 CAB members tested the SMS text messaging prototype by receiving SMS text messages on their mobile devices for 1 week. The investigator team sent a usability survey to all CAB members immediately after they completed the 1-week trial. The survey consisted of 11 questions with a 1-7 Likert scale response (1=strongly disagree to 7=strongly agree) and 5 additional qualitative questions. Qualitative questions included whether CAB members thought the timing of the SMS text messages was appropriate, whether they felt that the frequency of the SMS text messages sent was appropriate, whether they had any difficulties responding to the check-in questions, whether they had any further comments regarding the SMS text messaging intervention, and whether they approved of the SMS text messaging intervention. Quantitative questions on the usability survey were adapted from the extended version of the Technology Acceptance Model, which has been shown to accurately account for a large percentage of variance in user usefulness perceptions [45].

Data Analysis

In step 2, the research team reviewed detailed notes from the expert physician, identified recommendations that aligned with the goals of the intervention, and made the version for the CAB to review. The CAB member ratings for each SMS text message were also collected and combined into 1 master spreadsheet for analysis. The investigator team computed the mean clarity and relevance ratings and identified the highest-rated and lowest-rated SMS text messages. Transcriptions of the advisory board sessions produced by Trint were checked for accuracy by 2 trained graduate students. Using a content analysis approach [46], the investigator team deductively developed a formal codebook based on responses from the semistructured questions. A total of 2 graduate students used the codebook to independently code all transcribed texts and met weekly to discuss and reconcile coding discrepancies. In addition, the advisory board qualitative data were triangulated with the data from the usability survey and the physician’s input, and establishing interrater reliability was therefore deemed as unnecessary [47]. We summarized the feedback into the final coding results, which were incorporated into the modifications made to the final version of the text messaging prototype. We used NVivo (version 12; QSR International), a qualitative data analysis software, to analyze the qualitative data [48]. In step 4, all CAB utility ratings were tracked in a spreadsheet and reviewed for the frequency of ratings. Comments shared in the open-ended questions were reviewed for themes.

Ethics Approval

Institutional review board approval from Washington University in St. Louis was obtained before the study (20210319).

Consent, Data Security, and Compensation

All participants were provided with a letter of information, considered a waiver of written consent, before participating, which described the details and purpose of the study. Study data were deidentified and collected through secure and Health Insurance Portability and Accountability Act–compliant platforms (eg, university email and videoconferencing). Participants were financially compensated US $50 per CAB meeting for up to 4 meetings in the form of a written check that was mailed to them.

Results

Step 1: Development of Initial Text Messaging Library for Fatigue Self-management

A total of 9 focus areas (8 identified by the research team and 1 added after consultation with the physiatrist) were developed to be delivered over 12 weeks. A total of 57 SMS text messages were initially created for PAM levels 1 to 2 and 3 to 4 (Tables 1 and 2) from the current evidence and resources on fatigue management. The 57 SMS text messages were increased to 73 SMS text messages following consultation with the physiatrist, refined to 61 after the CAB review, and decreased to 48 by the investigator team to fit within the 12-week time frame (ie, 1 text per weekday, Monday through Thursday only, for a total of 4 texts per week).
Table 1. Summary of SMS text category development and number of SMS text messages.

<table>
<thead>
<tr>
<th>Weekly topic</th>
<th>Operational definition</th>
<th>Number of text messages</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Original content</td>
<td>After a phsyiatrist consult</td>
</tr>
<tr>
<td></td>
<td></td>
<td>development</td>
<td>consult</td>
</tr>
<tr>
<td>Fatigue education and awareness (week 1)⁴</td>
<td>Learn about fatigue and how to be individually aware of its impact, as it is different for each person</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Behavioral techniques (weeks 2 and 3)</td>
<td>Change certain behaviors to reduce fatigue</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>Energy conservation (weeks 4 and 5)</td>
<td>Prevent wasteful use of energy to minimize fatigue in daily activities</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Environment and assistive technology (week 6)</td>
<td>Alter your surroundings and use adaptive equipment to preserve energy and decrease fatigue</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Simplifying activities (week 7)</td>
<td>Break down chores and tasks into smaller pieces so that they are easier to manage and do not cause greater fatigue</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Diet and hydration (week 8)</td>
<td>Understand the impact that hydration and healthy food can have on fatigue</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Effective communication (week 9)</td>
<td>Ensure that the people around you listen and understand your ideas and concepts regarding how fatigue impacts you</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Exercise and physical activity (weeks 10 and 11)</td>
<td>Determine the right amount and type of exercise or physical activity to combat fatigue</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Sleep (week 12)</td>
<td>Develop healthy sleep patterns to decrease fatigue</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Total SMS text messages for all patient activation measure levels 1-4</td>
<td>N/A⁵</td>
<td>57</td>
<td>73</td>
</tr>
</tbody>
</table>

⁴This topic was added following consultation with the physiatrist; before that, we only had 8 topics. The number of SMS text messages was kept consistent across the patient activation measure levels 1 to 2 and 3 to 4.

⁵N/A: not applicable.

⁶One text per day, Monday through Thursday only, a total of 4 SMS text messages per week for 12 weeks.
Table 2. Examples of SMS text messages by patient activation measure levels.

<table>
<thead>
<tr>
<th>Weekly topic</th>
<th>Example SMS text messages for PAM levels 1-2</th>
<th>Example SMS text messages for PAM levels 3-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue education and awareness (week 1)</td>
<td>Recognize that there can be different causes of fatigue, such as pain, daily activities, and stress. Figuring out what causes your fatigue can be a helpful step in learning how to manage it.</td>
<td>Maintain communication with your health professional to learn how to recognize what is causing your fatigue.</td>
</tr>
<tr>
<td>Behavioral techniques (weeks 2 and 3)</td>
<td>Recognize that there are different types of fatigue (such as physical, emotional, and mental or cognitive). Understanding different types of fatigue can help you manage it.</td>
<td>Talk to a health professional about your fatigue. They can help you find strategies to manage symptoms associated with your type of fatigue.</td>
</tr>
<tr>
<td>Energy conservation (weeks 4 and 5)</td>
<td>Ask for help with tiring activities. Tell family or friends if you need help with tasks that are difficult for you.</td>
<td>Keep track of which activities fatigue you and plan those activities during the day when you typically have more energy. This will allow you to complete more tasks throughout the day.</td>
</tr>
<tr>
<td>Environment and assistive technology (week 6)</td>
<td>Learn about different assistive technology options and ergonomic techniques that can help conserve energy.</td>
<td>Consider using one or more assistive technology or ergonomic technique that works best for you. This can help to reduce strain and stress on your body.</td>
</tr>
<tr>
<td>Simplifying activities (week 7)</td>
<td>Changing the way you do certain activities or changing your expectations of yourself can give you more energy.</td>
<td>Think about ways your fatigue can be managed. Try simplifying daily tasks in keeping with your capabilities to manage fatigue.</td>
</tr>
<tr>
<td>Diet and hydration (week 8)</td>
<td>Recognize that nutrition plays a role in combating fatigue. Learn about healthy diet choices that can impact energy levels.</td>
<td>Eating a diet with whole grains, nuts, seeds, and lean proteins will keep your body fueled regularly and help you beat fatigue.</td>
</tr>
<tr>
<td>Effective communication (week 9)</td>
<td>Talk with family and friends about your fatigue and be honest about how it impacts your daily life. This reality may also make you more aware of your own fatigue.</td>
<td>Make an effort to honestly communicate with your family and friends about how fatigue impacts your daily life consistently (maybe schedule a weekly check-in).</td>
</tr>
<tr>
<td>Exercise and physical activity (weeks 10 and 11)</td>
<td>Realize that a regular exercise routine can reduce loss of strength and endurance and improve fatigue symptoms.</td>
<td>Consistently set an exercise goal and plan it into your weekly schedule. This should make following it easier.</td>
</tr>
<tr>
<td>Sleep (week 12)</td>
<td>Treat symptoms that may interfere with sleep, such as spasticity or urinary problems. This can help to reduce fatigue.</td>
<td>Speak with your health care provider about any symptoms, such as spasticity or urinary problems, that may be interfering with your sleep and increasing your fatigue.</td>
</tr>
</tbody>
</table>

aPAM: patient activation measure.

Step 2: Review and Modification of SMS Text Messages

Health Care Expert Opinion

Modifications based on the expert physician’s opinion were made to address two main points: (1) the SMS text messaging intervention should introduce basic fatigue education in its first week and (2) the wording of SMS text messages and the sources from which the content is developed should be more “mainstream.” The first point led to the addition of “fatigue education and awareness” as a new category placed at the beginning of the program to educate about fatigue, different types of fatigue, and their causes, resulting in 9 focus areas. The second point led to the review of more mainstream sources for examples of a layman’s presentation and wording of evidence-based information on fatigue (eg, *Time* magazine and *Men’s Health* magazine) and an improvement in the readability of the SMS text messages.

CAB Feedback

A total of 6 persons with disabilities participated as advisory board members to provide feedback on the SMS text messaging intervention. The advisory board was evenly divided by sex and reported an average age of 47 (SD 13) years (Table 3). Regarding the quantitative feedback, the range in relevance ratings for individual SMS text messages was from 3.2 to 5.0, and the range in clarity ratings was from 3.5 to 5.0 across 9 focus areas. Table 4 outlines a range of quantitative ratings for various example SMS text messages, accompanied by the action taken (ie, remove, modify, or keep).

We summarized the qualitative advisory board feedback based on the 9 SMS text message focus areas (ie, fatigue education and awareness, behavioral techniques, energy conservation, environment and assistive technology, simplifying activities, diet and hydration, effective communication, exercise and physical activity, and sleep; Table 5). Participants provided a wide range of qualitative feedback related to the clarity and relevance of the SMS text messages. The participants also described their personal experiences with some tips or suggestions in the SMS text messages they used for fatigue self-management. A common theme expressed by participants across all areas was the need for more examples (eg, for the diet and hydration area, participants explained that examples of healthy snacks would be helpful). Overall, participants reported that the SMS text messaging content was helpful, clear, and well suited for a mHealth intervention for persons with MS, SCI, and stroke. The advisory board noted that the content seemed particularly relevant for newly diagnosed individuals, as some of the information was not new knowledge for them and served as more of a reminder.
### Table 3. Overview of advisory board demographics (N=6).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>46.67 (12.6; 25-59)</td>
</tr>
</tbody>
</table>

**Gender, n (%)**
- Male: 3 (50)
- Female: 3 (50)

**Race, n (%)**
- Black or African American: 1 (17)
- White: 5 (83)

**Ethnicity, n (%)**
- Hispanic or Latino origin: 0 (0)
- Non-Hispanic or Latino origin: 6 (100)

**Diagnosis, n (%)**
- Multiple sclerosis: 2 (33)
- Spinal cord injury: 2 (33)
- Stroke: 2 (33)

### Table 4. Examples of the range of quantitative advisory board feedback and changes made.

<table>
<thead>
<tr>
<th>Content categories</th>
<th>Initial SMS text message example</th>
<th>Clarity rating (1-5), mean (SD)</th>
<th>Relevance rating (1-5), mean (SD)</th>
<th>Action taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue education and awareness</td>
<td>“Take your fatigue medication on time because sometimes fatigue can occur without any warning.” (PAM level 1-2)</td>
<td>5.0 (0.7)</td>
<td>3.2 (0.1)</td>
<td>Removed</td>
</tr>
<tr>
<td>Behavioral techniques</td>
<td>“Participate in cognitive behavioral therapy (CBT) to cope with difficult situations with the help of a health care provider.” (PAM level 3-4)</td>
<td>4.2 (0.5)</td>
<td>3.8 (0.3)</td>
<td>Modified by replacing “cognitive behavioral therapy” with “problem-solving skills”</td>
</tr>
<tr>
<td>Energy conservation</td>
<td>“Use grocery delivery services to conserve energy that would be spent going to the store.” (PAM level 1-2)</td>
<td>4.7 (0.3)</td>
<td>3.8 (0.4)</td>
<td>Modified so that grocery delivery is an example rather than a focus of the text</td>
</tr>
<tr>
<td>Environment and assistive technology</td>
<td>“Plan ahead for your return back to work or school and think about modifying activities and tasks that are more difficult so that you can continue to do them.” (PAM level 3-4)</td>
<td>3.5 (0.6)</td>
<td>3.8 (0.6)</td>
<td>Removed</td>
</tr>
<tr>
<td>Simplifying activities</td>
<td>“Taking rest breaks between demanding tasks can help you combat fatigue.” (PAM level 1-2)</td>
<td>4.8 (0.4)</td>
<td>4.7 (0.5)</td>
<td>Kept</td>
</tr>
<tr>
<td>Diet and hydration</td>
<td>“Eat healthy foods that are high in iron. Plan to add these food choices to your meal to promote more long-term energy: spinach, legumes, pumpkin seeds, turkey, broccoli, tofu, &amp; fish.” (PAM level 3-4)</td>
<td>5.0 (0.1)</td>
<td>4.7 (0.4)</td>
<td>Kept</td>
</tr>
<tr>
<td>Effective communication</td>
<td>“Recognize that joining a support group can help to decrease your frustration with having long-term fatigue.” (PAM level 1-2)</td>
<td>4.3 (0.5)</td>
<td>4.2 (0.4)</td>
<td>Kept</td>
</tr>
<tr>
<td>Exercise and physical activity</td>
<td>“Active wheeling or walking to places you would have normally traveled to in a vehicle or by parking a bit farther away will provide some exercise or physical activity.” (PAM level 1-2)</td>
<td>4.2 (0.3)</td>
<td>3.8 (0.4)</td>
<td>Modified by replacing reference to parking with a general statement about using active wheeling or walking instead of driving</td>
</tr>
<tr>
<td>Sleep</td>
<td>“Monitor the temperature of your sleeping space to make sure it is not too hot. Heat can make it more difficult to fall and stay asleep and can increase fatigue.” (PAM level 3-4)</td>
<td>4.7 (0.1)</td>
<td>5 (0.5)</td>
<td>Kept</td>
</tr>
</tbody>
</table>

*aPAM: patient activation measure.*
Table 5. Examples of qualitative advisory board feedback.

<table>
<thead>
<tr>
<th>Content category</th>
<th>Initial SMS text example</th>
<th>Summarized feedback</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue education and awareness</td>
<td>“Figure out which type of fatigue you may be experiencing by talking to a health professional. Your fatigue may look different from other people’s fatigue, and they can help you figure out what works best for you.” [PAM level 3-4]</td>
<td>This statement should be delivered earlier in the week.</td>
<td>“This statement should come earlier.” [58-year-old White woman]</td>
</tr>
<tr>
<td>Behavioral techniques</td>
<td>“Schedule meaningful activities into your daily routine to help fight fatigue.” [PAM level 3-4]</td>
<td>The phrase “meaningful activities” is confusing and vague.</td>
<td>“What are some examples...that would be meaningful to somebody that would help them reduce fatigue? Because I had a hard time. If I sat down on the sofa and watched TV all afternoon, I might reduce my fatigue, but I don’t think that’s good for anybody.” [44-year-old White woman]</td>
</tr>
<tr>
<td>Energy conservation</td>
<td>“Planning visits and knowing what challenges you will face when arriving will help to manage energy use.” [PAM level 1-2]</td>
<td>The term “visits” is too vague.</td>
<td>“Can you be a bit more specific than ‘visits’?” [58-year-old White woman]</td>
</tr>
<tr>
<td>Environment and assistive technology</td>
<td>“Be aware that different body positions can cause strain, which may increase feelings of fatigue.” [PAM level 1-2]</td>
<td>Something we just figure out on our own.</td>
<td>“It just didn’t seem like it really was relevant because it’s like, you kind of live it and you’ve kind of just got to test out the waters to see what works good for you.” [37-year-old Black or African American man]</td>
</tr>
<tr>
<td>Simplifying activities</td>
<td>“Reducing the number of transfers you make daily can help you to reduce your fatigue.” [PAM level 1-2]</td>
<td>The text needs to specify to whom transferring is relevant.</td>
<td>“Can you specify what kind of person needs to be concerned about transferring?” [58-year-old White woman]</td>
</tr>
<tr>
<td>Diet and hydration</td>
<td>“Eat a balanced diet regularly to reduce fatigue.” [PAM level 1-2]</td>
<td>Examples would be helpful.</td>
<td>“Perhaps include a list of healthy snack ideas. Sometimes people with disabilities are too fatigued to eat full meals.” [57-year-old White woman]</td>
</tr>
<tr>
<td>Effective communication</td>
<td>“Talk with family and friends about your fatigue and be honest about how it impacts your daily life. This reality may also make you more aware of your own fatigue.” [PAM level 1-2]</td>
<td>This text message tip is easier said than done.</td>
<td>“This would be a delicate subject, talking to family and friends about fatigue. Other people usually think sitting down for 10 minutes is all I need. They have no frame of reference.” [57-year-old White woman]</td>
</tr>
<tr>
<td>Exercise and physical activity</td>
<td>“Find self-care activities that are important to you. This will help to reduce your fatigue levels.” [PAM level 1-2]</td>
<td>Examples would be helpful.</td>
<td>“Pretty vague. Do you mean putting on makeup and styling your hair?” [57-year-old White woman]</td>
</tr>
<tr>
<td>Sleep</td>
<td>“Electronic devices’ artificial blue light can suppress the sleep hormone melatonin, which may make it more difficult for you to fall asleep. Track your screen time throughout the day to determine if it makes a difference in your sleep.” [PAM level 1-2]</td>
<td>The 2 statements need a clearer connection between each other.</td>
<td>“I don’t see the correlation between the first and second sentence. It’s the second one that impacts sleep.” [58-year-old White woman]</td>
</tr>
</tbody>
</table>

*A PAM: patient activation measure.

Table 6 lists the additional delivery and logistics codes with example quotes. The participants agreed that SMS text messages should be grouped by topic for each week. They also agreed that SMS text messages should be delivered at the same time every day, preferably in the morning. Regarding personalization of the SMS text message content, participants felt that SMS text messages with introductory content, reminders, and general statements would be best suited for individuals with a newly diagnosed disability. In contrast, the content should be more personalized, tailored, and strategy based for those who have lived with their disability for a longer period. The CAB has also reached a consensus on the preference for only 1 SMS text message per day. This feedback led the investigator team to narrow down the program to deliver 1 SMS text message per day for 12 weeks. Therefore, the research team eliminated the SMS text messages with the lowest relevance and clarity ratings.
Every SMS text message delivered began with a “confidential message, see below.” The wording confused CAB members, and they did not know who was sending the SMS text messages. Unfortunately, the SMS text message was automatically generated by the system, and it could not be deleted or edited. We also discovered that the SMS text messages sent to participants did not come from the same phone number, which made the program’s SMS text messages harder to identify as being related to the study. Therefore, we decided to educate all research participants before the intervention phase that SMS text messages would come from different phone numbers, and they would always begin with the “confidential message” wording.

Several more limitations of the intervention builder application did not necessarily impact the participants but influenced how we managed the study. We could not repeat the SMS text messages if the participant did not respond, and there was no way for us to know whether the SMS text messages were opened or read. To overcome these limitations, the research coordinator planned to closely follow the required weekly responses and conduct follow-up phone calls during the next testing phase with future research participants in the full 12-week program.

Step 4: Utility Testing of the Text Messaging Prototype

After completing the 1-week trial of the SMS text messaging intervention, the CAB members provided feedback on their experiences using the usability survey. Members rated the first 11 questions of the survey using a 1-7 Likert rating scale. Table 7 presents the questions and responses. The CAB members supported the developed formatting and usability of SMS text messaging. There was a single rating of 1, which was related to the question, “Whenever I made a mistake using the text messaging program, I could recover easily and quickly.” The CAB member who reported this rating commented, “I’m sure it’s easy to recover from a mistake—hit the back key on my phone and was able to answer the question—but I’m not sure if this was the correct thing to do. I most likely missed the instruction—what to do if you make a mistake.” The low rating was not necessarily because the participant disagreed with the ease of recovering from a mistake but because they were unsure whether the method they used was correct.

Table 6. Examples of delivery and logistics feedback.

<table>
<thead>
<tr>
<th>Delivery and logistics codes</th>
<th>Topic description</th>
<th>Consensus</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Format</td>
<td>In what order the content should be delivered</td>
<td>Structured and grouped together</td>
<td>“I like it more structured, too, where, you know, you can be like, every Wednesday, you get something about working out or stuff like that or, ‘did you work out today?’” [57-year-old White woman]</td>
</tr>
<tr>
<td>Personalization</td>
<td>How personalized the content should be</td>
<td>Broad and simple is better for newly diagnosed individuals; more personalized and strategy based is better for individuals who have lived with their disability for a longer period</td>
<td>“If you just had a stroke or you were just diagnosed with MS or you just got a spinal cord injury, then you know, this is all great. But if you’re further along, like, I don’t need a reminder to take medicine, and I don’t want it either.” [58-year-old White woman]</td>
</tr>
<tr>
<td>Timing</td>
<td>At what time the content should be delivered</td>
<td>Once per day in the morning</td>
<td>“I think if they were at the same time every day, it would be more coordinated. Sometime in the morning.” [59-year-old White man]</td>
</tr>
</tbody>
</table>

Step 3: Integration of the Content Library Into the Text Messaging System

In most cases, research and Epharmix staff worked together and obtained the functionality that the designed SMS text messaging intervention required. However, we encountered a few limitations with programming. The first limitation incurred during programming was that the intervention builder application only allowed 50 scripts (the individual SMS text messages sent to the users), but the designed SMS text messaging intervention required 135 scripts. The Epharmix staff were able to open the permissions and allow up to 200 scripts. The next limitation was that the Epharmix allowed only 3 different sets of SMS text messages. However, this project had 6 different sets of scripts to deliver the 12-week fatigue self-management SMS text messaging intervention. The first set was a single message delivered once as a welcome message to all the participants before beginning the intervention phase. The second set of scripts consisted of 48 separate daily fatigue management tips delivered at the same preset time once a day on Monday through Thursday for participants who scored a PAM level of 1 to 2. The third set of scripts was a different set of 48 daily fatigue management tips delivered at a preset time once a day on Monday through Thursday for participants who scored a PAM-13 level of 3 to 4. Scripts fourth to sixth were single SMS text messages set up to deliver check-ins on Fridays at 3 different time points and with 3 different SMS text messages. The first Friday message posed a question asking the participants to rate how their fatigue had impacted their daily life over the past week (1=not at all to 5=very much). The second message asked the participants to rate how often they had used the provided fatigue tips over the past week (1=not at all to 4=nearly every day). The third message was a motivational one that thanked them for their participation and commended them on a job well done. The Epharmix staff was able to open permissions, allowing the system to accept 6 sets of SMS text messages.

The next set of challenges came during the research staff and CAB testing of the developed SMS text messaging intervention. Every SMS text message delivered began with a “confidential message, see below.” The wording confused CAB members, and they did not know who was sending the SMS text messages. Unfortunately, the SMS text message was automatically generated by the system, and it could not be deleted or edited. We also discovered that the SMS text messages sent to participants did not come from the same phone number, which made the program’s SMS text messages harder to identify as being related to the study. Therefore, we decided to educate all research participants before the intervention phase that SMS text messages would come from different phone numbers, and they would always begin with the “confidential message” wording.

Several more limitations of the intervention builder application did not necessarily impact the participants but influenced how we managed the study. We could not repeat the SMS text messages if the participant did not respond, and there was no way for us to know whether the SMS text messages were opened or read. To overcome these limitations, the research coordinator planned to closely follow the required weekly responses and conduct follow-up phone calls during the next testing phase with future research participants in the full 12-week program.

Step 4: Utility Testing of the Text Messaging Prototype

After completing the 1-week trial of the SMS text messaging intervention, the CAB members provided feedback on their experiences using the usability survey. Members rated the first 11 questions of the survey using a 1-7 Likert rating scale. Table 7 presents the questions and responses. The CAB members supported the developed formatting and usability of SMS text messaging. There was a single rating of 1, which was related to the question, “Whenever I made a mistake using the text messaging program, I could recover easily and quickly.” The CAB member who reported this rating commented, “I’m sure it’s easy to recover from a mistake—hit the back key on my phone and was able to answer the question—but I’m not sure if this was the correct thing to do. I most likely missed the instruction—what to do if you make a mistake.” The low rating was not necessarily because the participant disagreed with the ease of recovering from a mistake but because they were unsure whether the method they used was correct.
Table 7. Advisory board member perspectives on usability (scale of 1=strongly disagree to 7=strongly agree, or not applicable).

<table>
<thead>
<tr>
<th>Usability statement</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The SMS (text) program format was easy to use</td>
<td>7 (0)</td>
</tr>
<tr>
<td>It was easy for me to learn to use the SMS (text) program</td>
<td>7 (0)</td>
</tr>
<tr>
<td>The questions posed in the SMS (text) program were easy to read, understand, and respond to</td>
<td>6.5 (0.8)</td>
</tr>
<tr>
<td>Whenever I made a mistake using the SMS (text) program, I could recover easily and quickly (missing=3)</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td>I like the SMS (text) program</td>
<td>7 (0)</td>
</tr>
<tr>
<td>The information in the SMS (text) program was well organized</td>
<td>6.7 (0.8)</td>
</tr>
<tr>
<td>I feel comfortable using the SMS (text) program in social settings</td>
<td>7 (0)</td>
</tr>
<tr>
<td>The amount of time involved in using the SMS (text) program has been fitting for me</td>
<td>7 (0)</td>
</tr>
<tr>
<td>I would use the SMS (text) program again</td>
<td>7 (0)</td>
</tr>
<tr>
<td>Overall, I am satisfied with the SMS (text) program</td>
<td>7 (0)</td>
</tr>
<tr>
<td>The SMS (text) program has all the functions and capabilities I expected it to have</td>
<td>6.8 (0.4)</td>
</tr>
</tbody>
</table>

The 5 additional open-ended questions in the usability survey primarily received positive feedback, supporting the usability of the SMS text messaging intervention. The first question, “Did you feel like the timing (in the morning) of the daily text messages was appropriate?” received responses including the following: “fit my schedule well,” “I work nights, but I found the messages when I woke up,” and “it was the middle of my workday or seemed like it—but I work 6 am to 3 pm, more than likely it’s OK for everyone.” The second question, “Did you feel like the frequency of how often the text messages were sent was appropriate” received a single response: “A couple more would have been appropriate also, like maybe in the evening.” The next question, “Did you have any difficulties responding to the check-in questions posed on Fridays,” also received a single response: “The number 1 was already entered as the response, and the first time, I accidentally sent that as my response. The second time, I was able to send my own response.” The fourth question, “Do you approve of the text program format that has been developed” received 2 responses: “Did a nice job, liked all the content,” and “I liked how y’all developed it—informative but not overwhelming.”

Discussion

Principal Findings

Fatigue is a common chronic condition for persons with disabilities [49]. Education on fatigue self-management is crucial for supporting patient activation to reduce fatigue [50]. This study described the 4-step process used to develop the fatigue self-management SMS text messaging intervention. The expert physician and CAB provided insight into the clarity, relevance, and content of the fatigue self-management SMS text messaging intervention for persons with MS, SCI, and stroke. Participants in the CAB found the content of the SMS text messages relevant, providing support, motivation, and accountability via a simple and convenient mode of communication. Participants also indicated that 1 weekly check-in message and 4 fatigue self-management SMS text messages per week were appropriate for intervention delivery. Our findings concur with those of an earlier qualitative study; participants in both studies showed positive experiences with SMS text messaging interventions and perceived the incorporation of SMS text messages as an adjunctive tool to support health management [51]. Previous mHealth SMS text message–based interventions have used a variety of methods to develop message content. Some recent mHealth interventions have used message libraries adapted from previous successful trials or developed based on feedback from expert working groups without consultation from end users [52,53]. However, recent studies have incorporated co-design or participatory methods, and this approach appears to be becoming the standard. Examples of end user or consumer involvement in the development stages include real-time ratings, daily qualitative telephone interviews, crowdsourcing, usability testing, and mixed co-design workshops comprising both health professionals and consumers [27,54-56].

This study incorporated the concept of patient activation into the development of the fatigue self-management SMS text messaging intervention for individuals with various disabilities. This approach is similar to another ongoing trial in Southeast Asia that proposed the development and testing of a mobile app–based self-management program to empower people with knowledge and skills to manage metabolic syndromes (eg, diabetes or hypertension) [57]. A unique finding of our study is that our process involved both medical staff and persons with disabilities as part of the team to guide the development of the digital intervention. Participants also evaluated all SMS text messages to increase their relevance and clarity before the SMS text messages were incorporated into the digital platform. Participants made further suggestions to support intervention delivery and improve user engagement. One suggestion was to provide a structured format wherein we would send SMS text messages at the same time throughout the intervention. We incorporated this suggestion by programming all SMS text messages to be presented in a structured sequence. Another suggestion was to personalize SMS text messages based on the chronicity of an individual’s disability. Interventions for persons with a recent onset of disease or following a new injury should emphasize psychoeducation, which enables people to learn and adjust to a new disability. In contrast, interventions for people in the chronic stage should emphasize building strategies to cope with barriers encountered while living in the community.
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Our SMS text messaging intervention is focused on increasing self-management knowledge and skills by providing patient activation–based health tips to manage fatigue. This intervention would likely be appropriate for persons with various chronic stages of disability. Further research is required to support this argument.

Challenges were encountered when integrating SMS text messages into the digital platform. A key lesson learned in this study is to foster close collaboration between the technology industry and medicine to develop or adapt technology [60]. We also confirmed the importance of involving the end user to help guide the development and optimization of the technology to be used in medicine. This practice should become standard both within health care and across many other sectors. With support from our technology partner, we could adapt several features of intervention technology to meet the needs of our target population without sacrificing functionality. We also conducted usability testing in which our CAB members trialed the SMS text messaging intervention for a week. They endorsed all items with positive responses, suggesting the adequate usability of the SMS text messaging intervention. Future research is needed to examine the usability of this program in a larger disability group.

Additional Study Limitations
A potential limitation is that our SMS text messaging intervention included SMS text messages from 9 domain areas. It is unclear which domain areas are most effective. A future trial may ask participants to rate which domains of SMS text messages they find most helpful in managing their fatigue. We designed the intervention content by structuring various domain areas across 12 weeks. We anticipate that not all content will benefit all participants at one point in time. A future study may explore whether adding a preparation session to identify the areas needed and prescribing the relevant SMS text messages for each participant would lead to a better outcome.

Conclusions
This study demonstrates a robust method for developing a fatigue self-management SMS text messaging intervention for people with MS, SCI, and stroke. With input and support from a medical expert, persons with disabilities, and the technology vendor, we developed an intervention delivered through technology to people with various disabilities at different patient activation levels. The next steps include pilot-testing the fatigue self-management SMS text messaging intervention with people with MS, SCI, and stroke to examine its flexibility and explore its initial effects.
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Abstract

Background: Reviews of digital communication technologies suggest that they can be effective in supporting medication use; however, their use alongside nondigital components is unclear. We also explored the delivery of a digital communication intervention in a relatively novel setting of community pharmacies and how such an intervention might be delivered to patients with multiple long-term conditions. This meant that despite the large number of intervention examples available in the literature, design questions remained, which we wanted to explore with key stakeholders. Examples of how to involve stakeholders in the design of complex health care interventions are lacking; however, human-centered design (HCD) has been suggested as a potential approach.

Objective: This study aimed to design a new community pharmacy text messaging intervention to support medication use for multiple long-term conditions, with patient and health care professional stakeholders in primary care.

Methods: HCD was used to map the intervention “journey” and identify design questions to explore with patients and health care professionals. Six prototypes were developed to communicate the intervention concept, and a modified version of the Nominal Group Technique was used to gather feedback. Nominal group meetings generated qualitative data using questions about the aspects that participants liked for each prototype and any suggested changes. The discussion was analyzed using a framework approach to transform feedback into statements. These statements were then ranked using a web-based questionnaire to establish a consensus about what elements of the design were valued by stakeholders and what changes to the design were most important.

Results: A total of 30 participants provided feedback on the intervention design concept over 5 nominal group meetings (21 health care professionals and 9 patients) with a 57% (17/30) response rate to the ranking questionnaire. Furthermore, 51 proposed changes in the intervention were generated from the framework analysis. Of these 51 changes, 27 (53%) were incorporated into the next design stage, focusing on changes that were ranked highest. These included suggestions for how text message content might be tailored, patient information materials, and the structure for pharmacist consultation. All aspects that the participants liked were retained in the future design and provided evidence that the proposed intervention concept had good acceptability.

Conclusions: HCD incorporating the Nominal Group Technique is an appropriate and successful approach for obtaining feedback from key stakeholders as part of an iterative design process. This was particularly helpful for our intervention, which combined digital and nondigital components for delivery in the novel setting of a community pharmacy. This approach enabled the collection
and prioritization of useful multiperspective feedback to inform further development and testing of our intervention. This model has the potential to minimize research waste by gathering feedback early in the complex intervention design process.

(JMIR Form Res 2022;6(12):e41735)  doi:10.2196/41735
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Introduction

Background

Medication nonadherence is a known problem internationally, with 30%-50% of patients not taking medicines as prescribed, particularly in the case of long-term conditions [1]. This means that patients do not attain the health gains expected from medication and represent an avoidable cost to health care systems [2]. Patients are also increasingly managing multiple long-term conditions (MLTCs) [3], resulting in the requirement to manage multiple medicines. This poses additional challenges for patients [4].

Evidence suggests that digital communication technologies can improve medication adherence [5]; however, most interventions are not designed for patients with MLTCs [6]. Methods to develop such interventions are lacking, but updated guidance on complex intervention development from the Medical Research Council (MRC) suggests that approaches such as human-centered design (HCD) could be helpful [7]. Some reviews of digital communication to improve medication adherence have also suggested that their use may be optimized when delivered alongside other components such as face-to-face consultations or telephone appointments [8-10]. However, the contribution of these additional components to overall effectiveness is unclear [6].

Intervention Description

This study describes our first phase of development of a community pharmacy–delivered text messaging intervention to support medication use for patients with MLTCs. Our setting is in the United Kingdom National Health Service (NHS), where approximately 99% of community pharmacies have an NHS contract to deliver health care services [11,12]. This includes the New Medicines Service [13,14] to support medication taking and, at the time of this project, Medicines Use Reviews [15,16], although these have since been decommissioned.

Our proposed intervention concept aimed to combine an automated two-way text messaging program with community pharmacy support. Our program theory used concepts from the Behavior Change Wheel [17] and was developed using intervention mapping [18]. The Behavior Change Wheel includes the Capability, Opportunity, and Motivation model (COM-B) for behavior performance, with each component able to affect behavior. Our program theory centered on how COM-B is applied to the behavior of “taking medication” to influence the outcome of medication adherence. Similar to others [19], we also considered medication adherence to be an outcome that exists in the spectrum between “suboptimal” and “increased” adherence levels.

Physical opportunity, physical capability, and psychological capability for taking medication by patients were intended to be assessed during a face-to-face pharmacist consultation, with barriers resolved by either the patient or pharmacist, depending on the barriers identified. Two-way automated text messaging aims to support habit formation via the Automatic Motivation component of the COM-B and influence Reflective Motivation for taking medication. An overview of the program theory can be found in Figure 1 and was developed based on our systematic review [6] and experience as health care professionals (HCPs), with input from a project steering group that included patients. However, as examples of similar interventions were lacking and the intervention included both digital and nondigital components, we felt that an HCD design process would be helpful in further developing the intervention concept.
Intervention Design Approach

Evidence from a systematic review [20] that informed MRC recommendations on the development of complex interventions suggests that the strength of HCD is its focus on patient experience. However, examples of how prototypes, a key feature of HCD, can support complex health care intervention designs are lacking. Our approach used the HCD toolkit developed by IDEO.org [21], where appropriate tools are recommended for selection depending on the individual intervention. In this study, we describe how we used prototyping to involve patients and HCPs in the intervention design.

We used the guidance for reporting intervention development studies in health research checklist [22] to construct this study, and a copy of the completed checklist is available in Multimedia Appendix 1. This paper aimed to both provide readers with an understanding of our proposed intervention and an example approach for using HCD and prototypes to develop complex health care interventions.

Methods

Overview

We used the HCD toolkit from IDEO.org [21] to guide the iterative design process and incorporated a modified version of Nominal Group Technique (NGT) [23] to gather and analyze feedback from patient and HCP participants. NGT was chosen to explore consensus on the most important aspects that participants liked and what changes were most important. This consensus was anticipated to be important for informing design changes in a scenario where it would be unfeasible to make all changes or where there may be incompatible changes suggested between participants, which would require resolution.
HCD and Prototype Development

Using the “journey map” tool from the IDEO.org HCD toolkit, a patient journey for the intervention idea was created (Figure 2) along with a series of design questions which were prioritized with input from the project steering committee. The steering committee included researchers, patients, a general practitioner (GP), community pharmacist, and a representative from the software provider (Florence [24]) to advise on how the technology could support intervention design. To explore the identified design questions, prototypes representing ideas related to the design of the intervention were created. These prototypes were used to gather feedback from the patients and HCPs. A list of design questions, prototypes, and participant groups is presented in Table 1. Who was asked to provide feedback on what prototype depended on the design questions to be answered. At this stage in the design process, we only sought feedback on text message content ideas from HCPs to obtain feedback on clinical acceptability, with the intention of receiving feedback on text message content from patients at a future stage in the development process. This was to ensure that we did not spend time creating text message content, which HCPs would not support the delivery of.

Six prototypes were created to support the discussion of the intervention design concept with the patients and HCPs. These included the following: (1) a video of a community pharmacy assistant inviting a patient to receive the new intervention; (2) a questionnaire to tailor the content of the automated 2-way text messaging; (3) an information leaflet for patients; (4) a video of the pharmacist consultation adapted to deliver the new intervention; (5) a document describing how the tailoring questionnaire would determine text messaging content; and (6) a diagram suggesting how community pharmacy and general practice teams might collaborate to support patients during intervention delivery.

A summary of how each prototype was developed can be found in Multimedia Appendix 2 [6,25-33]. The prototypes represented ideas about both intervention and implementation. As good acceptability is known to be important for intervention implementation [34], we wanted to explore this with key stakeholders, in addition to identifying potential changes to the design. Our key stakeholders included patients as end users and community pharmacists as intervention providers. In addition, we included general practice as the care provider responsible for prescribing and monitoring the medication. The involvement of wider primary care in community pharmacy intervention design has also been highlighted as important by others [35,36].
Figure 2. Patient “Journey Map” for the proposed intervention combining automated 2-way text messaging and community pharmacy support.
Table 1. Overview of the design questions, prototypes and participant feedback groups for the development study.

<table>
<thead>
<tr>
<th>Step</th>
<th>Design question</th>
<th>Agreed prioritization with steering committee and rationale</th>
<th>Prototype used to explore</th>
<th>Feedback participant group</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.</td>
<td>What is the best way to approach patients to receive intervention in a community pharmacy setting?</td>
<td>High: as this is a new setting for a digital communication intervention in the United Kingdom</td>
<td>Video of PA inviting patient to receive the intervention</td>
<td>Patients</td>
</tr>
<tr>
<td>2.</td>
<td>Who is the best person to approach them?</td>
<td>Medium: need to check if this needs to be a pharmacist or could be support staff</td>
<td>Video of PA inviting patient to receive the intervention</td>
<td>Patients</td>
</tr>
<tr>
<td>2.</td>
<td>What would encourage patients to find out more about the intervention?</td>
<td>High: need to ask about information needs to help patients decide if intervention will be helpful for them</td>
<td>Video of PA inviting patient to receive the intervention</td>
<td>Patients</td>
</tr>
<tr>
<td>3.</td>
<td>How should the pharmacist consultation be structured?</td>
<td>High: explore content and delivery for initial acceptability</td>
<td>Video of pharmacist consultation</td>
<td>Patients and HCPs</td>
</tr>
<tr>
<td>3.</td>
<td>How would barriers to medication adherence be assessed?</td>
<td>High: explore useability of the tailoring tool, ease of completion</td>
<td>Tailoring questionnaire</td>
<td>Patients</td>
</tr>
<tr>
<td>3.</td>
<td>What information will patient need before setting up the text messaging?</td>
<td>High: identify key questions patients have about the text messaging</td>
<td>PIL for intervention</td>
<td>Patients</td>
</tr>
<tr>
<td>3.</td>
<td>What should the information for patients look like?</td>
<td>Medium: explore length and presentation of the information materials</td>
<td>PIL for intervention</td>
<td>Patients</td>
</tr>
<tr>
<td>4.</td>
<td>What information should text messages contain?</td>
<td>Medium: information will be taken from other studies but will require a sense check</td>
<td>Document describing the TM for content tailoring process</td>
<td>HCPs</td>
</tr>
<tr>
<td>4.</td>
<td>Which messages should we ask patients to respond to?</td>
<td>Medium: information will be taken from other studies but will require a sense check</td>
<td>Document describing the TM for content tailoring process</td>
<td>HCPs</td>
</tr>
<tr>
<td>4.</td>
<td>What information will we ask patients to send back?</td>
<td>Medium: information will be taken from other studies but will require a sense check</td>
<td>Document describing the TM for content tailoring process</td>
<td>HCPs</td>
</tr>
<tr>
<td>5.</td>
<td>What happens if the pharmacy needs to refer the patient to another health care professional?</td>
<td>High: need to explore how communication between community pharmacies and general practice might work</td>
<td>Communication diagram</td>
<td>HCPs</td>
</tr>
</tbody>
</table>

Feedback Using Modified NGT

Overview

Five nominal group meetings based on a modified NGT [23] were arranged to gather and analyze the feedback gathered using the intervention concept prototypes. The participants were provided with prompts to generate ideas about what they liked about the prototype and suggestions for changes. Ideas were initially generated silently, followed by sharing and discussions. Following qualitative analysis, ranking statements were generated and a web-based questionnaire was administered to rank these statements. Only 1 round of ranking was performed.

Participants

The participants included patients, community pharmacists, GPs, and practice nurses. Inclusion criteria for patients included active use of a mobile phone and ability to self-manage at least one long-term condition. As this was formative research, we did not wish to initially limit our sampling frame by dictating that participants had more than one long-term condition and felt that those with only one condition would still provide useful feedback at this stage in the development process. HCPs were required to be currently providing patient-facing care.

Convenience sampling was used in this study. Patient participants were recruited through a patient, public, and caregiver involvement network hosted by the University of Sunderland. This network is a collection of people involved in health care teaching and research. HCPs were recruited via professional networks of the research team. Each participant was provided with an invitation letter, participant information sheet, and consent form in advance and were completed before data collection.

Ranking Statement Generation

Ranking statements were generated based on a qualitative analysis of the data generated during face-to-face nominal group meetings. The prototypes were presented individually. Elements that participants liked about the prototypes, and what they thought needed to be changed, were captured in the verbal discussion and on participants’ written notes. Topic guides for
these discussions are available in Multimedia Appendix 3. The nominal group meetings were audio recorded and transcribed verbatim before qualitative analysis. The meetings were facilitated by GD with contemporaneous notes taken by NH. Meetings were arranged separately for patients and HCPs, as shown in Table 1. Five nominal group meetings were conducted in autumn 2018.

Transcripts and notes were analyzed using the framework approach [23] to identify the statements for the ranking exercise. Initially, an analytic framework was deductively applied. Data were coded for the prototype to which they related, and whether the data were related to a suggested change or aspect that participants liked. Within these categories, individual suggestions were coded inductively to generate ranking statements. Examples of these processes are presented in Table 2. Although the prototypes differed for patients and HCPs, there was some overlapping content. For example, the tailoring questions in the patient prototype also appeared in the HCP prototype which described how the tailoring questionnaire would determine text message content. Where feedback was for a different prototype to that examined directly, we decided to include it in the ranking exercise for the relevant participant group. The analysis was performed using NVivo 11 (QSR International) [37].

<table>
<thead>
<tr>
<th>Table 2. Examples of how ranking statements were generated from qualitative analysis coding.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualitative extract from nominal group meetings</td>
</tr>
<tr>
<td>“I think it was explained well by the pharmacist about what was going to be involved in the scheme” [Patient, Focus Group 2]</td>
</tr>
<tr>
<td>“I think [the pharmacy assistant] gave [the patient] plenty of information” [Patient, Focus Group 3]</td>
</tr>
<tr>
<td>“…because of the way I’ve answered the questionnaire I won’t get a reminder.” [Patient, Focus Group 3]</td>
</tr>
<tr>
<td>“A lot of people forget their statins at night. It wasn’t checked that he was taking his statin at night, but if he was forgetting at night, he might want to have it at night to remind him to take his statin” [General practitioner, Focus Group 5]</td>
</tr>
<tr>
<td>“I really liked the MUR… I think having that conversation at the start is really good” [Pharmacist, Focus Group 1]</td>
</tr>
<tr>
<td>“I think if the pharmacist looked at it and thought hang on a minute, why are they taking that in the morning and it’s definitely something they should be taking at night. It raises maybe a bit more care in the review” [Patient, Focus Group 2]</td>
</tr>
<tr>
<td>“[The text messages put] the buck on them in a way that they’re going to have to be more responsible and I quite like that.” [Practice Nurse, Focus Group 4]</td>
</tr>
<tr>
<td>“Minimal impact on clinician burden (patient ownership and responsibility placed on them)” [Extract from notes, Pharmacist, Focus Group 1]</td>
</tr>
<tr>
<td>“So your target can be slightly different. Also depending which medications they’re on, because sometimes you just have to accept that level.” [Practice Nurse, Focus Group 4]</td>
</tr>
</tbody>
</table>

aGP: general practitioner.

Statement Ranking

The ranking statements were transferred to a web-based Qualtrics [38] questionnaire. Two versions of the questionnaire were created, one for patient participants and another for HCP participants, reflecting the prototypes examined in the nominal group meetings. Copies of these are available in Multimedia Appendix 4. Participants were asked to rank 5 statements relating to the elements that they liked and then the suggested change statements for each prototype individually. A ranking questionnaire was sent to all participants at nominal group meetings. The rank for the selected statements was then converted into a weighted score, with statements ranked first given a score of 5, second a score of 4, and so on. These scores were then summed to create a score across all the participants who provided feedback on the prototype.

Using the scores from the NGT ranking, decisions were then made about changes to the intervention design. Changes were
made when statements were either ranked in the top 3 most important changes or if the suggested changes were small amendments to documents or processes requiring minimal resource change to the overall intervention.

Ethics Approval

This study was approved by the London Riverside Research Ethics Committee (reference 18/LO/1201), Health Research Authority (IRAS ID:238,875), and University of Sunderland (reference number 002718). The participants were provided with a £20 (US $24.58) gift voucher. No incentives were provided to HCP participants.

Results

Overview

A total of 9 patients participated in 2 meetings, and all but 1 had MLTCs. There were 21 HCPs across the 3 meetings. HCPs included pharmacists (n=7), practice nurses (n=5), and GPs (n=9). The average length of the nominal group meeting was 1 hour 21 minutes, with the fifth meeting intentionally shorter (59 minutes) to replace a meeting at a general practice site. The response rate to the ranking questionnaire was 57% (17/30; 6 patients and 11 HCPs). This means that the ranking score had a theoretical maximum of 30 for an individual statement evaluated by patients, 55 for HCPs, and 85 for statements ranked by both patients and HCPs. For most prototypes, there were more than 5 statements to rank for each prototype; therefore, the minimum ranking score could be 0, where it was not ranked as important by any participant.

The following results are organised by prototype. The change statements from the analysis are provided alongside their rank scores and whether changes were made by us to the intervention following feedback. Across all prototypes there were 51 proposed changes to the intervention generated by the analysis. Of these 51 changes, 27 (53%) were made at this point in the design process.

Table 3. Summary of Nominal Group Technique statements and scores for aspects that the participants liked about the video of pharmacy assistant inviting patients to the intervention.

<table>
<thead>
<tr>
<th>Like statements</th>
<th>Ranking score (maximum 30)</th>
<th>Retained in design?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right information given to allow the patient to make a decision</td>
<td>17</td>
<td>Yes</td>
</tr>
<tr>
<td>The informal approach</td>
<td>16</td>
<td>Yes</td>
</tr>
<tr>
<td>No pressure was put on the patient to sign up</td>
<td>15</td>
<td>Yes</td>
</tr>
<tr>
<td>The introduction was very general, not targeted at a specific patient based on a judgment of their previous compliance</td>
<td>13</td>
<td>Yes</td>
</tr>
<tr>
<td>There was an open amount of time given to complete the questionnaire</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td>That it was built on an existing relationship between the patient and the pharmacy assistant</td>
<td>11</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Video of a Community Pharmacy Assistant Inviting a Patient to Receive the New Intervention (Patient Feedback Only)

This video prototype showed a pharmacy assistant offering the new intervention to a patient waiting to collect their prescription from a community pharmacy. Following an initial expression of interest, the video showed that the patient was provided with the tailoring questionnaire and asked to complete it before a consultation with the pharmacist. The NGT statements for the aspects participants liked about this idea and be found in Table 3, and the suggested changes can be found in Table 4.

Feedback from the patient participants about the proposed design was generally positive. Patients liked the informal approach shown, and most felt that there was enough information provided for patients to decide whether they wanted to find out more. Patients also liked that there was no requirement for the patient to be identified as nonadherent to their medicines, and there was no pressure placed on the patient to sign up.

Most of the suggested changes were incorporated into a reiterated design; however, as the invitation to receive the intervention specified that it involved text messaging, we felt that actively asking patients if they had a mobile phone was an unnecessary change. The suggested change to offer the intervention to patients when problems were identified in a medication review was sensible, but as the intervention was designed for a scenario with no clinical issues to address, this represented a significant change to the context of the intervention and was therefore beyond the scope of the current intervention.

Overall, we were able to answer our original design questions regarding how patients might be invited to receive the proposed intervention. The use of a pharmacy assistant was not raised as something to change, and patients liked that the invitation used the preexisting relationship between the patient and pharmacy assistant. Using wording, which was nonjudgmental and focused on the intervention, increasing motivation to take medicines, was seen as a good way to encourage patients to find out more.
Table 4. Summary of Nominal Group Technique statements and scores for suggested changes to the video of pharmacy assistant inviting patients to the intervention.

<table>
<thead>
<tr>
<th>Change statements</th>
<th>Ranking score (maximum 30)</th>
<th>Design changed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient should be offered help to complete the questionnaire if they need it</td>
<td>28</td>
<td>Yes</td>
</tr>
<tr>
<td>The patient information leaflet should be offered before the patient is asked to complete the questionnaire</td>
<td>19</td>
<td>Yes</td>
</tr>
<tr>
<td>Patient should be offered the option to complete the questionnaire in the consultation room or at home and bring in later</td>
<td>16</td>
<td>Yes</td>
</tr>
<tr>
<td>Communication should be at the same level (eg, both sitting down or both standing)</td>
<td>15</td>
<td>Yes</td>
</tr>
<tr>
<td>The pharmacy assistant should ask the patient if they have a mobile phone before introducing them to the service</td>
<td>13</td>
<td>No</td>
</tr>
<tr>
<td>There needs to be a way of offering the service to patients who may have medicines delivered or who are housebound</td>
<td>11</td>
<td>Yes</td>
</tr>
<tr>
<td>Pharmacists should also offer the service if issues are identified as part of a medication review</td>
<td>5</td>
<td>No</td>
</tr>
</tbody>
</table>

Tailoring Questionnaire (Patient Feedback Only)

The tailored questionnaire prototype was designed to assess patient suitability for the proposed intervention and to inform the selection of text message content. This included an assessment of medication perceptions using the Beliefs about Medicines Questionnaire [25], the Automaticity subscale of the Self-Reported Habit Index [39], and questions about perceived medicine effectiveness adapted from Phillips et al [26] (see Multimedia Appendix 2 for further details). Patient participants were asked to complete the questionnaire before providing feedback. The feedback statements and ranking scores are presented in Tables 5 and 6.

Patients felt that the questionnaire was clear and easy to complete. During the meeting discussion, patients requested more information about how the questionnaire responses would be used to select the text message content. Further information was provided based on the suggestions in the prototype for principles of intervention tailoring. After receiving this information, patients felt they should be able to choose reminder text messages rather than this being decided by an algorithm, and this was then the highest-ranked statement for change.

Another suggested change was to remove the “neither agree nor disagree” option from the responses. However, as these responses are components of validated tools, their removal was not felt to be appropriate. Participants reported that a question about caregivers would be helpful in understanding medication use. However, as carers would be a different end user group, this was beyond the scope of our intervention.

As the proposed intervention was designed for delivery in MLTCs, whether the questionnaire felt appropriate for patients in this context was a key question to answer using this prototype. Although it did not receive a high score in the ranking exercise, the feedback provided reassurance that the tailoring questionnaire was suitable for use in this group. One key change suggested by participants relating to MLTCs was to discuss long-term conditions verbally with the pharmacist and for pharmacists to complete this section of the questionnaire liaising with the patients’ GPs where needed, instead of patients completing this section using tick-boxes as suggested in the questionnaire prototype.

Table 5. Summary of Nominal Group Technique statements and scores for aspects that participants liked about the intervention tailoring questionnaire.

<table>
<thead>
<tr>
<th>Like statements</th>
<th>Ranking score (maximum 30)</th>
<th>Retained in design?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy to read and understand</td>
<td>22</td>
<td>Yes</td>
</tr>
<tr>
<td>Clear layout</td>
<td>22</td>
<td>Yes</td>
</tr>
<tr>
<td>Use of tick-boxes for most of the questions</td>
<td>21</td>
<td>Yes</td>
</tr>
<tr>
<td>Questions did not feel too intrusive</td>
<td>17</td>
<td>Yes</td>
</tr>
<tr>
<td>Felt that my responses would identify any problems to address</td>
<td>2</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Table 6. Summary of Nominal Group Technique statements and scores for suggested changes to the intervention tailoring questionnaire.

<table>
<thead>
<tr>
<th>Change statements</th>
<th>Ranking score (maximum 30)</th>
<th>Design changed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ask whether medication reminders is something the patient would benefit from</td>
<td>18</td>
<td>Yes</td>
</tr>
<tr>
<td>Remove “neither agree nor disagree” option in the questionnaire responses so that people have to answer positively or negatively</td>
<td>15</td>
<td>No</td>
</tr>
<tr>
<td>Add in a space for the phone number to be given</td>
<td>14</td>
<td>Yes</td>
</tr>
<tr>
<td>Add a question asking if the patient has regular carers</td>
<td>12</td>
<td>No</td>
</tr>
<tr>
<td>Pharmacist completes long-term conditions, liaising with the GP instead of the patient completing this on the form</td>
<td>11</td>
<td>Yes</td>
</tr>
<tr>
<td>Add an additional statement in the questionnaire about medicines taking routine (eg, I have a routine for taking my medicines)</td>
<td>11</td>
<td>No</td>
</tr>
<tr>
<td>Add a question to ask about who looks after the phone contract (eg, son or daughter)</td>
<td>9</td>
<td>Yes</td>
</tr>
<tr>
<td>Ask whether people would like information about text to voice functions available on their phone</td>
<td>0</td>
<td>No</td>
</tr>
</tbody>
</table>

GP: general practitioner.

Patient Information Leaflet (Patient Feedback Only)
The patient information leaflet aimed to provide information to prospective users of the intervention and support interaction with automated text messaging. Feedback from the NGT exercise revealed that the leaflet was easy to read and understand. The highest-ranked suggested changes included adding more information on what to expect during text messaging, such as the time for the system to respond and what would happen if patients made a typographical error when replying to text messages. The statements and their ranks are listed in Tables 7 and 8.

This feedback successfully answered the design questions regarding patients’ information needs. Issues for delivering an intervention for MLTCs were raised again with this prototype, as participants requested more examples of text message content beyond the 4 examples included. However, it is unlikely that a full spectrum of examples would be feasible to include, so we chose not to make this change, but this would be subject to further testing using the experience from a future design phase.

Table 7. Summary of Nominal Group Technique statements and scores for the aspects participants liked about the intervention patient information leaflet.

<table>
<thead>
<tr>
<th>Like statements</th>
<th>Ranking score (maximum 30)</th>
<th>Retained in design?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy to read and understand</td>
<td>29</td>
<td>Yes</td>
</tr>
<tr>
<td>Clear layout</td>
<td>21</td>
<td>Yes</td>
</tr>
<tr>
<td>Real examples of text messages the patient might receive</td>
<td>18</td>
<td>Yes</td>
</tr>
<tr>
<td>Covered most of the information the patient would need</td>
<td>14</td>
<td>Yes</td>
</tr>
<tr>
<td>Comments from other people who have used the service</td>
<td>8</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 8. Summary of Nominal Group Technique statements and scores for suggested changes to the intervention patient information leaflet.

<table>
<thead>
<tr>
<th>Change statements</th>
<th>Ranking score (maximum 30)</th>
<th>Design changed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add information on how long it will take Flo to respond</td>
<td>27</td>
<td>Yes</td>
</tr>
<tr>
<td>Include information on what happens if patient uses an error (eg, typo) in the message</td>
<td>26</td>
<td>Yes</td>
</tr>
<tr>
<td>Use real photos rather than graphics (eg, ClipArt)</td>
<td>23</td>
<td>Yes</td>
</tr>
<tr>
<td>Add space for a pharmacy stamp with name and contact details</td>
<td>20</td>
<td>Yes</td>
</tr>
<tr>
<td>Add in information about NHS 111</td>
<td>19</td>
<td>No</td>
</tr>
<tr>
<td>Include more general message examples (eg, not specific to high blood pressure)</td>
<td>17</td>
<td>No</td>
</tr>
<tr>
<td>Make emergency information more prominent</td>
<td>15</td>
<td>Yes</td>
</tr>
<tr>
<td>Change references to “SMS” to “text message”</td>
<td>6</td>
<td>Yes</td>
</tr>
<tr>
<td>Change “Flo says hello” to something more formal</td>
<td>0</td>
<td>No</td>
</tr>
</tbody>
</table>
Video of Pharmacist Consultation (Patient and HCP Feedback)

The video of the pharmacist consultation included the pharmacist reviewing the tailoring questionnaire and adding the patient to the software system, including receipt and sending of a confirmation text message by the patient. A summary of the aspects that participants liked is presented in Table 9 with the suggested changes in Table 10. As feedback was gathered on this prototype from both patients and HCPs, scores were presented for both groups along with the total score.

There was positive feedback from most participants on the pharmacist consultation structure proposed in the video prototype. Participants liked the Medicine Use Review format and felt that the medication review provided an opportunity to address medication-related issues that could not be addressed by text messaging. The text messaging set-up was also felt to work well, with participants liking a clear explanation of the service being offered and that this included personalizing the times that text messages were sent. Using face-to-face consultation was also highly valued by the patients and HCP participants.

Adding in a written consent process as part of the consultation was the highest-ranked change by HCPs, mainly due to high ranking by community pharmacists. Written consent was prevalent in this setting at the time of data collection. However, these processes have since been removed, in part because of the COVID-19 pandemic; therefore, these processes have not been added for future implementation. Adding verbal information about data protection was a suggested change by HCPs but was a low priority for patients and therefore not prioritized for change in the next stage of intervention design as part of the consultation. This may be because information about this was provided in the patient information leaflet which was reviewed by patients, but not HCPs.

Patient participants’ highest-ranked change was to include a verbal explanation that *Flo*, the persona used for the text messaging interaction, was not a real person. This information was provided in the patient information leaflet, but the patient participants felt that it was sufficiently important that it should also appear in the pharmacist consultation. Patient participants also suggested ensuring that long-term conditions and medication timing were captured and checked as part of the consultation rather than in the tailoring questionnaire. This was suggested so that any clinical issues could be identified, and support the selection of timing for text message reminders. These changes were included in the future iterations of the design. This prototype was successful in exploring our design questions regarding consultation content and delivery for our proposed intervention.

Table 9. Summary of Nominal Group Technique statements and scores for aspects participants liked about the pharmacist consultation video.

<table>
<thead>
<tr>
<th>Like statements</th>
<th>HCP^a rank score (maximum 55)</th>
<th>Patients rank score (maximum 30)</th>
<th>Total rank score (maximum 85)</th>
<th>Retained in design?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A clear explanation of the service being offered</td>
<td>36</td>
<td>17</td>
<td>53</td>
<td>Yes</td>
</tr>
<tr>
<td>Using a face-to-face method of communication</td>
<td>25</td>
<td>19</td>
<td>44</td>
<td>Yes</td>
</tr>
<tr>
<td>Ability of patients to choose the times messages were sent</td>
<td>22</td>
<td>5</td>
<td>27</td>
<td>Yes</td>
</tr>
<tr>
<td>Including a medication review as part of the set-up</td>
<td>18</td>
<td>9</td>
<td>27</td>
<td>Yes</td>
</tr>
<tr>
<td>Checking if the patient is experiencing any side effects from medication</td>
<td>10</td>
<td>9</td>
<td>19</td>
<td>Yes</td>
</tr>
<tr>
<td>Clear communication that the patient can opt out of receiving messages at any time</td>
<td>7</td>
<td>8</td>
<td>15</td>
<td>Yes</td>
</tr>
<tr>
<td>Providing a patient information leaflet</td>
<td>7</td>
<td>6</td>
<td>13</td>
<td>Yes</td>
</tr>
<tr>
<td>The opportunity to address adherence problems not covered by text messages</td>
<td>10</td>
<td>2</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td>The use of Flo as a persona to communicate with</td>
<td>9</td>
<td>3</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td>Taking place in a private consultation room</td>
<td>7</td>
<td>5</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td>Explanation about the costs of participating to the patient</td>
<td>1</td>
<td>7</td>
<td>8</td>
<td>Yes</td>
</tr>
<tr>
<td>Setting up the service with a message in the consultation</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>Yes</td>
</tr>
<tr>
<td>Use of home monitoring equipment and sending in readings</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>Yes</td>
</tr>
</tbody>
</table>

^aHCP: health care professional.
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Table 10. Summary of Nominal Group Technique statements and scores for suggested changes to intervention pharmacist consultation based on video prototype.

<table>
<thead>
<tr>
<th>Change statements</th>
<th>HCP rank score (maximum 55)</th>
<th>Patients rank score (maximum 30)</th>
<th>Total rank score (maximum 85)</th>
<th>Design changed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add in a more formal written consent process (eg, sign a consent form)</td>
<td>24</td>
<td>7</td>
<td>31</td>
<td>No</td>
</tr>
<tr>
<td>Make sure that timing of medication taking is captured and checked</td>
<td>17</td>
<td>14</td>
<td>31</td>
<td>Yes</td>
</tr>
<tr>
<td>Check patient knows how to correctly use home monitoring equipment in the consultation before use (eg, peak flowmeter)</td>
<td>22</td>
<td>7</td>
<td>29</td>
<td>Yes</td>
</tr>
<tr>
<td>Include a verbal explanation that Flo is not a real person</td>
<td>13</td>
<td>15</td>
<td>28</td>
<td>Yes</td>
</tr>
<tr>
<td>Cover data protection and regulation in the verbal consent process</td>
<td>18</td>
<td>6</td>
<td>24</td>
<td>No</td>
</tr>
<tr>
<td>Talk about the expected benefits of using text messages to support medicines taking</td>
<td>12</td>
<td>8</td>
<td>20</td>
<td>No</td>
</tr>
<tr>
<td>Option for consultation to be done in patients’ home</td>
<td>11</td>
<td>9</td>
<td>20</td>
<td>No</td>
</tr>
<tr>
<td>Ensure that home blood pressure monitoring equipment is accurate (calibrated) prior to use</td>
<td>13</td>
<td>4</td>
<td>17</td>
<td>No</td>
</tr>
<tr>
<td>Confirm long-term conditions as part of the consultation</td>
<td>2</td>
<td>13</td>
<td>15</td>
<td>Yes</td>
</tr>
<tr>
<td>Add a question to assess adherence (eg, how many doses have you missed in the last 7 days)</td>
<td>9</td>
<td>4</td>
<td>13</td>
<td>No</td>
</tr>
<tr>
<td>Add in verbal instructions on how to cancel text messages</td>
<td>5</td>
<td>3</td>
<td>8</td>
<td>No</td>
</tr>
<tr>
<td>Provide an estimation of how many text messages the patient is likely to receive</td>
<td>8</td>
<td>0</td>
<td>8</td>
<td>No</td>
</tr>
</tbody>
</table>

*HCP: health care professional.*

**Text Message Content Tailoring Document (HCP Feedback Only)**

The feedback from HCP participants on the document describing how text message content would be tailored can be found in Tables 11 and 12. The suggested tailoring process and the proposed text message content were well received, with participants liking the emphasis on self-care. Participants felt that the inclusion of medication reminders was a valuable component and liked that the suggested feedback and monitoring of medication taking allowed for “imperfect” adherence.

However, some of the example text messages were found to be inappropriate for some patients, especially those linked to the more extreme consequences of uncontrolled diseases. This included messages about the risk of amputation and excess health care costs associated with uncontrolled diabetes. It was agreed that these messages would be best maintained for future testing with patients.

A suggestion to provide home monitoring devices was also not changed, as this was felt to be unrealistic in the NHS given the potentially large number of patients who could receive the intervention. Another suggestion was to add a question about routine medication use, which would be unvalidated; therefore, it was also not included in the next design phase iteration. Using the intervention to support side effect monitoring was also suggested; however, we felt that the proposed pharmacist consultation was a better method to assess this.

Our design questions about what information should be requested from patients by the text messaging intervention were only partially answered by this feedback. The participants indicated that they liked the 2-way interaction, but there was little detail in the feedback on specific examples. However, there were no suggested changes in the feedback on the examples provided in the prototype. This suggests that the examples in the prototype were acceptable; however, this requires further investigation.
Table 11. Summary of Nominal Group Technique statements and scores for aspects participants liked about the document showing text message content selection based on tailoring questionnaire.

<table>
<thead>
<tr>
<th>Like statements</th>
<th>Ranking score (maximum 55)</th>
<th>Retained in design?</th>
</tr>
</thead>
<tbody>
<tr>
<td>The patient self-care emphasis which encourages patients to take responsibility</td>
<td>33</td>
<td>Yes</td>
</tr>
<tr>
<td>The tailoring of content to individual patients</td>
<td>30</td>
<td>Yes</td>
</tr>
<tr>
<td>Realistic targets which allow “imperfect” adherence</td>
<td>20</td>
<td>Yes</td>
</tr>
<tr>
<td>Providing information in smaller “chunks” which may be easier for the patient to digest</td>
<td>17</td>
<td>Yes</td>
</tr>
<tr>
<td>The simple language used in the messages</td>
<td>16</td>
<td>Yes</td>
</tr>
<tr>
<td>The inclusion of prompts or cues to support medicines taking</td>
<td>14</td>
<td>Yes</td>
</tr>
<tr>
<td>Messages tailored to patients’ beliefs about medication</td>
<td>14</td>
<td>Yes</td>
</tr>
<tr>
<td>Messages encouraging patients to get feedback on medicines taking (eg, blood pressure)</td>
<td>8</td>
<td>Yes</td>
</tr>
<tr>
<td>Two-way communication between the patient and Flo</td>
<td>7</td>
<td>Yes</td>
</tr>
<tr>
<td>Prioritization of concerns, then necessity, then experience, then habit</td>
<td>4</td>
<td>Yes</td>
</tr>
<tr>
<td>That the intervention is automated</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>The use of habit as a model for the messages</td>
<td>1</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 12. Summary of Nominal Group Technique statements and scores for suggested changes to the document showing text message content selection based on tailoring questionnaire.

<table>
<thead>
<tr>
<th>Change statements</th>
<th>Ranking score (maximum 55)</th>
<th>Design changed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Create layers of messages, with more dramatic messages (eg, amputation being reserved for those with persistent nonadherence)</td>
<td>30</td>
<td>No</td>
</tr>
<tr>
<td>Reword the behavior experimentation message to seek approval from a health care professional before stopping medication to notice any impact</td>
<td>29</td>
<td>Yes</td>
</tr>
<tr>
<td>Provide home monitoring devices (eg, blood pressure monitor where messages are indicated but patients do not have the equipment)</td>
<td>23</td>
<td>No</td>
</tr>
<tr>
<td>Add an additional statement in the questionnaire about medicines taking routine (eg, I have a routine for taking my medicines)</td>
<td>22</td>
<td>No</td>
</tr>
<tr>
<td>Remove “neither agree nor disagree” option in the questionnaire responses so that people have to answer positively or negatively</td>
<td>21</td>
<td>No</td>
</tr>
<tr>
<td>Add in side effect monitoring as part of the intervention</td>
<td>17</td>
<td>No</td>
</tr>
<tr>
<td>Remove requirement to input keywords in responses such as “MEDS” or “DAYS”</td>
<td>10</td>
<td>No</td>
</tr>
</tbody>
</table>

Community Pharmacy and General Practice Collaboration Diagram (HCP Feedback Only)

The prototype showing how community pharmacy and general practice teams might work together to support patients receiving the new intervention is outlined in a document showing a series of flow diagrams. The proposed text messaging software allows all HCPs to access the same patient data (with patient permission), which has been highlighted as a method to support communication. Feedback from participants in the suggested collaboration model is provided in Tables 13 and 14. Participants liked the community pharmacy-led design of the proposed intervention, and the data were still accessible to all HCPs through the software provider. Community pharmacist participants also liked the proposed use of pharmacy support staff to distribute the workload associated with the intervention.

The highest-ranked suggested change was to confirm patients’ individual monitoring targets (such as blood pressure) with general practices. However, this could add significantly to the intervention set-up. In addition, as blood pressure targets are standardized in clinical guidance, we felt that the intervention should reflect these targets. However, this should be explored with patients using the system in the next stage of design development.

Our design question to answer using this prototype was to explore how pharmacies would coordinate with general practices when patients required clinical input or changes to medicines. Participants provided useful insights and suggestions on how best to achieve this based on current health care processes. This included a suggestion for general practice to add notifications indicating patient participation in the intervention into patient records. The participants also suggested that pharmacists should coordinate patient support arising from the intervention rather than patients directly contacting their general practice, as indicated in the prototype. This approach reflects other community pharmacy-led interventions such as the New Medicines Service.

There was some uncertainty in the feedback on how much information general practice staff needed about the intervention.
The suggestion of using a website to provide more detailed information is desirable. However, the suggested changes included both that practices only needed to be informed as courtesy and that notifications should include more detail. These would seem to be opposing pieces of feedback and, therefore, further exploration is needed about what level of information general practices might want and at what point.

The link between the intervention and the delivery of regular care by community pharmacies was also highlighted in the feedback on this prototype. There was a suggested change in that only a patient’s nominated pharmacy could provide the intervention. The nominated pharmacy automatically receives patient prescriptions from the NHS Electronic Prescription Service. This information is easily visible in general practice and is therefore seen as an important prerequisite for patients receiving the intervention. Pharmacies also felt that follow-up with patients shortly after initiating the intervention would be helpful to check that patients seemed to be receiving the correct text messages and any initial issues could be addressed. Participants also highlighted the need to ensure that patients could access support when they received a text message telling them to contact an HCP. This led to a change in the intervention to ensure that text messages are only sent to patients from Monday to Thursday.

Table 13. Summary of Nominal Group Technique statements and scores for aspects participants liked about the suggested collaboration model in community pharmacies and general practices.

<table>
<thead>
<tr>
<th>Like statements</th>
<th>Ranking score (maximum 55)</th>
<th>Retained in design?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community pharmacy-led service</td>
<td>41</td>
<td>Yes</td>
</tr>
<tr>
<td>That data is accessible to all health care professionals</td>
<td>40</td>
<td>Yes</td>
</tr>
<tr>
<td>Process is clear and makes sense</td>
<td>33</td>
<td>Yes</td>
</tr>
<tr>
<td>Makes good use of pharmacy support staff</td>
<td>20</td>
<td>Yes</td>
</tr>
<tr>
<td>Use of PharmOutcomes (a software platform for community pharmacy teams)</td>
<td>16</td>
<td>Yes</td>
</tr>
<tr>
<td>A website can act as a portal for more detailed information about specific content where needed</td>
<td>15</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 14. Summary of Nominal Group Technique statements and scores for suggested changes to the collaboration model in community pharmacies and general practices.

<table>
<thead>
<tr>
<th>Change statements</th>
<th>Ranking score (maximum 55)</th>
<th>Design changed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confirm individual monitoring targets for patients with GP(^a) practice prior to using home monitoring (eg, blood pressure targets for patients using home blood pressure monitoring)</td>
<td>28</td>
<td>No</td>
</tr>
<tr>
<td>GP practices should add notification of patient using Flo to GP record, to ensure any medication changes are communicated to the pharmacy</td>
<td>23</td>
<td>Yes</td>
</tr>
<tr>
<td>Community pharmacies should contact the GP practice on behalf of patients initially where queries arise</td>
<td>22</td>
<td>Yes</td>
</tr>
<tr>
<td>Notification to practices should include which protocols have been set up for patients</td>
<td>20</td>
<td>Yes</td>
</tr>
<tr>
<td>General practice should receive notification of set up for information only</td>
<td>17</td>
<td>Yes</td>
</tr>
<tr>
<td>Add in a message to ask if the patient is happy with the messages so far shortly after initiation of intervention</td>
<td>17</td>
<td>Yes</td>
</tr>
<tr>
<td>The nominated pharmacy should be the only one able to provide the service</td>
<td>16</td>
<td>Yes</td>
</tr>
<tr>
<td>Messages should only be sent Monday to Thursday to allow quick access to health care professionals where there are queries</td>
<td>13</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.

Discussion

Principal Findings

This paper includes a detailed description of our intervention, methods, and HCD approach used in its design and development. It provides a novel worked example of the application of HCD in developing prototypes for a complex health care intervention. Our HCD approach combined with modified NGT allowed us to successfully obtain and prioritize feedback from key stakeholders on our intervention concept for a community pharmacy–delivered text messaging intervention to support medication taking. The process facilitated the development of our proposed intervention and informed changes to the intervention materials, including the tailoring questionnaire, patient information leaflet, and pharmacist consultation. The proposed implementation of the intervention was found to be acceptable to patients, community pharmacists, and general practice staff. Suggestions for changes in how the intervention will be implemented will be carried forward in the next iteration of the design.

Our findings provide confidence that our research-informed intervention will be acceptable and implementable to all key stakeholders. The open nature of the feedback gathering, aligned with the principles of HCD, led to some suggestions in the data...
that were either outside the current design scope or contradicted the evidence base used to create the initial prototypes. In these cases, we labeled these as changes that were not implemented, although feedback could inform future alternative designs. The experience of the steering group was also used to make design change decisions alongside feedback from participants in this study, which also led to some suggestions not being taken forward. However, the generation and ranking of the feedback from key stakeholders in this study ensured that these opinions were heard and considered equally as part of the design process and reflected the intention of a co-design process similar to that suggested elsewhere [40].

### Utility of HCD and Prototypes for the Proposed Intervention Design

Digital health care interventions do not exist in isolation; they are integrated into existing clinical pathways, so designing and gaining feedback on the whole patient journey as per HCD principles is important. For example, the discussions in our nominal group meetings were not always limited to one prototype at a time. Participants reflected on the relationship between the prototypes as the discussion progressed, leading to new feedback on the previously discussed prototypes. These ideas would not have been captured if feedback had been collected on individual components of the intervention at separate times. Our approach also allowed participants to see the relationships between the digital and nondigital components of the complex intervention, which can be overlooked in digital health care intervention design.

As the number of individuals involved in a co-design process is often limited, there is a potential risk that design outputs can ignore important evidence-based ideas. The process of creating prototypes allowed the incorporation of evidence and a theoretically informed approach at the start of the design process, but with the opportunity for the approach to be “sense checked” by key stakeholders. The unknowns associated with translating the research evidence into a novel setting could also be explicitly explored through our process, such as the acceptability of delivering text messaging from community pharmacies.

By using prototypes of the intervention, we were also able to explore a range of design questions without the need to build and test the intervention in the “real world.” This approach has the potential to minimize research waste, as feedback can be gathered on ideas early in the design process, preventing time spent on undesirable intervention components, or even stopping intervention design altogether where ideas are not acceptable to important stakeholders. Our approach may be particularly helpful when the design questions are more focused because evidence exists for most aspects of the intervention, but smaller changes, such as delivery context (as was the case in this scenario), require exploration.

### Using NGT to Gather Feedback on Proposed Intervention Design

Using NGT to structure data collection and analysis increases the robustness of feedback gathering. Collating feedback statements across meetings for ranking allowed everyone to consider all the generated statements. This was particularly useful for integrating feedback from both patients and HCPs in the pharmacist consultation prototype. Here, the elements that participants liked were ranked similarly, but the priority for changes differed between the participant groups. Overall, the questions we as designers thought were important (as articulated in our design questions) often did not rank highly as important by our participants. This provides evidence for the differing priorities between stakeholders and intervention designers, and the need for multiperspective input into complex health care intervention design.

The prioritization of feedback using NGT also helped us discern which aspects of the intervention and changes participants felt most strongly about. This was useful for suggestions that dominated discussions in meetings, which, if only analyzed qualitatively, may have indicated greater importance than the NGT scores revealed. However, as we did not have a high response rate, this could also be due to participants raising these issues in meetings, but not completing the ranking questionnaire.

We feel that using NGT offers a potential solution to some of the challenges associated with co-design processes, particularly the need to integrate feedback and ideas from a range of perspectives. The NGT also seemed to complement the use of prototypes, as there was consistency in how ideas were communicated to participants and, therefore, confidence that all feedback was linked to the same design ideas.

### Comparison With Development Methods for Similar Interventions

We chose an HCD process as we felt it could accommodate both the digital and nondigital aspects of our proposed intervention and to ensure that we were creating a solution that met patients’ needs around medication taking. Guidance on developing digital-only health care interventions has been published by Abroms et al [40] and has been used for other digital communication interventions currently in development in the United Kingdom to support medication use [41,42]. Abroms et al [40] recommended the use of many of the features presented in this study, including a theoretically informed behavioral approach and the design of a delivery framework.

Other United Kingdom-based digital communication interventions to improve medication adherence have been designed for delivery from the general practice setting [41,42] and have used different approaches to ours. Interventions by Bartlett et al [42] for patients with diabetes and by Kassavou et al [43,44] for patients with hypertension and type 2 diabetes both seemed to focus initially on the digital communication content rather than implementation during the developmental process, which were explored simultaneously in our study.

### Limitations

The discussions within nominal group meetings were not as multidisciplinary as we hoped to achieve. One nominal group meeting contained only pharmacists, and another was predominantly practice nurses. One meeting was multidisciplinary but was based on a single general practice. Combined, the data seem to offer a good range of feedback on
the initial design concept for the new intervention but may have benefited from a more multidisciplinary discussion.

Research using this type of methodology can be limited by the self-selection of participants in the studies in which they are interested. Therefore, broader perspectives may have been omitted from our results. Recruiting patient participants from a university-based network within a pharmacy school may have also increased the acceptability of the intervention. Our inclusion criteria also did not specify that patient participants needed to have MLTCs; however, most of our patients did, and many also drew on their experiences as caregivers for those who did. As these findings are just a starting point for further exploration and iteration, we believe that these limitations did not significantly affect the intervention development process.

Our modified version of the NGT included only 1 round of ranking that was not shared to inform a second round of discussion and voting, as per a normal NGT process. This means that we captured the individual perspectives of our participants but may have achieved a stronger consensus if a second round of discussion and ranking was conducted. However, given that we had a low response rate for the initial ranking questionnaire, we suspect that engagement in any further rounds of feedback and ranking would likely be poor. As we also considered all suggestions from the NGT data collection as part of a co-design process, we believe that generating a stronger consensus as defined by larger ranking scores across a smaller number of statements would be unlikely to change the final design decisions we made.

Further Development and Research

The next step in intervention design is to develop a library of text messages for MLTCs that can be delivered using the approach described here. This will be used in a future study to further explore the delivery model using the IDEO.org “Live Prototyping” process, incorporating the changes from our results. This is important for gathering patient feedback on text message content, which was not included at this stage in the design process. Future studies should design training programs for community pharmacies and communication tools to be used in general practice. Each of these are intended to lead to an evaluation of the intervention in a real-world setting, which will also enable the testing of our intervention program theory.

Conclusions

Combining HCD with NGT allowed us to create a research-informed design for a text messaging intervention for medication adherence, gather feedback from key stakeholders, and reiterate for future testing. Although HCD has been proposed as a potential strategy for developing complex interventions in recent MRC guidance, examples of using such an approach are lacking. Our work can serve as a model for developing complex health care interventions in the future, especially where they combine digital and nondigital components.
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Abstract

Background: Suboptimal medication adherence is a significant problem for patients with serious mental illness. Measuring medication adherence through subjective and objective measures can be challenging, time-consuming, and inaccurate.

Objective: The primary purpose of this feasibility and acceptability study was to evaluate the impact of a digital medicine system (DMS) among Veterans (patients) with serious mental illness as compared with treatment as usual (TAU) on medication adherence.

Methods: This open-label, 2-site, provider-randomized trial assessed aripiprazole refill adherence in Veterans with schizophrenia, schizoaffective disorder, bipolar disorder, or major depressive disorder. We randomized 26 providers such that their patients either received TAU or DMS for a period of 90 days. Semistructured interviews with patients and providers were used to examine the feasibility and acceptability of using the DMS.

Results: We enrolled 46 patients across 2 Veterans Health Administration sites: 21 (46%) in DMS and 25 (54%) in TAU. There was no difference in the proportion of days covered by medication refill over 3 and 6 months (0.82, SD 0.24 and 0.75, SD 0.26 in DMS vs 0.86, SD 0.19 and 0.82, SD 0.21 in TAU, respectively). The DMS arm had 0.85 (SD 0.20) proportion of days covered during the period they were engaged with the DMS (mean 144, SD 100 days). Interviews with patients (n=14) and providers (n=5) elicited themes salient to using the DMS. Patient findings described the positive impact of the DMS on medication adherence, challenges with the DMS patch connectivity and skin irritation, and challenges with the DMS app that affected overall use. Providers described an overall interest in using a DMS as an objective measure to support medication adherence in their patients. However, providers described challenges with the DMS dashboard and integrating DMS data into their workflow, which decreased the usability of the DMS for providers.
Conclusions: There was no observed difference in refill rates. Among those who engaged in the DMS arm, the proportion of days covered by refills were relatively high (mean 0.85, SD 0.20). The qualitative analyses highlighted areas for further refinement of the DMS.

Trial Registration: ClinicalTrials.gov NCT03881449; https://clinicaltrials.gov/ct2/show/NCT03881449

(JMIR Form Res 2022;6(12):e34893) doi:10.2196/34893
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Introduction

Background
Suboptimal medication adherence is a significant problem for patients with serious mental illness (SMI), including those with schizophrenia, bipolar disorder, posttraumatic stress disorder, and major depressive disorder. Suboptimal adherence among these individuals may lead to symptom exacerbation, relapse, and hospital readmissions [1]. Moreover, suboptimal adherence to prescribed psychotropic medication is associated with increased mortality [1,2]. However, measuring medication adherence in the clinical setting is challenging and primarily subjective (ie, patient self-report) [3,4]. While objective methods such as pill counts and pharmacy refill data are helpful, they are time-consuming to calculate and often do not provide an accurate assessment of actual medication ingestion [5].

A digital medicine system (DMS), consisting of a drug-device combination, is a way to obtain objective treatment adherence data. DMS may enable patients with SMI to measure and report ingestion of atypical antipsychotic medications, most of which have broad therapeutic indications [6]. The collection of objective real-time data using a DMS enables providers to address nonadherence to medications, as well as facilitate interactions among patients and providers to promote and support medication adherence. Thus, adherence data obtained from a DMS may assist in understanding potential barriers to improving outcomes and more informed shared decision-making regarding a patient’s treatment for individuals with SMI [6].

The ABILIFY MYCITE System

The ABILIFY MYCITE System is an example of a DMS developed to track adherence to oral aripiprazole, an atypical antipsychotic. This system enables patients and their mental health providers the opportunity to view real-time adherence data. Specifically, the ABILIFY MYCITE System is a drug-device combination product (aripiprazole tablets with a sensor) that comprises 4 separate components that enable the monitoring of treatment adherence by a patient and the patient’s provider (Table 1). The four components include (1) the ABILIFY MYCITE tablet (DMS tablet), an aripiprazole tablet embedded with an ingestible event marker sensor; (2) MYCITE System patch (DMS patch); (3) MYCITE System smartphone app (DMS app); and (4) MYCITE System dashboard (DMS dashboard).

Once a participant swallows the tablet, the ingestible sensor transmits an electrical signal that is detected and then recorded by software within the patch that is worn by the participant on the left rib cage. Using Bluetooth, the patch then transmits the aripiprazole ingestion data to the participant’s smartphone, which is then saved to the secure, cloud-based MYCITE System dashboard. Participants have the ability to view this medication data each day on their smartphone, while the patient’s provider, study team, and selected caregivers are able to view the data on the MYCITE System dashboard via the cloud-based server (Figure 1).

Table 1. Description of the 4 components of the digital medicine system (DMS)—Abilify MYCITE System.

<table>
<thead>
<tr>
<th>Components</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABILIFY MYCITE tablet (DMS tablet)</td>
<td>Aripiprazole tablet embedded with an ingestible event marker sensor</td>
</tr>
<tr>
<td>MYCITE System patch (DMS patch)</td>
<td>Wearable sensor patch that detects the signal from the ingestible event marker sensor after ingestion and transmits data to a smartphone</td>
</tr>
<tr>
<td>MYCITE System app (DMS app)</td>
<td>Smartphone app used to display medication ingestion information for the patient</td>
</tr>
<tr>
<td>MYCITE System dashboard (DMS dashboard)</td>
<td>Two separate web-based portals, one for health care providers and one for family and friends who care for the patient</td>
</tr>
</tbody>
</table>
Purpose

Minimal research exists on the real-world comparison between a DMS and treatment as usual (TAU) with regard to medication adherence for individuals with SMI. Therefore, before testing a DMS in a large randomized controlled trial, we wanted to examine the feasibility and acceptability of a DMS among patients with SMI. As the Veterans Health Administration (VHA) is the largest health care provider for individuals with SMI in the United States [7,8], it provides a conducive setting for a clinical trial comparing DMS and TAU. Thus, the primary purpose of this study was to evaluate the impact of a DMS among Veterans (patients) with SMI as compared with TAU on medication adherence. The secondary purpose was to obtain patient and provider perspectives on the feasibility and acceptability of using a specific DMS, the ABILIFY MYCITE System. Notably, we use the abbreviation DMS for the remainder of the manuscript to represent the overall ABILIFY MYCITE System; however, we refer to specific components of the DMS (eg, tablet, patch, app, or dashboard) as needed.

Methods

Study Design

This was an open-label, 2-site, provider-randomized, prospective, 2-arm (DMS vs TAU) clinical trial. Patients assigned to the intervention group by provider randomization were enrolled in the DMS for a period of 90 days with the option to continue use for up to 9 additional months. Participants assigned to the control arm (TAU) continued to receive care as recommended by their mental health provider, which included their continued use of aripiprazole. Study duration for both groups was up to 12 months or study closeout, whichever came first. At the study conclusion, we used a descriptive qualitative analysis design and rapid qualitative analysis procedures to examine the feasibility and acceptability of using the DMS. All study procedures were approved by both sites’ respective institutional review boards and research and development committees. The trial is registered at ClinicalTrials.gov (NCT03881449), and the sponsor requested for the study to be concluded prematurely.

Setting and Participants

Study participants were recruited from 2 VHA Medical Centers in Durham, North Carolina, and Houston, Texas. Eligible patients were aged ≥18 years and met the Diagnostic and
Statistical Manual of Mental Disorders, Fifth Edition, criteria for schizophrenia, schizoaffective disorder, bipolar I disorder, or major depressive disorder. Additional study eligibility included (1) an active prescription for oral aripiprazole and (2) approval to participate in the study from their mental health provider. Exclusion criteria included (1) a current neurocognitive disorder that would affect the patient’s ability to complete the trial (eg, dementia); (2) the patient’s mental health provider determining that the patient was not fit to participate; (3) the patient being currently enrolled in an investigational drug trial, a medication management study, or program or participation in an investigational drug trial 30 days before trial enrollment; (4) the patient being pregnant, planning on becoming pregnant during the trial, or breastfeeding; (5) the patient failing an initial cognitive screener; (6) the patient having a known allergy to adhesive tape or any pertinent components of the DMS patch; (7) the patient not having skin on the anterior chest just above the lower edge of the rib cage, having dermatologic conditions, such as dermatitis or open wounds, in the location where the patch would be placed, or unwilling to refrain from the use of topical products on the skin patch sites; and (8) the patient having <20% proportion of days covered (PDC) with aripiprazole in the 6 months before enrollment.

**Screening and Recruitment**
Potential participants were identified initially by a data pull from the electronic medical record. From this data pull, only patients of those providers who agreed to be involved in the study were screened further. Qualifying patients were sent an introductory letter in mail, describing the study and inviting them to contact the study team for more information and further eligibility screening by telephone. The study used an opt-out recruitment strategy that entailed contacting participants approximately 7 to 10 business days after a recruitment letter was sent, unless participants contacted the study team to indicate that they were not interested in participating. Once patients were confirmed eligible and were interested in participating, they were seen at a scheduled in-person baseline appointment. At the baseline study visit, written informed consent was obtained, smartphone compatibility was verified or a study-owned smartphone was provided if needed, and baseline assessments and surveys were completed (Figure 2).

**Randomization**
This was a provider-randomized clinical trial. Providers who agreed to have their patients approached and potentially enrolled were randomized in a 1:1 ratio using stratified block randomization. Provider randomization was stratified by site.

**Treatment Arms**

**DMS Arm**
Once participants were enrolled in the trial, they were onboarded by a trained study team member. The onboarding process included obtaining DMS tablets from the site’s pharmacy, successfully placing the DMS patch on the skin at the proper location, and pairing the patch with the DMS app. The
participant was then provided with additional training materials and contact information for the study team and the DMS product’s call center. Participants were encouraged to reach out to the company’s call center (DMS support) for technical assistance related to the DMS.

As part of the 12-month trial, participants in the DMS arm used the DMS tablet for 90 days. Participants then decided whether to continue beyond the initial 90 days. If participants discontinued the DMS tablet, they restarted their oral aripiprazole as prescribed by their provider. We continued to follow these individuals and obtained pharmacy refill data. Follow-up visits for both the DMS and TAU arms occurred at 3, 6, and 12 months. Early termination visits were completed for DMS arm participants only, per the study sponsor.

**TAU Arm**

Participants randomized to the TAU arm continued to receive usual care as provided by their mental health provider. Participants assigned to the TAU arm completed all required study visits and data collection surveys.

**Measures**

**Quantitative Measures**

All study measures were collected by trained study staff at both sites.

**Demographic and Clinical Data**

A research assistant collected demographic data (eg, race, sex, age, and comorbidities); clinical data (eg, clinical diagnoses and medications); and data regarding the use of mobile health devices. Diagnoses were obtained from medical records and the following International Classification of Diseases codes were used: F33.0 (major depressive disorder), F31.0 (bipolar I disorder), F25.0 (schizoaffective disorder), and F20.0 (schizophrenia).

**Medication Refill Adherence**

The primary outcome was medication refill based upon the number of days covered from baseline to 6 months. Using 2 approaches, we measured adherence using PDC [9], a leading method used to calculate medication adherence at a population level. The first set of PDCs were calculated for 3 and 6 months independent of whether an individual was recommended to stop using the DMS (intention to treat). The second PDC measure was calculated as the number of days covered until there was documentation that a patient was recommended to stop using DMS or until the patient reported a problem with the intervention (eg, skin irritation) for the DMS group.

**Qualitative Measures**

Guided by rapid qualitative analysis procedures [10], we completed semistructured interviews to examine the feasibility and acceptability of the DMS to support medication adherence. We used a convenience sampling plan to identify participants enrolled in the DMS arm up to their 12-month participation in the study or the end of study activities, whichever came first. Providers whose patients were enrolled in the DMS arm were invited to complete an interview up to the date of the end of study activities. Research assistants contacted intervention patients currently enrolled in the study and invited participants and providers to complete interviews.

Interview questions inquired about the feasibility of and facilitators of and barriers to the DMS. Questions for the patients focused on medication experience (pre-enrollment), onboarding to DMS, system usability, satisfaction with support, and feedback. Questions for the providers inquired about the prescriber experience (prestudy), DMS dashboard account setup, system usability, satisfaction with support, and feedback. We used probes (eg, “Please describe your experience in greater detail” and “What do you mean?”) to obtain greater detail and clarify responses. Interviews were completed by a trained research assistant and included a notetaker who recorded responses via a structured note form. After the interview, the research assistant and notetaker debriefed and reviewed interview responses in the context of other interviews. Interviews were conducted via the telephone and were recorded but not transcribed. Patient and provider interviews lasted for 43 (SD 12) minutes on average.

**Analytic Strategy**

**Quantitative Measures**

Oral aripiprazole refill was measured by the number of days covered from baseline to 3 and 6 months using PDC in both intention-to-treat and DMS-engaged analyses. Owing to the small number of participants, we conducted descriptive analyses rather than a model-based approach. The intention-to-treat analyses used all data from baseline to 3 or 6 months, depending on the outcome, while the DMS-engaged analysis censored participants in the DMS arm at system discontinuation.

**Qualitative Measures**

We followed rapid analysis procedures for data analysis and Microsoft Excel (version 2002) to support coding and analysis. Two authors (AAL and SG) reviewed all notes and debrief notes taken during interviews with patients and providers. These authors used thematic analysis [11] and the matrix method [12] to analyze and identify salient themes across all interviews. We established rigor and validity by independently coding and summarizing all data, discussing emerging codes and thematic groupings during meetings, and reviewing findings with the larger study team.

**Ethics Approval**

This study was approved by the Durham Veterans Affairs Medical Center Institutional Review Board (ID number 02188) on January 19, 2019.

**Results**

**Sample**

A total of 26 providers were randomized for this trial (Durham: 22/26, 85%; Houston: 4/26, 15%). Of the eligible patients from participating providers, a total of 46 patients consented and enrolled in the trial (Durham: 28/46, 61%; Houston: 18/46, 39%), with 21 (46%) participating in the DMS arm and 25 (54%) participating in the TAU arm (Figure 3). We issued 6 study-owned smartphones to patients to facilitate enrollment in
the study. The sample was on average aged 53 (SD 13.3) years and mostly male (33/46, 72%), 52% (24/46) self-reported as Black, and 15% (7/46) had a high school education or less. The clinical diagnoses breakdown for enrolled patients included 54% (25/46) with major depressive disorder, 7% (3/46) with schizophrenia, 11% (5/46) with schizoaffective disorder, and 28% (13/46) with bipolar I disorder. Before study enrollment, half (23/46, 50%) of the enrolled patients had downloaded a health app onto their mobile phone, and approximately one-third (14/46, 30%) of the participants had used a wearable tech device such as a fitness tracker or smartwatch (Table 2).

**Figure 3.** Enrollment. N/A: not applicable.
Table 2. Participant demographics (N=46).

<table>
<thead>
<tr>
<th></th>
<th>DMS&lt;sup&gt;a&lt;/sup&gt; (n=21)</th>
<th>TAU&lt;sup&gt;b&lt;/sup&gt; (n=25)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>54.67 (12.73)</td>
<td>51.64 (13.40)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (81)</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Female</td>
<td>4 (19)</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Intersex</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>12 (57)</td>
<td>12 (48)</td>
</tr>
<tr>
<td>White</td>
<td>8 (38)</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>5 (24)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Any college</td>
<td>14 (67)</td>
<td>21 (84)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>2 (10)</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Clinical diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>14 (67)</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Bipolar I disorder</td>
<td>3 (14)</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Schizoaffective disorder</td>
<td>2 (10)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>2 (10)</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Prestudy mobile device use, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health app</td>
<td>9 (43)</td>
<td>14 (56)</td>
</tr>
<tr>
<td>Wearable technology</td>
<td>8 (38)</td>
<td>6 (24)</td>
</tr>
</tbody>
</table>

<sup>a</sup>DMS: digital medicine system.
<sup>b</sup>TAU: treatment as usual.

Quantitative Outcomes

In the intention-to-treat analyses, PDC over 3 and 6 months was 0.82 (SD 0.24) and 0.75 (SD 0.26) in the DMS arm and 0.86 (SD 0.19) and 0.82 (SD 0.21) in the TAU arm, respectively. In the DMS-engaged analysis, the DMS arm had 0.85 (SD 0.20) PDC over the period (Table 3).

Table 3. Proportion of days covered (PDC) for the drug of interest.

<table>
<thead>
<tr>
<th>PDC</th>
<th>DMS&lt;sup&gt;a&lt;/sup&gt; (n=21), mean (SD)</th>
<th>TAU&lt;sup&gt;b&lt;/sup&gt; (n=25), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>0.82 (0.24)</td>
<td>0.86 (0.19)</td>
</tr>
<tr>
<td>6 months</td>
<td>0.75 (0.26)</td>
<td>0.82 (0.21)</td>
</tr>
<tr>
<td>DMS engaged</td>
<td>0.85 (0.20)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>DMS: digital medicine system.
<sup>b</sup>TAU: treatment as usual.
<sup>c</sup>N/A: not applicable.

Qualitative Outcomes

Overview

Qualitative interviews were completed with 14 patients and 4 providers, with half (7/14, 50% and 2/4, 50%, respectively) of each group from each of the 2 sites. Patient respondents were mostly male 86% (12/14), while 64% (9/14) were Black, 29% (4/14) were White, and 7% (1/14) were Asian. Overall, 86% (12/14) of patient respondents used the DMS for ≥90 days; 43% (6/14) used the DMS for ≥180 days. Of the providers, 50% (2/4) identified as male, 75% (3/4) were providers, and 25% (1/4) were prescribing pharmacist.

Patients in the DMS arm stayed engaged with the DMS for 144 (SD 100; median 147; range 0-376) days on average. Among the participants in the DMS arm, 5 (24%) stopped using the system by 3 months because of skin irritation adverse events from the use of the DMS patch.
We identified 5 themes when analyzing the patient data and 5 themes for the providers’ data that described the feasibility and acceptability of using the DMS. Patient themes included pre-enrollment adherence strategies and interest in the DMS, positive impact on medication adherence, system usability challenges, support needs, and suggested improvements to system design and functionality. Provider themes included prestudy concerns for patient medication adherence and interest in the DMS, concerns with the DMS (prestudy), DMS dashboard usability issues and support, challenges in impact of the DMS, and suggestions to increase provider use.

Semistructured Interviews—Patient Responses

Pre-enrollment Strategies and Interest in the DMS

Patients described the following pre-enrollment medication adherence strategies: maintaining a routine and setting up reminders through environmental cues (eg, seeing pills on their counter, a reminder from their spouse, or from reminders on their phone or calendar). Regarding their pre-enrollment medication adherence strategy, a patient stated that the “hardest part for me is sometimes I can’t remember if I took my meds that day, so that’s why I try to take them first thing in the morning when I wake up...” Patients were interested in using the DMS because they felt that the DMS would help them with their medication adherence. A patient shared the following statement:

...I have issues with taking medication on time, not remembering to take it, skipping doses, so the way that the [DMS] would remind you...that would be helpful to someone.

Many patients expressed interest in the technology used in the DMS, including a patient who stated the following:

I was interested because of the new technology...having the [DMS] app so you can see what your daily activities are.

Positive Impact on Medication Adherence

Patients reported the DMS made them more mindful of taking their medication. For example, a patient shared the following statement:

[The DMS] made me more cognizant of what time my dosages were and definitely to make sure that I took [my medications] daily...when I opened my phone, I would see the DMS app and remember; oh, I have to take my medicine in the morning.

The visual reminder of seeing their DMS patch and the DMS app on their phone acted as a prompt to take their medication. In addition, the DMS app’s medication notifications to log missed doses into the DMS app reinforced the habit of taking their medication consistently. A patient stated the following:

The [DMS app] itself, it asks you a series of questions why you forgot to take it and so when you’re going through that it just feels like it’s telling you to not forget it again. I definitely thought it was helpful...it reinforced that good habit of remembering to take your medication every day.

System Usability Challenges

Many patients shared that they experienced problems with DMS patch connectivity and skin irritation. A patient described the challenges they experienced as follows:

If the [DMS] patch wasn’t paired and I wasn’t paying attention to the [DMS] app, I would take my medication and it wouldn’t register and that was very frustrating...I [also] had problems with the DMS patch adhering and when it wouldn’t adhere, it would unpair [with the DMS app]

A patient who experienced skin irritation from the DMS patch stated the following:

It seemed the more that I changed the DMS patch, the more irritated my skin got with the DMS patch...no matter where I put it.

Patients also expressed that the DMS patch was uncomfortable to wear, as the DMS patch caught on things when working in tight spaces and fell off when the patient sweated because of weather or physical activity.

Patients experienced challenges with the DMS app during DMS tablet registration (eg, DMS app would freeze and would need to be rebooted, technical assistance needed, or unable to log missed doses). A patient stated the following:

I had a lot of issues with the [DMS] app also, the [DMS] app was freezing up on me and I would have to call [DMS support] and we would have to walk through it, we’d have to uninstall it and reinstall it to get the [DMS] app to not be frozen anymore so that it would download the [DMS] patch and pair the [DMS] patch.

Overall, despite assistance from study staff, patients felt the DMS was complicated to learn because of the numerous steps needed to complete each process, and many patients shared that they discontinued use because of recurring challenges.

Support Needs

Patients expressed that their onboarding to the DMS was helpful because of the in-person, one-on-one training with their local study staff members. Patients who called DMS support felt that DMS support was professional and knowledgeable in describing step-by-step solutions. However, patients reported that DMS support was not always able to resolve the patient’s issues and provide the patient with a long-term fix for their challenges with using the DMS. A patient described this as follows:

I continued to have the same issue and that’s why I discontinued using the DMS...[DMS support]'s recommendation to change the patch and re-pair it wasn’t a long-term fix.

Patients preferred in-person support for resolving issues with the DMS because study staff members could see their smartphone and DMS app in real time. When asked about support for the DMS, a patient stated the following:

Since the study team was local, I was more inclined to call them if I needed help with something...just being there and having them explain to me...
face-to-face and answer my questions right away, it was helpful...and also that they were able to see my DMS app and see what was going on.

**Suggested Improvements to System Design and Functionality**

Patient feedback for the DMS included two main suggestions: (1) developing a smaller DMS patch or an alternative way to track ingestion that did not involve wearing a DMS patch and (2) improving the usability and functionality of the DMS app as well as the reliability and accuracy of the DMS as a whole.

Regarding patch improvement suggestions, a female patient shared the following:

*If I could have placed the DMS patch somewhere else on my body, I might have continued...if it could be worn somewhere discreetly on the body that would be ideal...where it had to be at the top of my torso, that was problematic for me...I don’t think it would be problematic for a man or someone with a smaller chest.*

Several patients described how the DMS patch was cumbersome to wear, wearing the DMS patch for long periods led to skin irritation, or that they experienced issues with the DMS patch sticking to their skin. Another patient shared the following:

*I did not like the DMS patch...it gave me a rash...if we could figure out some other way of doing it without the DMS patch involved that would be wonderful.*

A patient who experienced DMS patch adherence issues stated the following:

*I think having to have it on your torso is a problem...how active I am, it just couldn’t stay on me. Maybe if it was moved to an extremity...even if it was a fitness tracker, that would have made that part of the whole process much easier.*

Regarding suggested improvements to the DMS app usability and functionality, a patient said the following:

*When you log into the DMS app, it logs you off rather quickly...the login information wasn’t saved, so it was time consuming to access the DMS app.*

In addition, another patient suggested the following:

*If your old DMS patch doesn’t upload information [to the DMS app]...having a mechanism to bypass that and record it and send it to DMS support, so you can continue going through the pairing process with the new DMS patch [would be helpful]*

Finally, some patients suggested that DMS support be more proactive (eg, calling patients periodically to check in rather than patients needing to call DMS support to obtain technical assistance). A patient stated the following:

*For people like us that’s not as savvy with technology as others are...if [DMS support] have called me and checked, maybe [using the DMS] would have been easier and simpler.*

In addition, patients described an interest in receiving further training and material on strategies for addressing potential challenges to the DMS, including technical issues with the DMS app, the DMS, DMS patch connectivity, and DMS patch contact. A patient expressed that they would have liked to receive written material, as this patient wanted to refer back to information during the study.

**Semistructured Interviews—Provider Responses**

**Prestudy Concerns for Patient Medication Adherence and Interest in the DMS**

Providers shared a common concern for patient compliance with medication and acknowledged several challenges to medication adherence (eg, disease specific, health care system related, and side effects of medications). A provider explained, “It’s hard to know, by patient report, how consistently they’ve been taking the medication...” A provider described challenges patients have in refilling medications as follows:

*It’s very daunting to get the refills and if the refills are done, they often times...get them late or they forget to order it...it’s not like they don’t want to intentionally not take their medicine.*

Overall, providers were interested in the DMS, as this system could provide an objective measure of adherence instead of self-report. A provider verbalized as follows:

*I’m always looking for ways to help my patients...take ownership of their own care and to improve quality of care. Those are the two things that drew me to the DMS.*

Providers also shared that a common issue can be reconciling what a patient says compared with medication data in the electronic health record. A provider said the following:

*I was drawn to something like technology that would help both on the provider’s end and the patient’s end to overcome that kind of barrier.*

**Concerns with the DMS (Prestudy)**

Providers expressed concerns with the implementation of DMS in their patient populations, specifically those who experience paranoia and would be apprehensive of using the DMS to track medication adherence. A provider said the following:

*My initial reaction was paranoid, psychotic patients might be a bit concerned that they’re taking a pill that has a sensor...I was thinking that they might not be willing to take such a medication where one would know [provider or family member] whether they are taking it or not.*

An additional concern was around the use of the DMS patch because of the provider’s experience with skin sensitivity to adhesives.

**DMS Dashboard Usability**

Providers experienced frustration with the multistep process to log into the DMS dashboard via the notification email. This frustration led them to not check notification emails or log into the DMS dashboard. Improvement suggestions included streamlining the log-in process for the DMS dashboard (eg, the ability to save password and not needing to re-enter it each time).
and including additional details (eg, missed dose or multiple doses taken at one time) in the notification email to encourage them to log into the DMS dashboard more frequently. Notably, none of the providers interviewed called DMS support for assistance with the DMS dashboard, rather these providers called the study staff because of their accessibility.

**Challenges in the Impact of the DMS**

Providers stated that the objective medication adherence data for each patient in the DMS was helpful. However, owing to numerous usability challenges (eg, data inaccuracy and multistep log-in process), these providers did not use the DMS dashboard, rather they relied on the study team for information on their patient’s medication data.

**Suggestions to Increase Provider Use**

Provider feedback for DMS centered on (1) improving accessibility to the DMS dashboard and (2) change in DMS data management to improve workflow. Providers suggested a streamlined process for receiving notifications such as including additional information in the notification email and embedding the DMS log-in into the electronic health record (eg, an embedded link taking them to the DMS dashboard) to make it easier to integrate into their regular workflow. A provider stated the following:

*If there was some way we could incorporate [ingestion data] in our templated notes...while we are writing, documenting the notes, we could click the link to the DMS dashboard...that might work.*

Finally, many providers recommended that the DMS dashboard and data should instead be managed by an individual in the clinic (eg, nurse or clinical coordinator), as this individual can summarize patient data for the provider. A provider said the following:

*...If the DMS could be created in a way that there will be a go-between, an intermediary between the provider and the patient on the DMS, who would be monitoring, more closely, the ingestion data...[and summarize] this is number of days of adherence, number of days of not adhering...so that the prescriber has that information right in front of them, even before seeing the patient.*

**Discussion**

**Principal Findings**

This open-label, 2-site, 12-month, provider-randomized trial assessed aripiprazole refill adherence in patients with SMI and examined patient and provider perspectives on the feasibility and acceptability of DMS for this population in the VHA health care system. Our study showed that there was no notable difference in the refill rates between the DMS and TAU arms in intention-to-treat analyses. Among the users of the DMS, the PDC by refill rates were 0.85 (SD 0.20) for those patients when engaged in the DMS. Qualitative findings indicated several challenges to the feasibility and acceptability of the DMS for patients and providers. These challenges included technical issues and contact issues with the DMS patch, including skin irritation and adherence on the skin, and affected the length of user participation as well as overall confidence and interest in using the DMS as a reliable and accurate method of tracking medication ingestion. Both patients and providers discussed recommendations to improve the patient-provider experience and overall satisfaction with the DMS. Notably, patients and providers commented on how to increase confidence in using the DMS for patients with SMI, particularly with patients who may not have extensive experience with smartphones, Bluetooth technology, and health app use.

Our results indicated extended patient use of the DMS to manage their SMI. However, our results should be interpreted with caution, as the DMS did not appear to outperform TAU in this study, and enrollment was only a fraction of our original goal. Patients were asked to use the DMS for 90 days, at which time they, along with their provider, could decide whether to continue using the DMS beyond 90 days and up to the full 12 months of study participation. Compared with previous studies using a DMS with an ingestible sensor pill for a period of 8 [13] or 12 [14] weeks, the use of the DMS lasted up to 12 months, which provided insight into DMS use that was 90 days or longer (12/21, 57%), with 29% (6/21) of respondents opting to use the DMS for 180 days or more.

In another trial using the same DMS [13] as in our study, adherence was measured by the proportion of days with good DMS patch coverage (ingestible event marker registration). However, in our study, medication adherence was assessed by the PDC on aripiprazole using pharmacy record data. Owing to the prevalence of patient-reported technical difficulties with DMS tablet registration for the DMS and provider concern for data accuracy that was described during the qualitative interviews, PDC was a preferred measure of medication adherence in this study. Compared with a medication adherence rate of ≥80% reported over an 8-week period (when good DMS patch coverage was reported) in the previous study [13], our study saw 82% adherence in our intention-to-treat analysis over a 3-month (approximately 12 weeks) period, which was comparable. However, this rate changed to 75% at 6 months in our study, which reveals an area of further study into the potential cause of lower adherence rates after 90 days.

Our study’s qualitative findings highlighted concerns regarding DMS patch use and contact issues (skin irritation and adherence to skin). In a recent study that evaluated patient responses to using a comparable digital medicine program with an ingestible sensor coencapsulated with antiretroviral therapy medication, patients reported similar issues as seen in our qualitative findings, including issues with patch adherence to skin and overall frustration with using the digital medicine program patch [15]. As detailed earlier and in our findings, DMS patch issues affected the length of user participation; consideration should be given to making improvements to the usability of the DMS patch, particularly long-term use, to improve the patient experience and adherence to the DMS.

**Limitations**

Several considerations should be acknowledged. First, enrollment and data collection for the study ended early per the study sponsor’s request, presumably before more null or
potentially negative findings could emerge. Second, technology issues may have affected the continued use of the DMS and engagement in the intervention. Third, a limitation for consideration with regard to adherence is the potential of the Hawthorne effect related to the observation of both participant groups (DMS and TAU) in a trial. This may have affected adherence rates as measured by PDC.

In addition, while qualitative interviews were conducted with 14 VHA patients who used the DMS during their study participation, only 4 providers were interviewed. Overall, provider engagement with the DMS dashboard was limited—some providers were unable to share feedback on their experience with the DMS dashboard and the impact that the use of the DMS had on their patients and on patient-provider communication. Providers who consented to participate in the qualitative interviews shared their level of interaction with the DMS dashboard, and interview questions were designed to capture potential barriers to use and to gather feedback on how to increase provider use. Individuals enrolled had a relatively high rate of refill at baseline; future studies using DMS may want to focus on individuals who are having greater challenges with refill adherence. Finally, some patients were interviewed about their DMS experience several months or sometimes up to 1 year after enrollment, which could have affected how well the patients remembered specific details about their experience.

Strengths
Despite the aforementioned limitations, we collected data on the impact of DMS use in a specific patient population, while also gathering detailed feedback on patient and provider experiences, and suggested modifications and considerations for DMS improvements. Evaluation of this novel DMS in the VHA health care system provided insight into real-world use for increased use in community-based, private practice, and public health care settings.

Conclusions
Our study of a DMS in patients with SMI did not demonstrate a detectable improvement in medication adherence. Our findings indicate critical issues to consider in improving the feasibility and acceptability of a DMS for patients and providers. Specifically, our study highlights the importance of conducting a feasibility and acceptability trial and collecting quantitative and qualitative data to further refine and improve the DMS for long-term adherence.
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Abstract

Background: Climate change is projected to increase environmental health hazard risks through fire-related air pollution and increased airborne pollen levels. To protect vulnerable populations, it is imperative that evidence-based and accessible interventions are available. The environmental health app, AirRater, was developed in 2015 in Australia to provide information on multiple atmospheric health hazards in near real time. The app allows users to view local environmental conditions, and input and track their personal symptoms to enable behaviors that protect health in response to environmental hazards.

Objective: This study aimed to develop insights into users’ perceptions of engagement, comprehension, and trust in AirRater to inform the future development of environmental health apps. Specifically, this study explored which AirRater features users engaged with, what additional features or functionality needs users felt they required, users’ self-perception of understanding app information, and their level of trust in the information provided.

Methods: A total of 42 adult AirRater users were recruited from 3 locations in Australia to participate in semistructured interviews to capture location- or context-specific experiences. Participants were notified of the recruitment opportunity through multiple avenues including newsletter articles and social media. Informed consent was obtained before participation, and the participants were remunerated for their time and perspectives. A preinterview questionnaire collected data including age range, any preexisting conditions, and location (postcode). All participant data were deidentified. Interviews were recorded, transcribed, and analyzed using thematic analysis in NVivo 12 (QSR International).

Results: Participants discussed app features and functionality, as well as their understanding of, and trust in, the information provided by the app. Most (26/42, 62%) participants used and valued visual environmental hazard features, especially maps, location settings, and hazard alerts. Most (33/42, 78%) found information in the app easy to understand and support their needs, irrespective of their self-reported literacy levels. Many (21/42, 50%) users reported that they did not question the accuracy of the data presented in the app. Suggested enhancements include the provision of meteorological information (eg, wind speed or direction, air pressure, UV rating, and humidity), functionality enhancements (eg, forecasting, additional alerts, and the inclusion of health advice), and clarification of existing information (eg, symptom triggers), including the capacity to download personal summary data for a specified period.

Conclusions: Participants’ perspectives can inform the future development of environmental health apps. Specifically, participants’ insights support the identification of key elements for the optimal development of environmental health app design, including streamlining, capacity for users to customize, use of real time data, visual cues, credibility, and accuracy of data. The results also suggest that, in the future, iterative collaboration between developers, environmental agencies, and users will likely promote better functional design, user trust in the data, and ultimately better population health outcomes.
Introduction

Background

Climate change is predicted to increase health risks from environmental hazards worldwide. For example, climate projections suggest that many regions will experience an increased risk of air pollution from landscape fires [1], whereas exposure to heat-related health risks is projected to increase [2]. Adverse health outcomes associated with exposure to air pollution include lung and heart diseases, lung cancer, diabetes, neurological conditions, poor pregnancy outcomes, and premature death [3]. A changing climate is also likely to increase the health risks from airborne pollen owing to changes in pollen loads, allergenicity, and pollen season length [4]. The human and economic costs of such increases are likely to be substantial [5], and individuals living with pre-existing chronic conditions or from lower socioeconomic circumstances have been identified as the most vulnerable [6].

In this context, it is imperative to provide evidence-based, cost-effective interventions to reduce the impacts of environmental hazards on human health. Smartphone apps may offer part of the solution, for example, by providing individuals, including vulnerable populations, with easy and timely access to environmental hazard information or by providing tools to support the diagnosis and management of health outcomes triggered by environmental conditions [7-9]. Smartphone apps that collect symptom data can also provide a mechanism to track population-level health impacts of environmental hazards in real time [10]. For example, access to aggregated data on respiratory symptoms such as shortness of breath or heat-related symptoms such as light-headedness, can help public health departments monitor population health outcomes associated with environmental hazards and respond quickly to spikes in outcomes by releasing health alerts and targeted health campaigns [11].

Apps related to environmental health, such as air quality and pollen count apps, are rapidly proliferating and targeting different user groups, including children with asthma [12,13]. Although user perspectives and preferences regarding apps designed for other health conditions have been studied [14-16], there remains a paucity of evidence regarding how and why such apps do (or do not) support users in understanding and responding appropriately to atmospheric health hazard information. Some studies have investigated the effectiveness of environmental health apps with respect to messaging strategies [17] and behavior change support [18-20]; however, very few have tested user preferences related to app design or the extent to which users comprehend and trust the information presented. Given the plethora of possibilities available with respect to functionality, risk communication, and the design of both the overall app and individual features, it is imperative that we address this research gap to underpin effective and evidence-based environmental health app design in the future.

Protecting Health From Environmental Hazard Risks

The AirRater app offers an ideal opportunity to explore these critical questions. AirRater was developed in Australia in 2015 with the aim of protecting individuals from 3 key atmospheric health hazards: pollen, particulate pollution, and extreme heat [8]. The app was co-designed by a consortium of multidisciplinary researchers and environmental and health government agency representatives and is now freely available across Australia. The functionality of the app has been described in detail elsewhere [8,19]; however, its core features include (1) the provision of near real time information on air quality, temperature, and pollen counts; (2) notifications when atmospheric conditions are poor; and (3) the capacity for individuals to log their symptoms and learn about their personal sensitivities (Figure 1). Users can input and track symptoms related to the nose (eg, itchy), eyes (eg, watery), lungs (eg, wheezy), throat, and heat (eg, light-headed). Users can also input custom symptoms related to other health outcomes and self-report the severity of the symptoms experienced (mild, moderate, and severe). The symptom tracking functionality also enables the app to support public health surveillance and ongoing epidemiological research [21,22]. For a full outline of the app’s functionality and features, please see Multimedia Appendix 1. The app is supported by a website that provides users with information about data streams and sources.
Figure 1. Key features and functionality of the AirRater app. Panel (A) shows the home screen where users can see up-to-date information on environmental conditions at their current or saved locations. Panel (B) shows how users can opt into alert notifications. Panel (C) shows part of the symptom reporting interface.

Evaluating User Preferences, Comprehension, and Trust

Several factors make AirRater an ideal case study to explore how users perceive and react to different features of environmental health apps and the extent to which users understand and trust the information presented. First, AirRater represents an unusually holistic environmental health app because it provides information on multiple environmental health hazards (pollen, air pollution, and temperature) in multiple ways (via maps and by saved location) and couples environmental hazard information provision with features designed to help individuals understand and manage their health conditions (eg, symptom tracking, symptom modeling, and personalized alerts). In addition, AirRater has been well-evaluated, and detailed information on who uses the app and their motivations for doing so has been previously published [19,23]. Importantly, these prior evaluations have also demonstrated that the app is successful in supporting a diverse range of users to make decisions and implement behaviors to protect their health, both in the context of severe air pollution episodes and more routine conditions [8,19,23].

This study leverages these characteristics and understandings of AirRater to explore how users perceive and respond to various features of environmental health app design and how such design features do or do not support user comprehension and trust in the information presented. Using qualitative methods, we explore user experiences with AirRater from this perspective, aiming to inform the development of effective environmental health apps. We specifically address 4 research questions.

1. Which features of the AirRater app do users engage with?
2. What are users’ additional information and functionality needs?
3. How do users perceive their comprehension of the information provided in the app?
4. What level of trust do users have in the information the app provides?

Methods

Overview

Numerous tools and frameworks exist to assess app integrity and quality, some of which have been validated [24-34]. Such tools are often prescriptive. Qualitative research methods provide the capacity to explore participant experiences in greater detail by enabling researchers to seek elaboration or clarification of initial participant responses. Accordingly, we developed a customized mixed methods evaluation framework based on the guide by the World Health Organization (WHO) to monitor and evaluate a digital health intervention [35] and the mobile app rating scale [34]. The WHO guide provides a practical framework and flexibility to explore specific questions of interest. The mobile app rating scale framework informed the thematic structure of the qualitative evaluation. On this basis, we developed a semistructured interview schedule that provided the capacity to prompt users for further details on their experiences based on their initial responses [36,37].

This study was conducted as part of a larger mixed methods study of AirRater users that covered multiple themes. The results
with respect to usability and behavior change have been published elsewhere [19], and this paper specifically reports the results with respect to user perceptions of app design, comprehension, and trust.

In the interest of an independent evaluation, a qualitative researcher (AW) with no affiliation to the stakeholders involved in the app design and development was used to conduct the evaluation, undertake all interviews, and analyze all data. A qualitative researcher at the University of Tasmania, who was not affiliated with the app, reviewed the framework and protocol as an independent reviewer before its submission to ethics.

Recruitment

As reported elsewhere [19], adults (18 years and older) were selected for recruitment if they resided in one of the following three locations in Australia: (1) Tasmania, (2) the Australian Capital Territory (ACT), or (3) Port Macquarie, New South Wales. Users were recruited from multiple locations to capture any location- or context-specific experiences, which were strategically chosen based on known episodes of high pollen days (Tasmania) and prolonged poor air quality because of the 2019-2020 wildfire events (ACT and Port Macquarie). Users were recruited through calls for participation via multiple media platforms, including a targeted email to registered AirRater users, an article in the AirRater newsletter, social media posts (Facebook and Twitter), and requests for participation during local radio interviews with AirRater team members. In total, 42 users were recruited to participate in the qualitative evaluation, with numbers almost evenly divided between Tasmania (20/42, 48%) and ACT (21/42, 50%). Despite multiple attempts to secure more participants, only 2% (1/42) of participants were recruited from Port Macquarie given that both locations experienced substantial wildfire smoke from 2019-20 wildfire events. ACT and Port Macquarie data were aggregated to protect the anonymity of the Port Macquarie participants.

Ethical Considerations

An ethics application for the evaluation was submitted to and approved by the University of Tasmania Health and Human Research Ethics Committee (ID: H0015006). As per the ethics approval, participants who contacted the team expressing an interest in participating were sent an information sheet and consent form before confirming their eligibility. The information sheet included information on the purpose of the study, the study’s funding arrangements, details about what participants would be asked to do during the study, and the benefits and risks of participation. The participants were also informed that they were free to withdraw from the evaluation at any time. The evaluation and data collection methods were discussed with potential participants, who then returned their consent form if they were still happy to proceed with participation. Participants were notified that deidentified data would be stored at the University of Tasmania for a minimum of 5 years in accordance with the Australian National Health and Medical Research Council guidelines and would only be accessible to a subset of investigators involved in the evaluation (AW, FHJ, SLC, NC, and PJJ). Consent forms, as well as deidentified electronic transcripts and audio recordings, were stored in separate folders on a secure server at the Menzies Institute for Medical Research, Tasmania. All data were password-protected and accessible only to a subset of investigators involved in the evaluation (AW, FHJ, SLC, NC, and PJJ). Informed consent was obtained from each participant before their involvement in the study. Participants were remunerated for their time and contributions with an AUD $20 (US $14.50) gift card following their participation in the interview.

Data Collection

Data were collected using 2 methods. First, a preinterview questionnaire delivered through SurveyMonkey collected key demographic details from the participants, including age range, any pre-existing conditions, and location (postcode, Multimedia Appendix 1). The questionnaire also collected data from participants on their personal descriptions of the app’s purpose, period of use, primary motivation for downloading the app, and perceptions of use over time. Second, semistructured interviews were then conducted. The full interview schedule was published in the study by Workman et al [19]; the interview schedule components relevant to the results presented in this paper are provided in Multimedia Appendix 1. All interviews were conducted via telephone or a web-based conferencing platform because of COVID-19 restrictions. With participants’ permission, all interviews were recorded to verify the accuracy of the transcripts.

Data Analysis

Demographic data collected by the preinterview questionnaire were aggregated for descriptive analysis. The qualitative analysis software NVivo 12 (QSR International) was used to support thematic coding and analysis of the interview data [38]. All 42 interviews were transcribed by 2 research team members and verified by 1 before being uploaded to NVivo. Starting with the themes underpinning the interview schedule as an initial coding framework [39], all interview transcripts were thematically analyzed by the qualitative researcher leading the evaluation (AW). The overarching themes supported the identification of subthemes that emerged from the data. The results of the analysis were initially discussed with 2 researchers affiliated with the design and development of the app (PJJ and SLC) and who were involved in previous AirRater evaluations of user surveys.

Results

Questionnaire Data

The majority of the 42 participants (38/42, 90%) completed the preinterview questionnaire. Detailed results have been reported elsewhere [19]; however, the key results for contextualizing this study are presented in Table 1. Notably, most users had one or more respiratory conditions (asthma, allergic rhinitis, other lung conditions, or a combination), and most primarily used the app during seasons in which particular environmental triggers were present. Open-text responses from users indicated that they were most likely to use the app during the wildfire season (summer) or the pollen season (spring and summer), although some participants indicated that use was sporadic outside of these times.

https://formative.jmir.org/2022/12/e38471
Table 1. Summary of participant characteristics derived from the preinterview questionnaire.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>30 (79)</td>
</tr>
<tr>
<td>Male</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Age range (years)</td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>3 (8)</td>
</tr>
<tr>
<td>31-40</td>
<td>8 (21)</td>
</tr>
<tr>
<td>41-50</td>
<td>4 (10)</td>
</tr>
<tr>
<td>51-60</td>
<td>8 (21)</td>
</tr>
<tr>
<td>61-70</td>
<td>9 (24)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>6 (16)</td>
</tr>
<tr>
<td>Pre-existing health conditions</td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>17 (45)</td>
</tr>
<tr>
<td>Lung condition other than asthma</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Allergic rhinitis</td>
<td>24 (63)</td>
</tr>
<tr>
<td>Heart condition</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Stroke</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (32)</td>
</tr>
<tr>
<td>Time since app download</td>
<td></td>
</tr>
<tr>
<td>&lt;6 months</td>
<td>8 (21)</td>
</tr>
<tr>
<td>6-12 months</td>
<td>13 (34)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>6 (16)</td>
</tr>
<tr>
<td>2-3 years</td>
<td>5 (13)</td>
</tr>
<tr>
<td>3-4 years</td>
<td>5 (13)</td>
</tr>
<tr>
<td>4-5 years</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

*Adapted from Workman et al [19].

Interview Data

Overview

The interview results are reported below and stratified into four sections aligned with our research questions: (1) engagement with different features of AirRater, (2) additional information and functionality needs, (3) comprehension of AirRater, and (4) trust in AirRater. Additional interview data covering different themes have been published elsewhere [19]. This paper focuses only on the data relevant to the themes outlined above. The key findings relevant to these 4 themes are summarized in Table 2, and the remainder of this section presents detailed results from each theme.
Which Features of the App Do Users Engage With?

The participants were asked which features they used. Many participants (26/42, 62%) indicated using location (Figure 1 and Multimedia Appendix 1) and maps (Figure 1 and Multimedia Appendix 1) features most frequently. Some participants (4/42, 9%) specifically noted the value of the location function in supporting their decisions and monitoring the locations where they had a family:

"I loved how it could have the multiple locations which for us over summer was really helpful cos we had family moving around..." [ID_16, ACT]

"...one of the features I like was that I could set up...location zones and monitor not just how we were going but them (family) and use AirRater to determine whether they were likely to be having a good day or bad day and whether to give them a call or; you know if they would be OK today." [ID_10, TAS]

"I like it how you can... set your own locations and then it gives you... accurate data for the pollen level, air quality, and the temperature. And... the map feature so... you can look at sort of the air pollution levels on the map. I actually looked at that a lot during the bushfire season." [ID_19, TAS]

Importantly, the close-to-real time nature of the information available in the map and location functionality was particularly useful to people. A few (3/42, 7%) users indicated that up-to-date information was the core reason why they engaged not only with these specific features but with the app overall:

"This one (AirRater) was far more useful from a day-to-day point of view than what we were getting information-wise from other sources...It didn’t help me knowing that we’d had the worst air in the world over the last 24 hours. What I needed to know was right now." [ID_34, ACT]

"...I ended up finding that AirRater seemed to have the most useful, up-to-date information… there was a lot of discussion amongst people and... I think that it ended up being that people started relying on AirRater being the most up-to-date, useful information." [ID_39, ACT]

Some (7/42, 17%) participants indicated that the receipt of alerts for elevated environmental hazard levels (Multimedia Appendix 1) and reminders for symptom reporting were effective in prompting their engagement with the app:

"I really like the notifications when it gave the particulate or the pollen rating cos then I double-check my medications and make sure I have done all the right things. Every time I was sent an alert, I would do a report...I liked the frequency, because I probably reported twice a week at least." [ID_24, TAS]

"...I would generally use it (symptom reporting) when I got a notification cos it would remind me to do it, and unless I’m reminded to do it then I tend to forget." [ID_28, TAS]

There were varying levels of engagement with, and perspectives on, the symptom reporting feature more generally (for an illustration of the symptom reporting feature, see Multimedia Appendix 1).
Appendix 1). Some (4/42, 9%) participants liked the feature and found it easy to use:

I liked it actually. I just clicked on mild, moderate...and I thought, oh god, I’m a bit of whinger...then I thought, no, this data will be good for somebody, and I’ve just found now the summary, which is really good [ID_38, ACT]

...the reporting symptoms feature works really well...prompting you to report symptoms and report medication taken...[ID_41, ACT]

However, some (9/42, 21%) participants identified technical and practical issues with the symptom-reporting feature:

...there was no feedback to say, you know, your symptoms have been constant for the last week, you should go and see a doctor or anything like that. It was literally...just answering the questions...do you have itchy eyes, what have you done, have you put eyedrops in or whatever, so I’m justicking the things that I have to tick and then that was it, now I’ve done my homework (laughs) That’s how I saw it. [ID_35, ACT]

...Most of the time I have symptoms, and most of the time my symptoms are controlled by medication. The way this works, I have to tell them I’ve got a runny nose...and it’s mild. Why is it mild? Because I’m on medication...when you’re doing this, you know, four or five times a day you do get sick of that kind of stuff [ID_13, TAS]

What Are Users’ Additional Information and Functionality Needs?

Participants were asked whether there were any additional features or information they wanted AirRater to provide. Most (38/42, 90%) participants recommended at least one enhancement to the app to supplement existing features or requested the provision of additional information. Given the diversity of participants, their specific health conditions, and their unique information needs, the responses were wide-ranging. However, common requests included a more detailed breakdown of the pollen count data, automatic notification of the nearest monitoring station, inclusion of wind speed or direction, and the capacity to download personal summary data for a specified period. A full summary is provided in Multimedia Appendix 1; examples of responses included the following:

...the total pollen count’s irrelevant...why should I care...if there’s a lot of gum tree pollen around? ...I’m not allergic to gum tree pollen...I want to know specific levels of specific pollens which apply to me [ID_13, TAS]

I understand now why the PM2.5 is the most obvious particle size that’s there (for air quality) so I sort of understand the other one (PM10) being a bit subliminal... I have found that I’ve had to hunt for, I’ve had to discover it for myself rather than it all being presented there on the front page... [ID_27, TAS]

...it would be good if they’d (AirRater) just tell me where the closest station is... getting the information from... so the user knows how accurate it is [ID_2, TAS]

I find windy conditions exacerbate my asthma...so even just having a wind speed...I feel like wind speed is more important than temperature... [ID_7, TAS]

What I would like to see is the capacity to be able to print it out... over a period of time, it would be perhaps better to look at it that way... and find out what the changes were. [ID_37, ACT]

How Do Users Perceive Their Comprehension of the Information in the App?

Participants were asked to describe their understanding of the information the app provided, how the interface does or does not support their comprehension, and whether additional information is needed to assist them in understanding the data. Participants indicated varying levels of perceived general air quality literacy; however, irrespective of this, most (33/42, 78%) participants indicated that they were able to sufficiently understand the information in the app to support their needs:

I have a very good understanding of the...information. I have a science degree... so I don’t have any trouble understanding the information and I know exactly what the particulate issues are and all the rest of it. [ID_4, ACT]

...every now and then I thought, that’s interesting that that’s the metric for good and that’s the metric for poor...because the poor kicked in at quite a low numeric value...and more just a curiosity cos I didn’t know enough about...the scale that’s used for air quality....if I got really seriously curious I could have Googled what the Australian air quality standards meant, but...I was happy to take, that’s the standard, that’s the number, I can make a decision on that. [ID_5, ACT]

I knew nothing about air quality data before the bushfires...I know that there’s...a website associated with it (AirRater) where the data is translated from and...I did look at that a few times to sort of try and...get an idea of...what does this PM2.5 thing mean...I got a fairly basic but comprehensive understanding of the rating system in terms of what it meant when it said ‘good’ or ‘poor’...and what that might mean for my health, but I certainly wouldn’t ever be able to like tell somebody else it in a comprehensive manner. I just learnt enough to know that I felt comfortable that what was happening in the app was a reflection of comprehensive and good data that I could trust. [ID_14, ACT]

I had to Google what PM squared meant, in air quality, and I still didn’t quite get it, but um, then I just look at the word good now; or poor, or whatever. I didn’t understand that much, um, and then I thought, oh well, that’s fairly scientific actually which is good, but yeah, I didn’t understand, and I s’pose I don’t...
really need to understand that, I just Googled it out of interest. [ID_38, ACT]

Numerous (9/42, 21%) participants indicated that the interface helped them and their family members comprehend the information.

...some of my family members...they’re from non-scientific backgrounds...they didn’t seem to understand it...as well as me, but they could still get a sense of...what the information was showing, so I think it’s good that, like you have color codes for the different levels. [ID_19, TAS]

I think the interface is fairly user-friendly for people who don’t necessarily have...the science and health background to...interpret it, because of the color change and the...good, fair, poor, that made it really quick and simple to understand. [ID_34, ACT]

...I really liked especially for my kids being able to explain the coloring. ...my eldest is like, oh it’s red, we can’t go outside. Oh, it’s purple, no, don’t even open the window... [ID_16, ACT]

...it became a bit of a family game...we had different levels of how many trees we could see outside (laughs)...we actually started being able to have a good gauge of...what the numbers, levels were like, and...connecting those to our visual observations, so...it became quite an interest factor as well for the whole family. [ID_34, ACT]

Several (6/42, 14%) participants discussed how the use of different air quality metrics on different apps and websites affected their own or others’ ability to understand air quality information (in AirRater and beyond). This was particularly relevant from the beginning of 2019 to 2020 wildfire events because of the diversity of air quality metrics used by various sources:

...there was a wide disconnect in the greater community...because different people were using different pieces of information. So, the ones who were using 24-hour rolling...worked on a different poor/fair scale than the AirRater scale... [ID_34, ACT]

...people were using...a bunch of different apps that all had really different information...and people were really confused and they’re like, well, this is telling me...everything’s fine and that I can go outside, and I’m like, no, it’s cos that’s an average... [ID_39, ACT]

Do Users Trust the Information the App Provides?

Participants were asked whether they had ever questioned the data provided by AirRater. Participants indicated varying levels of trust in the information provided by AirRater. Many (21/42, 50%) participants did not question the accuracy of the data, citing reasons such as their inclusion on credible government agency websites and the comprehensiveness of the supplementary information.

I did read like, where it was made, and who was running it and all those bits, and it was also helpful, like, that it was on the ACT Health website as well, I think. [ID_31, ACT]

...I had read a fair amount about it (air quality)...just out of interest because I do try and keep up with what’s going on out there...When it came out on the (ACT government) health website...I thought, well...that’s good enough. [ID_37, ACT]

I found that the one (app) that I implicitly trusted the most was just the AirRater one, because the information on the website was so comprehensive about, like this is how we are measuring it and this is why it’s a good way of measuring it, and...it wouldn’t be inaccessible to people without that sort of background and knowledge, but it was also like, it was also this is good data because of this reason, so it was enough information to go, yep this is what I trust, this is what I am okay with despite these debates happening in these social media spaces that I was involved in. [ID_14, ACT]

Some (3/42, 7%) participants acknowledged that their trust in the information—and in the case of one participant, trust in sharing personal information—was a result of their affiliation with a university, with references to the importance of data protection and ethical integrity:

...because it was run by a university...I implicitly trust...with data protection approaches and stuff...a university, particularly in Australia, with the really stringent ethics requirements that we have...I do feel comfortable sharing my data and sharing my information...that was a huge...reason why I even downloaded the app in the first place. [ID_14, ACT]

...if it’s associated with a university it’s more likely to be neutral, less likely to be contaminated by advertising dollars... generally it just seemed to me that it’s likely that whichever algorithm you use or whatever to deduce it, it’s probably likely to be quite accurate...[ID_15, TAS]

In contrast, several (10/42, 24%) participants indicated that they had questioned the information presented, in many cases attributing this lack of trust to a lack of data sensitivity or accuracy away from the monitoring stations:

I felt like the location, the air quality...wasn’t necessarily sensitive enough, I think also because I live in a valley, so...I might be...experiencing something at my home that wasn’t showing up on...the map at all... [ID_1, TAS]

...the air monitors don’t actually accurately monitor where I am...we’re just in a bit of a black hole...it’s really limited, and I sort of stopped using it (AirRater) a lot because it was just, the data isn’t there for what I was most needing it for. [ID_23, TAS]

...one of the issues even across an area the size of Canberra is the number of monitoring stations, so we’re always taking AirRater and even the ACT air quality index with a grain of salt compared to your actual local situation. [ID_10, ACT]
I think I noticed that our closest one was Belconnen, which is probably not too far away... 10 or 15 kilometers away, so I guess you just sort of like, take that a bit into consideration. (ID_20, ACT).

The importance of personal experience with symptoms, as well as (the absence of) visual cues, also proved a fundamental factor influencing user trust, as some (3/42, 7%) participants acknowledged that they were at times skeptical or surprised by AirRater information:

Sometimes I’m feeling really rubbish and I look...it says that the pollen count’s low, and I’m like, oh well then, maybe I’m not well, but if you go and look at a grass count specifically it says that it’s quite high and like, oh that’s contradictory... [ID_21, ACT]

you’d look outside and think, oh wow, I can see sort of the haze in the background but, I’ve...got close to normal...visual range, it doesn’t look bad, it doesn’t smell bad, but also realising that...harmful air quality kicks in the level below what the normal human can sense so, I tended to say, OK, yeah, if it’s telling me that (air quality is poor), it just means I can’t see the bad stuff, or smell the bad stuff. [ID_5, ACT]

A couple of times... I’ve felt a bit tight in the chest and I’ve been surprised that the air quality’s been good... but... I put it down to there must be something else going on in my body that was causing that tightness, and it wasn’t the air quality. [ID_6, TAS]

Some (3/42, 7%) participants also queried the accuracy of the conclusions in their personal health profile based on inputs into the symptom reporting feature.

AirRater was saying...your problem is with animals, because you’ve (been) exposed to animals and you’re having symptoms, and I was like, well, actually it’s not that simple, it’s not that clear cut, and I’ve had animals for longer than I’ve had symptoms, so it’s not necessarily the case... [ID_1, TAS]

...sometimes...I had a look at the graph when I did my symptoms and...it was all mornings and I’m like, pretty sure I said 24 hours for some of those, so I’m not sure if it’s captured that as well as it could’ve. [ID_31, ACT]

Discussion

Principal Findings

Overview

Through semistructured interviews with 42 users, this study gained valuable insights into what features are useful, what facilitates user comprehension, and what influences users’ levels of trust in the information provided by AirRater. Specifically, we found that location and map functions are the most useful features of AirRater for users. Furthermore, most participants were able to suggest app enhancements based on personal needs or preferences (Multimedia Appendix 1). We also found that, irrespective of self-reported literacy levels, most participants reported that the information provided in the app was easy to understand and supported their needs. Finally, we found that many participants did not question the accuracy of the data presented in the app. As discussed below, this new knowledge extends our understanding of effective design principles in environmental health apps and highlights key considerations for future app design (Multimedia Appendix 1). Furthermore, our results confirm that AirRater is used by a diverse group of individuals with unique health conditions, personal preferences, and information needs, highlighting the need for environmental health apps to manage the core design tension between meeting diverse user needs and streamlining for ease of use and comprehension. In the 4 sections below, we discuss our key findings in further detail and compare them with those of previous research. We also discuss implications for the development of future environmental health apps.

Engagement With Features

The map and location features of AirRater were highly valued because they supported users in monitoring the movement of hazards or environmental conditions in other locations where family members were based. This finding is pivotal for informing the future design of environmental health apps, as the ability to access hazard information quickly and easily at multiple locations supports app users not only to assess, plan, and mitigate their own risk but also that of family members located elsewhere. Furthermore, numerous participants reported that the provision of near real time data via the map and location functions was highly valued, particularly in the context of rapid changes in air quality during the Australian 2019-2020 wildfire seasons. Other studies have determined the importance of accurate and timely information. For example, Gooze et al [40] found that consumer satisfaction and use increased following the introduction of real time information for a transportation information tool. For environmental hazard information in particular, the presentation of near real time information is critical for users to adequately support decision-making.

We also found that alerts for hazard levels and symptom reporting were effective in prompting users to look at and engage with AirRater. This finding is congruent with earlier research findings of increased engagement and higher-frequency app visits from push notifications [18,41]. The role of alerts in hazard communication is particularly important for “invisible” threats, such as pollen and, at times, air quality, as it can raise awareness and literacy of such hazards. Finally, AirRater participant perspectives on the symptom reporting feature varied; a few participants indicated that it was useful, while other participants indicated that they had experienced both technical and practical difficulties with the feature. Difficulties reported included the inability to modify symptom reports and the repetitiveness of symptom reporting. Previous research findings have confirmed that repetitive and multistep processes can discourage users from engaging with a particular app or feature. In their analysis, Cho et al [42] examined cognitive factors, including eHealth literacy and health app use efficacy, in app use among a sample of 765 app users from South Korea. They found that health app use efficacy is correlated with continued app use and hypothesized that app features that require multiple steps to access information require users to invest time and energy, which may impact their perceived health app use
efficacy [42]. Our findings underline the importance of simplified and streamlined symptom reporting processes to maximize the engagement and utility of such features in environmental health apps.

**Additional Information and Functionality Needs**

As detailed in the Multimedia Appendix 1, participants suggested numerous enhancements to the app, including the incorporation of additional meteorological information (eg, wind speed or direction, air pressure, UV rating, humidity), functionality enhancements (eg, forecasting functionality, additional alerts, the inclusion of health advice), and clarification of existing information (eg, symptom triggers). Four common requests were presented by the participants: (1) a more detailed breakdown of pollen data, (2) automatic notification of the nearest monitoring station, (3) the inclusion of local wind speed or direction, and (4) the capacity to download personal summary data for a specified period. Our results on additional information and functionality highlight that AirRater users are diverse in their personal information and functionality needs. Although this diversity demonstrates the capacity of an environmental health app to effectively engage various populations, it also implies the fundamental importance of app personalization and customization to meet individual user needs [43,44], particularly when balancing the simultaneous need for simplicity and streamlining to enhance usability and comprehension.

**Comprehension**

First, despite acknowledging that they brought varying levels of air quality literacy to their engagement with AirRater, participants indicated that the current AirRater design, particularly the use of colors, facilitated their understanding of the data. The relationship between interface design and information comprehension has been reported by other researchers. For example, Caburnay et al [45] assessed a random sample of 110 diabetes-related apps for health literate design. They found that most apps studied used enabling elements, such as everyday language (88/110, 80%), bold and contrasting colors (89/110, 80.9%), and included visual, customizable content (77/110, 70%). Similarly, in their study exploring stakeholder perspectives for improving storm surge risk communication, Morrow et al [46] found that stakeholders preferred maps that used multiple colors to convey different levels of storm surge risk. Our results reaffirm the importance of color as a part of a strategic design approach for environmental health app development. Another key result was that some participants indicated that the use of different indices and metrics across information sources was confusing during the wildfire season (eg, 24-hour average vs hourly or real time levels). In the absence of standardized information, our findings highlight the importance of providing clear and accessible information on how to interpret the specific metrics presented for a given setting and the value of supplementary information via multiple media to address confusion when it arises. Finally, Stonbraker et al [47] found a group of end users with low health literacy preferred simple bar graphs with emojis, again emphasizing the need for simple visualizations that convey the health implications of data. Stonbraker, Porras, and Schnall [47] also emphasized the importance of testing visualizations with target groups, a targeted approach that could be used in future iterations of AirRater to assess preferences and verify comprehension.

**Trust**

Many participants reported general trust in the information provided by the app, without questioning the accuracy of the information provided, with some reporting AirRater’s affiliation with a university as a pivotal factor. Our findings are congruent with results reported elsewhere [48]. For example, in their scoping review on trust in digital health interventions, Adjekum et al [49] identified factors such as ease of use, self-efficacy, customizability, credibility, and stakeholder engagement as enabling trust in digital health interventions. Participants who expressed mistrust in the information provided by AirRater reported distance from an air quality monitor or the app’s conclusions about their personal triggers as their reasons to question the data, although this did not seem to impact their overall willingness to use the app. This finding underscores the importance of data integrity in environmental health apps for protecting individuals from unnecessary or inadvertent exposure to environmental hazards. The need for a comprehensive and accurate air quality and pollen monitoring network is pivotal to ensuring that environmental health apps can effectively support populations. It also suggests opportunities exist for indoor air quality monitoring and the potential for environmental health apps to connect with devices, such as indoor air quality monitors or air purifiers, to provide supplementary data on potential triggers present in an indoor environment.

**Implications for Future App Design and Future Research**

Figure 2 synthesizes the core implications of our study with respect to the environmental health app design. First, our study clearly showed that users value a level of customization with the capacity to access and select information based on their individual needs. However, streamlined design is important: users prefer features that are visual and involve minimal steps. In addition, users value real time information with transparency around data sources. Our results also highlight the importance of using visual cues to support comprehension; for example, the use of a one-word color rating system in AirRater supports users in understanding scientific information irrespective of their perceived level of health or air quality literacy and to support their family members, including children. The credibility of the app developer also proved to be important for influencing user trust as well as the perceived accuracy of data, in this case, provided by established air quality and pollen monitoring networks. Accordingly, environmental health apps must be supported by sufficient data inputs from adequate and robust monitoring networks. To ensure that key elements are integrated into app design, iterative collaboration among developers, environmental agencies, and users is likely to support better app functionality, enhance user trust in the data presented, and support the ultimate goal of improving population health outcomes.
With respect to future research, this evaluation of AirRater as an example of an environmental health app suggests several future research needs. First, as environmental health issues can be highly localized, there is merit in pursuing similar evaluations of app utility and efficacy in other jurisdictions and countries. Although AirRater is currently only available in Australia, the implementation and evaluation of environmental health apps, such as AirRater, in other settings would extend the conclusions outlined here. Second, there is a strong need to investigate usability and comprehension among a more diverse range of user groups, including caregivers, children, and the elderly, across environmental health apps, to establish specific preferences and needs and to optimize health outcomes. At last, with respect to trust, it is important to investigate whether levels of trust in app data change because of likely changes to the air quality and pollen monitoring network in the coming years, either through the expansion of the existing network or the introduction of low-cost air quality sensors for individual residential use.

Limitations
Several limitations impact the strength of the conclusions presented in this study. First, in sampling a cohort of current AirRater users, results presented here are most useful for the purposes, as intended, of an in-depth evaluation of AirRater. However, the sample is not likely to be representative of all AirRater users or other populations who may choose to use environmental health apps. In this context, it is not possible to determine the extent to which the results presented here are generalizable to other groups. None of the participants in this study were culturally and linguistically diverse. Our choice of a “within person” study design has been vindicated by recent digital health reviews however greater diversity of participants would have been useful [50]. Another recognized limitation is the lack of representation of older children and young adults. Similarly, while a small number of respondents indicated having children aged under 15 years, conversations focused on the personal use of and experience with the app. An opportunity exists to evaluate AirRater further by targeting older children (ie, 10-17-year-olds) and young adults (ie, 18-24-year-olds) to determine whether any age-specific customization is required to support further uptake of the app in these age groups. This is particularly important, given the app’s educational potential, as indicated by some participants. Finally, this evaluation only captures insights from AirRater app users, who are both engaged with the app and agree to participate. The opinions and responses of historical and current AirRater app users disengaged from the app were not accounted for in this study. Actively seeking the perspectives of users who no longer engage with the app would prove valuable for gaining unique insights into potential barriers to app use, as well as additional suggested app enhancements.

Conclusions
This qualitative evaluation of the free smartphone health app AirRater explored user preferences, comprehension, and trust. The participants’ perspectives can inform the future development of environmental health apps. Accordingly, the perspectives presented in this paper contribute to identifying key considerations for successful environmental health app design, including customization, streamlining, use of real time data, visual cues, credibility, and accuracy of the data. These considerations are more likely to be prioritized when apps are designed in collaboration with developers, environmental agencies, and users. In the future, environmental health apps are likely to play a pivotal role in supporting populations facing increasingly severe and frequent global environmental changes and extreme events. Ensuring that environmental health apps are fit for purpose, effective, accurate, comprehensible, and trustworthy will assist in maximizing the health outcomes of the population.
Acknowledgments

The authors thank Emerson Easley for her valuable administrative contributions to this research. The authors would also like to thank the 42 AirRater users who generously provided their time and perspective during the study. All the authors have read and agreed to the published version of the manuscript. This study was funded by the Menzies Philanthropic Fund. AirRater is currently funded by the Department of Health, Tasmania, Australian Capital Territory Health, Northern Territory Health, and the Menzies Institute for Medical Research, with previous funding from the Northern Territory Environment Protection Authority. AirRater collaborators include Environment Protection Authority Tasmania, Commonwealth Scientific and Industrial Research Organisation, Australian National University, Charles Darwin University, Tasmania Fire Service, the Bureau of Meteorology, and Asthma Australia.

Data Availability

The data sets generated and analyzed during this study are available from the corresponding author upon reasonable request.

Authors’ Contributions

AW, PJJ, and FHJ conceptualized the manuscript; AW collected and analyzed the data; AW, PJJ, SLC, GJW, CL, DMJSB, NC, and FHJ all contributed to writing and editing the final manuscript.

Conflicts of Interest

None declared.

Multimedia Appendix 1

A summary of AirRater features and functionality, interview questions and suggested app enhancements. [PDF File (Adobe PDF File), 416 KB - formative_v6i12e38471_app1.pdf]

References


Abbreviations

ACT: Australian Capital Territory
WHO: World Health Organization
Understanding Emergency Room Visits for Nontraumatic Oral Health Conditions in a Hospital Serving Rural Appalachia: Dental Informatics Study

Raj K Khanna1, MD, DMD; Alfred A Cecchetti2, MSci, MScIS, PhD; Niharika Bhardwaj2, MBBS, MS; Bobbi Steele Muto1, MPH, RDH; Usha Murughiyan2, MBBS

1Department of Dentistry, Oral & Maxillofacial Surgery, Joan C Edwards School of Medicine, Marshall University, Huntington, WV, United States
2Department of Clinical and Translational Science, Joan C Edwards School of Medicine, Marshall University, Huntington, WV, United States

Corresponding Author:
Alfred A Cecchetti, MSci, MScIS, PhD
Department of Clinical and Translational Science
Joan C Edwards School of Medicine
Marshall University
1600 Medical Center Drive
Huntington, WV, 25701
United States
Phone: 1 3046911585
Email: cecchetti@marshall.edu

Abstract

Background: In the Appalachian region, a variety of factors will impact the ability of patients to maintain good oral health, which is essential for overall health and well-being. Oral health issues have led to high costs within the Appalachian hospital system. Dental informatics examines preventable dental conditions to understand the problem and suggest cost containment.

Objective: We aimed to demonstrate the value of dental informatics in dental health care in rural Appalachia by presenting a research study that measured emergency room (ER) use for nontraumatic dental conditions (NTDCs) and the associated economic impact in a hospital system that primarily serves rural Appalachia.

Methods: The Appalachian Clinical and Translational Science Institute’s oral health data mart with relevant data on patients (n=8372) with ER encounters for NTDC between 2010 and 2018 was created using Appalachian Clinical and Translational Science Institute’s research data warehouse. Exploratory analysis was then performed by developing an interactive Tableau dashboard. Dental Informatics provided the platform whereby the overall burden of these encounters, along with disparities in burden by age groups, gender, and primary payer, was assessed.

Results: Dental informatics was essential in understanding the overall problem and provided an interactive and easily comprehensible visualization of the situation. We found that ER visits for NTDCs declined by 40% from 2010 to 2018, but a higher percentage of visits required inpatient care and surgical intervention.

Conclusions: Dental informatics can provide the necessary tools and support to health care systems and state health departments across Appalachia to address serious dental problems. In this case, informatics helped identify that although inappropriate ER use for NTDCs diminished due to ER diversion efforts, they remain a significant burden. Through its visualization and data extraction techniques, dental informatics can help produce policy changes by promoting models that improve access to preventive care.

(JMIR Form Res 2022;6(12):e31433) doi:10.2196/31433
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Introduction

Overview

Oral health is critical to overall health and well-being [1]. However, various factors impact the ability to maintain oral health, such as the availability of excellent and accessible preventive dental care, socioeconomic status, age, location, race, ethnicity, and health behaviors [1]. Poor oral health or the absence of affordable regular dental care negatively affects health (associated with diabetes, heart disease, stroke, increased admission risk, and adverse pregnancy outcomes) and increases health care costs [2-7]. An emerging field, dental informatics, which involves the application of informatics to dental science, is increasingly used to solve problems in dental practice, education, training, and research [8-10].

Appalachia, a region with a largely rural population, spreads over 420 counties in 13 states. Rural Appalachia is medically underserved to the extent that there is an average of only 4 dentists per 100,000 individuals, compared to the United States’ average of nearly 61 dentists per 100,000 [11]. West Virginia (WV) is the only state of the 13 states entirely in Rural Appalachia that is underserved and hit hard economically. WV leads the nation in edentulism, which afflicts 36% of adults, and reports indicate that only 61% of adults visited a dentist in the past year [12]. However, due to economic constraints, most health systems in Appalachia do not have the technological resources needed to investigate and solve the oral health issues of this population.

There are several indicators of oral health in a community. One such indicator is a visit to an emergency room (ER) for a preventable dental condition. When people don’t have access to preventive dental care for problems like gum disease and tooth decay, treatable dental issues become a much bigger problem, often causing excruciating pain, leading people to seek care in an emergency department. Data show that ERs are the first and last resort for many low-income adults nationwide to obtain emergency care for preventable dental conditions. ERs are a significant part of the health care system that should be used for emergency health care needs and should not be a place for routine dental care. Further, these settings are ineffective for treating dental problems [13]. Over the past few years, dental care has increasingly shifted from dental offices to emergency departments, with a more significant portion of dental visits occurring in EDs [14]. ER use for dental problems is on the rise, and most visits are for nontraumatic dental conditions (NTDCs) [15,16]. It is harder to get good dental care in Appalachia, especially in WV, which encompasses some of the country’s poorest and most remote communities. Compounding decreased availability of dental care and lower socioeconomic status is illiteracy. These factors contribute to the increased number of visits to the ER.

The use and financial impact of dental-related trips to medical settings, such as ERs and urgent care sites in the Huntington hospital system’s catchment area in WV, has not been documented. We used dental informatics to develop a synopsis of dental visits to ER for preventable dental conditions in southern WV.

This paper highlights how dental informatics was used to examine preventable dental conditions in the Appalachian region of WV and suggests cost containment.

Literature Review

Dental informatics, a comparatively juvenile field [17], can be used to understand a wide variety of problems within dentistry but is not widely used [18] and historically may not be widely understood [19]. One of the difficulties with global acceptance is that dental practitioners may lack computer knowledge, creating a hurdle for introducing dental informatics [20]. e-Communities within dental societies may overcome these difficulties by bringing dental professionals together at a resource hub and allowing them to share information [21].

Dental informatics can assist in patient care [22] with new methods grounded in machine learning that can be used in the detection of teeth, caries, restored teeth, dental crowns, dental implants, prostheses for dentofacial deformities [23], oral pathology [24], oral cancer screening [25], and endodontic treatment[26]. Dental informatics has phenomenal potential in evaluating public health initiatives, and it could be used for the assessment of health goals achievements [26] as well as in education [27]; however, it has functional limitations resulting from medical and dental patient care not being stored in the same system. Dental practices typically silo their health care delivery systems, hindering easy access to institutional analysis [10].

Integrating dental informatics into health information systems provides an effective service. These combined systems will collect data from population-based surveys, disease surveillance systems, hospital information systems, and family health surveys and provide access to whole-patient patterns that can improve patient dental services [28]. Providing examples of how integrated dental informatics can focus on problems and provide solutions is expected to lead to more adaptive, patient-focused, and efficient dental care with educational advantages in training [29].

To understand the more enormous challenges within dentistry, especially concerning health in rural areas [30], the dental informatics system will require extensive collections of patient information [31], with both dental and medical information. Dental informatics can benefit the Appalachian region, but institutional costs are always of concern [32]. Hence, examples of how dental informatics could identify and initiate cost containment are of high value.

Methods

Procedures

The Appalachian Clinical and Translational Science Institute (ACTSI) Division of Clinical Informatics has a functional multi-institutional clinical research data warehouse (CRDW) containing more than 12 years of billing and electronic medical record data. The CRDW consists of relational tables, dimensions, and fact tables (Online Analytical Processing cube) that store multi-institutional medical information and provide data for operational and analytical model development (machine learning). It contains structured electronic health record data.
(eg, vitals, medication, procedure, and diagnosis), non–electronic health record survey data, and unstructured (text) information received from Marshall Health practice plan, Cabell-Huntington Hospital, and Marshall University Joan C Edwards School of Medicine’s Edwards Comprehensive Cancer Center. It uses the technological tools of information science (eg, computer workstations, mobile smartphones, interactive visualization, programming, and machine learning) to build a platform that can gather, analyze, and present information to address, in this case, oral health needs [33].

For this retrospective longitudinal study, we used the oral health data mart that was developed using the ACTSI’s CRDW to understand and improve the dental health of the population in the area. Relevant clinical and financial data from the data mart over 9 years (2010-2018) were extracted, verified, and analyzed. ER encounters for preventable dental conditions were identified using the primary diagnosis codes (International Classification of Diseases, Ninth Revision, Clinical Modification; and International Classification of Diseases, Tenth Revision, Clinical Modification). We calculated the overall burden of dental-related ER visits for avoidable conditions. Disparities in their burden regarding demographic variables, such as patient’s age, gender, and primary insurance for the visit, were also examined. Further, patterns and trends in ER use for such visits and the associated charges were studied.

**Ethical Considerations**

The retrospective research study was conducted with the best intent and information obtained from the CRDW. This study was approved by the institutional review board of Marshall University, Huntington, WV (1069363-1).

**Results**

Transact-SQL coding found that 8372 patients made 11,946 visits to the ER for a nontraumatic dental condition and generated US $18,303,173 worth of hospital charges over 9 years (Figure 1). Of these 8372 patients, 4123 (49.25%) were female, and 4249 (50.75%) were male, with mean ages of 32.43 (SD 0.20) and 32.37 (SD 0.198) years, respectively.

**Figure 1.** Tableau dashboard displaying patterns and trends in charges and visits for nontraumatic dental conditions to the emergency department at Cabell Huntington Hospital between 2010 and 2018. ED: emergency department; ICU: intensive care unit; OR: operating room.

Using the oral health data mart, we found that although the number of visits decreased yearly, the charges quadrupled, with average costs per visit increasing from US $776.64 in 2010 to US $3136.79 in 2018. Additionally, the percentage of visits resulting in an inpatient admission or requiring a surgical intervention rose yearly from 2010 to 2018. Most of these visits were for teeth and supporting structure disorders and periapical abscesses without sinus. Meanwhile, the visits for cellulitis and mouth abscesses were the most expensive. This information was presented using a Tableau dashboard, which provided an interactive display that was informative but also simple to understand (Figure 1).

Medicaid was the primary payer for most of these visits in 2018 compared to a third of the payments in 2010. Of all the age groups, adults between the ages of 25 and 29 years had the highest visits and charges. It has also been noted that there was no distinct gender predisposition in the number of visits and charges accrued. However, it has been observed that female patients’ ER visits were less for NTDCs compared to ER visits by male patients. Other predictors of an ER visit for NTDCs could be the age factor and the individuals’ insurance status. It has been observed that individuals between the ages of 25 and 29 years with no insurance coverage had more ER visits. A similar trend was observed regarding the insurance status, as ER visits by uninsured patients were higher than those by the
insured patients. The type of insurance also played a role in the ER visits, as it has been noted that Medicaid-insured patients were more likely to be in ER for dental problems compared to Medicare-insured patients.

Using interactive visualization tools, we were able to drill down to the patient level, which showed that patients returned to the ER for NTDCs multiple times. An example of such visits by one such patient, along with the primary diagnosis and charges for the visits, is shown in Tableau-derived Figure 2.

**Figure 2.** Tableau drill-down. Patient-centered view showing all ER visits with corresponding primary diagnosis and charges for the selected patient.

**Discussion**

**Principal Findings**

Dental informatics combines technological tools with information science to hasten improvements in dental practice, research, education, and management [21,24,34]. In this paper, we examined how dental informatics was used to identify the vast resources spent on dental visits to the ER for NTDCs and how it was used to help formulate a plan to channel these resources toward preventive care, such as setting up mobile dental clinics or free oral health care checkups for the homeless to reduce ER dental visits.

Using dental informatics, we found that ER dental visits for preventable conditions posed a significant burden of more than US $18.3 million. Further, despite a decelerating trend in the number of visits from 2010 to 2018, the average charges per patient per visit have increased. An accelerating trend has been traced in the percentage of visits that required hospital admissions and dental procedures for the same tenure. Dental informatics was instrumental in demonstrating that patients who visited the ER for NTDCs tended to be sicker every year, accruing more charges per visit. We speculate that this occurred due to the institution of services, such as a mobile dental clinic and residency programs, leading to diverting patients with less severe dental conditions from the ER settings.

**Comparisons**

In the past, several programs promoting these types of services have successfully reduced ER use for NTDCs [35]. Despite these measures, ER visits for NTDCs continue to be a substantial strain on the health care system, with emergency services provided in the ER being the only dental coverage available to many patients in WV and surrounding regions [36]. Further, ERs are not well suited for treating dental conditions and promoting oral hygiene habits to prevent the problem from recurring; patients tended to come multiple times for similar dental issues, which we noticed in the patient-centered view of our interactive dashboard. We continue to use dental informatics to explore these areas of high interest and concern.

**Limitations**

This retrospective study used available data from 2010 to 2018 and consisted of those patients seen within the Marshall Health practice plan, Cabell-Huntington Hospital, and Edwards Comprehensive Cancer Center. This study did not include other outside hospital systems within the local area.

**Conclusions**

Dental informatics tools and approaches improve the dental practice’s understanding and help assess dental services’ economic burden [8]. Using dental informatics, we found that emergency department dental visits remain a significant and costly public health problem for vulnerable individuals. Institution of ER dental diversion services may lead to lower costs, which is more effective and can provide more appropriate care. However, they do not entirely address the issue, as there is a need to expand existing medical coverage, including coverage for preventive or restorative dental care. This will require buy-in from payers, an area where visualization tools can play an important part. But providing dental coverage alone might not be enough to reduce dental ER visits if patients do not have access to dental providers [37]. Thus, policy changes that direct efforts enabling dental coverage and access to preventive oral care, resulting in care quality and cost benefits, are necessary. These changes could save millions annually (US
$2.75 million in avoidable charges in 2018) in the southern WV region alone. Dental informatics played an especially significant role in this Appalachia area study by providing accurate information in easy-to-understand presentations. This is particularly important in poorer rural areas, such as Appalachia, where multiple medical issues compete for scarce funding and attention. Appalachian hospitals are especially concerned about costs with affordability, equity, and nonhealth benefits, factoring into decisions about health spending [38]. It is essential to present examples of how an Appalachian hospital’s dental group, using dental informatics, could find and suggest solutions to a problem and guide decisions about where to spend limited resources that respond to the population’s most significant health needs.
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Abstract

Background: Acute stroke care demands fast procedures performed through the collaboration of multiple professionals across multiple organizations. Cloud computing and the wide adoption of electronic medical records (EMRs) enable health care systems to improve data availability and facilitate sharing among professionals. However, designing a secure and privacy-preserving EMR cloud-based application is challenging because it must dynamically control the access to the patient’s EMR according to the needs for data during treatment.

Objective: We developed a prototype of a secure EMR cloud-based application. The application explores the security features offered by the eHealth cloud-based framework created by the Advanced Secure Cloud Encrypted Platform for Internationally Orchestrated Solutions in Health Care Horizon 2020 project. This study aimed to collect impressions, challenges, and improvements for the prototype when applied to the use case of secure data sharing among acute care teams during emergency treatment in the Netherlands.

Methods: We conducted 14 semistructured interviews with medical professionals with 4 prominent roles in acute care: emergency call centers, ambulance services, emergency hospitals, and general practitioner clinics. We used in-depth interviews to capture their perspectives about the application’s design and functions and its use in a simulated acute care event. We used thematic analysis of interview transcripts. Participants were recruited until the collected data reached thematic saturation.

Results: The participants’ perceptions and feedback are presented as 5 themes identified from the interviews: current challenges (theme 1), quality of the shared EMR data (theme 2), integrity and auditability of the EMR data (theme 3), usefulness and functionality of the application (theme 4), and trust and acceptance of the technology (theme 5). The results reinforced the current challenges in patient data sharing during acute stroke care. Moreover, from the user point of view, we expressed the challenges of adopting the Advanced Secure Cloud Encrypted Platform for Internationally Orchestrated Solutions in Health Care Acute Stroke Care application in a real scenario and provided suggestions for improving the proposed technology’s acceptability.

Conclusions: This study has endorsed a system that supports data sharing among acute care professionals with efficiency, but without compromising the security and privacy of the patient. This explorative study identified several significant barriers to and improvement opportunities for the future acceptance and adoption of the proposed system. Moreover, the study results highlight that the desired digital transformation should consider integrating the already existing systems instead of requesting migration to a new centralized system.

(JMIR Form Res 2022;6(12):e40061) doi:10.2196/40061
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Introduction

Background

A stroke is a medical condition that occurs when the blood supply to a part of the brain is suddenly interrupted, classified as ischemic, or when a blood vessel in the brain bursts, spilling blood into the spaces surrounding the brain cells, classified as hemorrhagic [1]. Fast access to information is essential in acute stroke care. During an emergency, health care professionals from different organizations need to evaluate the patient’s condition, identify the type of stroke and severity, decide upon the treatment, transport the patient to the adequate care center, and perform the required intervention. Researchers have shown that the sooner the treatment is given, the better the outcomes for the patient are [2,3]. Moreover, patient transportation at the highest priority and hospital notification before patient arrival were associated with fast stroke care and better outcomes [4].

Finally, data availability through electronic medical records (EMRs) would improve decision-making and, ultimately, quality of care [5], leading to substantial reduction of unnecessary investigations and optimized communication among the acute stroke care teams involved in the treatment.

Emergency treatment of a patient usually requires cross-organizational collaboration: professionals at the emergency call centers, ambulance services, hospitals, and general practitioners’ clinics. In the Netherlands, these health care organizations are independent and have different policies and systems for patient data sharing. However, from the first call to the emergency call center, all the professionals involved need to exchange information while treating the patient. Currently, this information is exchanged orally or via phone, as there is no unified EMR that all professionals can share during treatment. Such conventional information-sharing methods consume time and effort, and they are prone to errors. Therefore, the need for a system that enables acute care professionals to share patient data throughout the treatment process is evident, despite the organization in which the professionals work. Such data also represent valuable sources of evidence for later medical research.

Cloud storage services provide an environment that matches the needs for remote and ubiquitous access to the patient’s EMR [6]. However, security and privacy challenges impede the widespread adoption of cloud services because they are susceptible to privacy and security threats [7]. Patients and health care organizations are afraid of losing control over the EMR when storing it on untrusted third-party clouds [8]. Finally, besides handling the privacy and security threats in cloud environments, cloud-based EMR applications must comply with the legal requirements regarding privacy and security imposed by the General Data Protection Regulation (GDPR) [9]. The GDPR attests that health care professionals and organizations are not obliged to systematically ask for patients’ consent before they can use the data contained in the EMR. However, the professionals are bound by all the principles described in Article 5 of the GDPR, which ensures that the exemption from consent is proportionate and limited to what is necessary for the patient’s treatment. Therefore, in the case of acute care, professionals are allowed to access the patient’s EMR only through their involvement in the treatment [10], requiring a solution that can dynamically grant and revoke access to the data.

Several studies have attempted to protect patient privacy in EMR cloud-based systems. Privacy-preserving approaches for eHealth clouds are classified as cryptographic and non-cryptographic [10]. Various cryptographic approaches have been proposed to encrypt data in the cloud [13,14]. Seol et al [15] proposed a combination of approaches using attribute-based access control and encrypted files to share medical records stored in the cloud. However, these studies do not mention how to dynamically grant and revoke access to the encrypted data, which would be necessary to fully comply with GDPR.

Regarding dynamic access solutions, some systems offer break-glass access, which embodies the idea that, under certain conditions, a user can break the glass and explicitly override a denied access request [16]. Although some proposals use the break-glass approach to access encrypted EMR [17-20], access revocation after the emergency situation is still a problem. Thus, besides using encryption and access control to secure the data in the cloud, it is necessary to use modern techniques to adequately address all the requirements in acute care.

The Proposed Acute Stroke Care Application

Advanced Secure Cloud Encrypted Platform for Internationally Orchestrated Solutions in Health Care (ASCLEPIOS) is a project funded by the Horizon 2020 program [21]. The project developed the ASCLEPIOS eHealth cloud-based framework, which deploys several modern cryptographic and access control mechanisms for protecting corporate and personal sensitive data. The framework enables and facilitates the development of cloud-based eHealth applications that can protect the patient’s privacy and prevent internal and external attacks. It combines dynamic index-based symmetric searchable encryption (DSSE) [22] and attribute-based encryption [23] to protect data in the cloud and to enable granting and revoking access to a user without interfering with the other users. These modern techniques allow dynamic management of encryption key access, therefore enabling more flexible access control that is important for acute care data sharing. Furthermore, the framework offers attribute-based access control based on flexible and configurable policies and attributes as an extra security layer to the encrypted data [24]. Only the users who hold the correct attributes can fulfill the policy and interact with the framework to access the data. Our organization participated in the ASCLEPIOS project and implemented a demonstrator exploring the framework for the acute stroke care case.

The ASCLEPIOS Acute Stroke Care demonstrator is a secure EMR cloud-based application that leverages the ASCLEPIOS
framework to share data among the acute care teams in a cross-organizational paradigm. In particular, it ensures that a team only has access to the patient’s data under emergency conditions [25,26]. It relies on a unified EMR stored in the cloud in encrypted form to improve data accessibility during an emergency. Figure 1 shows the EMR data model, which follows the Fast Healthcare Interoperability Resources standard [27]. Figure 1 also shows the management entities and relations that the system uses to store necessary data, such as organizations, teams, and so on. Note that the EMR is encrypted with a unique key for each patient, and health care professionals can obtain access to the key and encrypted data only while treating that patient.

At the beginning of the project, we collected health care and data privacy requirements from the potential stakeholders: professionals from call centers, ambulance services, and hospitals. The requirement was first published by Chomutare et al [28] and Reis et al [29]. Table 1 summarizes the requirements for the Acute Stroke Care demonstrator.

Figure 1. Electronic medical record (EMR) data model represented as entities relations of the Acute Stroke Care demonstrator, following the Health Level Seven Fast Healthcare Interoperability Resources (HL7 FHIR) standard. DSSE: dynamic index-based symmetric searchable encryption.

Table 1. Summary of requirements of the Acute Stroke Care demonstrator (extracted from the study by Reis et al [29]).

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>EMR&lt;sup&gt;a&lt;/sup&gt; should always be available for access by legitimate users.</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>Only authorized users should access the EMR.</td>
</tr>
<tr>
<td>Integrity</td>
<td>The accuracy and consistency of the EMR should be assured.</td>
</tr>
<tr>
<td>Nonrepudiation</td>
<td>The professional cannot deny what they have done.</td>
</tr>
<tr>
<td>Auditability</td>
<td>For every action, it must be possible to know who did it and what, when, where, why, and how the action occurred.</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMR: electronic medical record.

We implemented a web-based application to address the requirements listed in Table 1, with functionality to strengthen users’ trust and comply with the GDPR. The EMR data are encrypted using a combination of DSSE to protect the data and attribute-based encryption to protect and manage the DSSE keys. The implemented attribute-based access control policies grant and revoke health care professionals’ access according to their participation in the patient’s acute stroke care timeline and present the EMR through the professionals’ user interfaces.

We implemented a specific user interface where the patients can add their medical conditions, allergies, medications, and family history; read data added by health care professionals; and visualize data access logs. Figure 3 shows an example of the patient interface with the list of organizations that treated them in a past emergency. For each organization, there are time stamps from when the organization joined, started, and completed acute care.

For each role in each organization, there is an interface through which, during an emergency, the professionals can access the patient’s EMR and request other teams to join the emergency. Figure 4 shows an example of the call center interface used to treat a patient. The call center can input relevant information and request another team (eg, ambulance team), and on the right side, the EMR of the patient is presented. The interfaces for the ambulance and hospitals are similar to that shown in Figure 4.
**Figure 2.** Diagram of the Acute Stroke Care demonstrator architecture with the Advanced Secure Cloud Encrypted Platform for Internationally Orchestrated Solutions in Health Care (ASCLEPIOS) framework and the stakeholders involved. EMR: electronic medical record.

**Figure 3.** Example of the patient interface showing the organizations that treated them in some past emergency.

**Figure 4.** Example of call center interface treating a patient during an emergency.
More information about the application can be obtained from our previous study [25] and videos in Multimedia Appendices 1 and 2.

Figure 5 illustrates the information flow considered in the application during an emergency session, starting when the patient has a stroke until treatment completion at a hospital. An emergency session is the interval of time when all access to the patient’s EMR occurs during acute care. The teams involved in the treatment become part of the emergency session for a period and leave the session when their task is completed. In this case, the patient contacts the emergency call center for help. From this moment, the call center professional searches for the patient’s identification in the EMR system and starts an emergency session for this patient. Next, the call center professional requests an ambulance team to participate in this emergency session. After the ambulance arrives at the patient’s location, the ambulance team performs triage and decides the hospital to which the patient must be taken for treatment. Once they know which hospital to go to, the hospital team also becomes involved in the emergency session of the patient. After arrival at the hospital, the hospital team confirms or invalidates that the patient has experienced an ischemic stroke and performs adequate treatment. The patient is finally discharged and returns home. The same procedure occurs if the call center cannot identify the patient in the system. In such a case, a temporary identification is used to store and share the patient’s data during the emergency, and later, the data are merged into the patient’s EMR.

Figure 5 highlights that the health care professionals of each organization are involved only for a limited period, and access to the patient EMR must be provided only when necessary, complying with the GDPR. In an acute stroke care scenario, an involved health care team requests the participation of another team in the treatment; for example, the call center requests an ambulance to pick up the patient. Given the urgency, for adequate preparation, it would be necessary for the new team to have access to read the patient’s EMR even before meeting the patient; for example, the requested ambulance team can read the patient’s history during displacement. Moreover, the teams should have extra time to add data that could not be input during the treatment. Finally, access to the EMR must be revoked for any team that no longer participates actively in the patient’s treatment; for example, access by the call center team is revoked after the ambulance team picks up the patient.

Figure 5. Example of an acute stroke care timeline involving multiple health care organizations.

Significance
It is essential to gain user input early in technology development to improve applications according to users’ needs [30]. In this study, we presented the stakeholders with a web application designed to facilitate patient data sharing among acute care professionals using a secure cloud solution. We also explained how this application would be used during a simulated scenario of acute stroke care. This presentation served to disseminate a new vision for secure data exchange during a medical emergency, where the data are encrypted and decrypted locally in the user’s device before being sent to the cloud. Moreover, access to patients’ data is granted and revoked dynamically to the professionals according to their participation in the treatment. Furthermore, this study aimed to raise awareness and attract stakeholders’ interest in this type of service. Finally, the stakeholders’ impressions and feedback further validated the ASCLEPIOS Acute Stroke Care application concept, thus providing valuable input for further technology development.

Objective
The goal of the interviews was 2-fold. First, the goal was to show the application’s use to the main stakeholders: professionals from emergency call centers, ambulance services, and emergency hospitals and general practitioners. Second, we aimed to collect their impressions about how the application would fit into their daily acute care workflow.

Research Questions
With this study, we aimed to answer the following research questions (RQs):
• RQ1—What are the current challenges in patient data sharing during acute stroke care?
• RQ2—What are the participants’ impressions about the proposed ASCLEPIOS Acute Stroke Care application?
• RQ3—What would be the challenges and suggestions for the adoption of the ASCLEPIOS Acute Stroke Care application in a real-life scenario?

Methods

Overview
We conducted an in-depth interview–based study with the main stakeholders in acute stroke care. We started recruiting participants and requesting their consent to record the interviews. The interviews were divided into 3 parts. First, we asked about the participants’ familiarity with cybersecurity tools for data sharing in questionnaire part A. Second, we presented the ASCLEPIOS framework concepts and a simulation of the use of the ASCLEPIOS Acute Stroke Care application during acute stroke care and by the patient. Third, we asked about the participants’ impressions regarding the use of the application in questionnaire part B. We tailored the in-depth interview according to the answers to the questionnaire, and the discussion evolved based on emerging findings. We conducted a qualitative thematic analysis of the data collected through the questionnaires and transcriptions of the interviews.

Recruitment
Participants were recruited from 4 groups, namely, representatives of emergency call centers (group 1 [G1]), ambulance services (group 2 [G2]), and emergency hospitals (group 3 [G3]) and general practitioners (group 4 [G4]). We started recruiting potential participants via email based on a contact person from the Amsterdam University Medical Center. Each message introduced the project and requested for an interview. Interviews were scheduled with those who responded and provided informed consent to participate. After an interview, we always asked if the participants could indicate other potential participants from the 4 groups. We sent a total of 19 invitations. A follow-up email was sent to nonresponders after 1 week. When we did not get any response, we stopped any further contact with nonresponders, assuming that they had no interest in participating.

The recruitment process and interview occurred in 3 phases from September 2021 to August 2022: the first phase with 43% (6/14) of the participants, the second phase with 36% (5/14) of the participants, and the third phase with 21% (3/14) of the participants. We stopped recruitment when we reached thematic saturation and had similar representation of the 4 main stakeholders and potential users of the application. Our study’s theoretical saturation refers to the point in data collection when no additional themes or insights are identified and data begin to repeat so that further data collection is redundant, signifying that an adequate sample size is reached [31]. During the second phase, we reached thematic saturation. In the third phase, we validated the saturation once the participants did not bring any new themes or suggestions in addition to those already put forward by participants in the previous phases.

Data Collection
In the study, 2 coauthors interviewed each participant individually. Of the 14 participants, 9 (64%) participants were interviewed in person and 5 (36%) were interviewed via the web. In general, the interviews lasted approximately 45 to 60 minutes. We interviewed participants from various acute care organizations in the Netherlands. During the interviews, we collected data of 2 types: the answers to the structured questionnaire (parts A and B) implemented using Google Forms (Google LLC) [32] and the audio recordings of the interviews conducted via a cell phone. All the demographic data collected are stored in a private file. Table 2 summarizes the demographic information about the interviewees.
Table 2. Demographics of the participants (N=14).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (64)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (36)</td>
</tr>
<tr>
<td>Intersex</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Role in acute care</strong></td>
<td></td>
</tr>
<tr>
<td>Emergency call center professional</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Ambulance nurse</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Emergency and neurologist physicians in hospital</td>
<td>4 (29)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>3 (21)</td>
</tr>
<tr>
<td><strong>Experience in acute care (years)</strong></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>2 (14)</td>
</tr>
<tr>
<td>5-9</td>
<td>4 (29)</td>
</tr>
<tr>
<td>10-14</td>
<td>1 (7)</td>
</tr>
<tr>
<td>15-19</td>
<td>3 (21)</td>
</tr>
<tr>
<td>20-25</td>
<td>1 (7)</td>
</tr>
<tr>
<td>≥25</td>
<td>3 (21)</td>
</tr>
<tr>
<td><strong>Region in the Netherlands</strong></td>
<td></td>
</tr>
<tr>
<td>North Holland</td>
<td>9 (64)</td>
</tr>
<tr>
<td>Utrecht</td>
<td>3 (21)</td>
</tr>
<tr>
<td>South Holland</td>
<td>2 (14)</td>
</tr>
</tbody>
</table>

**Data Management**

After the interviews, we transferred the recordings via a secure private network to the otter service to automate the transcription process [33]. The transcriptions were treated according to the 6 steps proposed by Azevedo et al [34]. Interview transcripts, notes, and answers to the questionnaires were pseudonymized using the same identifiers and divided into 4 groups. For example, “Participant 1 from G1” is a professional from an emergency call center. The audio recordings were stored in an encrypted digital audio recorder maintained in a local machine. Only the pseudonymized transcripts were shared with other coauthors. The audio recordings will be retained for 1 year after the end of the ASCLEPIOS project (June 2023), and the transcripts and answers to the questionnaires will be retained for 5 years after the end of the project.

**Data Analysis**

Data were analyzed following the 4 steps from the principles of qualitative study and systematic text condensation [35]. This procedure consists of the following steps. First, we read the transcripts and the answers from the questionnaires to obtain an overall impression and identify preliminary themes as responses to the RQs of this study. The preliminary themes were directly related to the questionnaires. Second, we defined the coding that represented the themes and subthemes. Then, we read all the transcripts and answers once again and assigned themes and subthemes to the transcripts, with the support of MAXQDA software (VERBI GmbH) [36]. Third, we condensed the transcripts and answers into themes and subthemes. Finally, we synthesized the descriptions of the participants’ impressions and their feedback as quotations.

**Ethical Considerations**

All participants were asked to provide written consent based on oral and written information about the study, and only those who provided their consent were included (14/19, 74%). The study did not collect or otherwise handle patient-related or health-related data. All the data collected using the questionnaires through Google Forms were pseudonymized and correlated to the transcripts through the time stamps. Moreover, only the authors (MTO and LHAR) had the permission to access the data in Google Forms. The ASCLEPIOS project’s ethics advisory committee and data protection officer assessed the study design and informed consent forms. They concluded that a more rigorous ethical review was unnecessary because the study did not collect any sensitive or personal data.

**Results**

**Overview**

A total of 14 participants were interviewed. They classified their roles as professionals from call centers (3/14, 21%), ambulance services (4/14, 29%), hospitals (4/14, 29%), and general practitioners’ clinics (3/14, 21%). We represent the 4 groups to show the diversity of the participants according to their roles in acute care. In general, the interviewees were very interested...
in understanding the vision proposed by the application and were excited to provide feedback.

We identified 5 themes in the data analysis, namely, current challenges (theme 1), quality of the shared EMR data (theme 2), integrity and auditability of the EMR data (theme 3), usefulness and functionality of the application (theme 4), and trust and acceptance of the technology (theme 5). In the analyses phase, we did not observe any significant correlation between the groups and answers, and there was no theme that was mentioned only by a specific group. Therefore, the results are not presented per group, and we only use the groups in the citation because it provides more context to participants’ quotations.

An overview of the identified themes and subthemes is presented in Textbox 1. Table 3 presents the relationship among the identified subthemes, the questions from the questionnaires (parts A and B), and this study’s RQs. The results presented in the following subsections use the questionnaire part and the number of the question; for example, A1 is the answer to questionnaire part A, question 1.

Textbox 1. Overview of themes and subthemes.

<table>
<thead>
<tr>
<th>Theme 1</th>
<th>Current challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subthemes</td>
<td></td>
</tr>
<tr>
<td>1.1—The current systems lack standardization and structure of data</td>
<td></td>
</tr>
<tr>
<td>1.2—Noninteroperability of systems hampers the exchange of data</td>
<td></td>
</tr>
<tr>
<td>1.3—Achieve professionals’ awareness about security and privacy of the patients’ data</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2</th>
<th>Quality of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subthemes</td>
<td></td>
</tr>
<tr>
<td>2.1—Reliability of the data provided by the patient</td>
<td></td>
</tr>
<tr>
<td>2.2—Reliability of the data provided by other teams</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3</th>
<th>Integrity and accountability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subthemes</td>
<td></td>
</tr>
<tr>
<td>3.1—Prevention of data loss</td>
<td></td>
</tr>
<tr>
<td>3.2—Accountability of the data added and edited during the treatment</td>
<td></td>
</tr>
<tr>
<td>3.3—Duration of the extra time to add and edit data after the end of treatment</td>
<td></td>
</tr>
<tr>
<td>3.4—How to handle unknown patients during acute care</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 4</th>
<th>Usefulness and functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subthemes</td>
<td></td>
</tr>
<tr>
<td>4.1—Integration of the application with other (existing) systems as data sources</td>
<td></td>
</tr>
<tr>
<td>4.2—Granularity of access control to parts of the electronic medical record</td>
<td></td>
</tr>
<tr>
<td>4.3—Information about the patient’s condition after the treatment, for learning purposes</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 5</th>
<th>Trust and acceptance of the technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subthemes</td>
<td></td>
</tr>
<tr>
<td>5.1—Professionals’ training to use the system</td>
<td></td>
</tr>
<tr>
<td>5.2—Extend the system to include all types of stakeholders of an electronic medical record system</td>
<td></td>
</tr>
<tr>
<td>5.3—Merge current systems instead of proposing a new one</td>
<td></td>
</tr>
<tr>
<td>5.4—Increase patient trust and awareness</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Questions from questionnaires (part A and part B), how they are related to the research questions of this study, and the identified subthemes.

<table>
<thead>
<tr>
<th>Questionnaire part and questions</th>
<th>Research questions</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Do you use any EMR system to share patient data?</td>
<td>1</td>
<td>1.1 and 1.2</td>
</tr>
<tr>
<td>2. Is the EMR system cloud-based?</td>
<td>1</td>
<td>1.1, 1.2, and 1.3</td>
</tr>
<tr>
<td>3. Is the patient data encrypted in the EMR system?</td>
<td>1</td>
<td>1.1 and 1.3</td>
</tr>
<tr>
<td>4. Would you be willing to share encrypted patient data in a cloud-based solution across multiple healthcare organisations?</td>
<td>1</td>
<td>1.1 and 1.3</td>
</tr>
<tr>
<td>5. How important is it to keep the patients’ data confidential and only available to the healthcare professionals involved in their treatment?</td>
<td>1</td>
<td>1.3</td>
</tr>
<tr>
<td>6. How much would a patient data leakage affect the patient’s life?</td>
<td>1</td>
<td>1.3</td>
</tr>
<tr>
<td><strong>B</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. How would information such as medical conditions, allergies/intolerances, and family history, as informed by the patient in the demo, be useful in case of emergency?</td>
<td>2</td>
<td>2.1</td>
</tr>
<tr>
<td>2. How much would the availability of patient data before the treatment improve the decision-making during treatment?</td>
<td>2</td>
<td>2.2</td>
</tr>
<tr>
<td>3. Do you believe that a digital system, such as the demo, could prevent data loss?</td>
<td>2</td>
<td>3.1 and 3.2</td>
</tr>
<tr>
<td>4. The demo considers accountable the professional, the team, and the organisation who added new data to the patient record during treatment. Who do you think should be accountable?</td>
<td>2</td>
<td>3.2</td>
</tr>
<tr>
<td>5. Do you think that healthcare professionals should be able to add or edit the patient’s data after the treatment ends?</td>
<td>2</td>
<td>3.1, 3.2, and 3.3</td>
</tr>
<tr>
<td>6. Do you think a system like this demo could be useful in a real situation?</td>
<td>2</td>
<td>3.4</td>
</tr>
<tr>
<td>7. What would be needed to improve the usefulness of a system like this demo?</td>
<td>3</td>
<td>4.1, 4.2, and 4.3</td>
</tr>
<tr>
<td>8. Would you trust using a system like this demonstrator in your daily tasks?</td>
<td>3</td>
<td>5.1</td>
</tr>
<tr>
<td>9. What would be needed to increase your trust in a system like this demo?</td>
<td>3</td>
<td>5.1</td>
</tr>
<tr>
<td>10. How likely would your organisation be to accept adopting a system like this demo in a real situation?</td>
<td>3</td>
<td>5.2 and 5.3</td>
</tr>
<tr>
<td>11. What would be needed to improve your organisation’s acceptability of a system like this demo?</td>
<td>3</td>
<td>5.2 and 5.3</td>
</tr>
<tr>
<td>12. Do you think a system like this demo could make patients feel safer about providing their data to your organisation?</td>
<td>3</td>
<td>5.4</td>
</tr>
</tbody>
</table>

*EMR: electronic medical record.*

**Current Challenges for Patient Data Sharing During Acute Stroke Care**

The first theme emerged when the participants answered questionnaire part A. All participants (14/14, 100%) told us about how they share patient data during acute care and their difficulties. Of the 14 participants, 13 (93%) said that they use EMR systems to share patient data and feel comfortable with them (A1). Overall, one-third (4/14, 29%) of the participants use cloud solutions, one-third (5/14, 36%) do not use the cloud, and the remaining one-third (5/14, 36%) do not know how the system stores the data (A2). Most participants (12/14, 86%) use different systems in different organizations, and these systems usually do not communicate directly with each other (subtheme 1.1). In the Netherlands, the call center and ambulance professionals can share data about the emergency. However, these professionals do not have access to previous medical records; they have access to data only about the ongoing acute care event. The hospitals usually do not communicate directly with the ambulance systems, and the data are generally duplicated when shared. Moreover, in North Holland, the ambulance team can print the information collected during patient transportation and give the paper to the hospital team on arrival. A participant expressed this as follows:

...Now we are still working in such an old fashion with paper. Even after the team types the information inside the ambulance, I will receive a paper printed out or a PDF document when I receive the patient. Then I need to manually extract what I think is relevant information and insert it into another system within 10-15 words, and this is the medical report in the patient file. [Participant from G3]

The lack of interoperability was also mentioned as a big challenge because, even if they have access to other systems, they usually cannot merge the patient data into a single EMR (subtheme 1.2). The general practitioners have to merge the records manually when following up on the patient’s treatment:

As a GP [general practitioner], when my patient calls and I suspect that there is a stroke, I will request an ambulance, and I will receive a notification when the patient arrives at the “hospital x” and receives the
treatment. But I can’t see anything more. So I need to ask them for the treatment records, and I receive a PDF file again, and I need to insert the information again into the GP system. This is really annoying!

[Participant from G4]

The participants told us about their awareness of security and privacy responsibilities regarding the patients’ data (subtheme 1.3). Of the 14 participants, 10 (71%) do not know if their EMR system stores the patient data in encrypted form (A3). Nevertheless, all participants (14/14, 100%) were willing to share encrypted patient data in a cloud-based solution across multiple health care organizations (A4). In addition, they all agreed that it is important to keep patient data confidential and make them available only to the health care professionals involved in their treatment (A5). Of the 14 participants, 13 (93%) believed that patient data leakage would affect the patient’s life (A6). Some of them also criticized the current data management approaches, which usually offer break-glass buttons that bypass the conventional access control mechanism of the system to any professional who has access to the system:

When I need to access some data that I usually don’t have access to, a “break-glass” pop-up appears, and if I click yes, I have access to the data. [Participant from G3]

**Participants’ Impressions About the Proposed Application**

The second theme emerged when the participants answered questionnaire part B, regarding their impressions about the application after seeing it in use.

The application enables the patient to input some information into the system, such as medical conditions, allergies, intolerances, and family history. Therefore, we asked how such information could be useful in an emergency case. Of the 14 participants, 13 (93%) believed that it would be very much useful (B1). However, all the participants (14/14, 100%) commented on the doubts about the sufficient quality and reliability of the information provided by the patient for acute care decision-making (subtheme 2.1):

Usually, when patients add medical information to their files, that is not the type of information that a doctor is looking for. For example, if patients add that they have a tumour, they cannot say the location of the tumour nor describe it as the doctor will do. Thus, the information is not that useful, but it is better than nothing. [Participant from G3]

As a doctor, I don’t think that the data the patient inputs to the system is 100% reliable. I would trust it more if another doctor had added the information. [Participant from G4]

Although all participants (14/14, 100%) agreed that the availability of data before the treatment starts could improve decision-making (B2), some types of data are double-checked and input into the system again when the patient is delivered to another health care team, for example, when the ambulance delivers a patient at the hospital (subtheme 2.2):

Having access to what the teams [call center and ambulance] added about the patient can save a lot of effort and make the treatment faster. However, suppose the patient comes from another hospital and has already done some imaging. Nowadays, the next hospital team usually remakes the images even if they have access to the previous exam. [Participant from G4]

Well, it’s great that the emergency nurses write down what’s going on. As a doctor at the end of the line, I would already know the blood pressure of the patient or something. But the truth is that it is very likely that we are going to check them again. [Participant from G3]

The third theme emerged when we asked the participants’ perspectives about how much a system such as our application could prevent data loss (subtheme 3.1). In theme 1, the participants mentioned that the lack of interoperability makes them rewrite essential data, and much information is lost in this process. During the interview, all participants (14/14, 100%) mentioned that using a centralized system would prevent data loss (B3):

...Prevent data loss? The central system on itself? Yes, absolutely. [Participant from G1]

...We can prevent this [data loss] when we all use one platform, and it is secure like a cloud [referring to our application]. [Participant from G2]

Moreover, we asked the participants who should be accountable for the data added to the EMR of the patient when a team treats the patient (subtheme 3.2). All of them (14/14, 100%) agreed that the person who added the data is accountable, but 71% (10/14) of the participants thought that the whole team should also be responsible and traceable for what happens to the patient, as proposed in the demonstrator (B4):

The accountability of the data is what makes the doctor remake the image exams. They do not trust that the image was made correctly in another hospital, so they need to double-check before deciding or giving a diagnostic and writing it down. [Participant from G4]

Every professional involved in the treatment should be accountable and traceable. [Participant from G1]

All the professionals who participate in the treatment should be accountable, but the professional who wrote the data must be responsible for it. [Participant from G2]

Furthermore, we asked how long access to patient data should still be provided after the treatment is over, for example, to input data that could not be added earlier owing to the urgency of the treatment or other responsibilities (subtheme 3.3). All participants (14/14, 100%) agreed that the data should be added as soon as possible to be useful to other teams involved in the acute care, but they also agreed that, sometimes, the extra time is fundamental to complete and edit all the forms. Of the 14 participants, 9 (64%) believed that a few hours are enough as extra time, whereas 5 (36%) considered a few days (B5):
At the end of our shift, my colleagues and I always go back to the reports. We write any information that we haven’t added because of the hurry. So, I believe 24 hours is a good extra time, more than that is too much. [Participant from G3]

This is a difficult question. Because when I look into my practice, sometimes it happens that we arrive at the hospital, we deliver the patient. And then they call us again, and we have cardiac arrests around the corner, then we don’t have time…Of course, it is not a standard procedure, but this happens quite often. So, I think if the team needs extra time, they should click the button saying that they need to keep the session open until the end of their shift and close it as soon as possible. [Participant from G2]

Because we make mistakes when we type the information, we should be able to fix them when we have time. But I think that access after the treatment is over must be logged as editing data. [Participant from G2]

We asked if the participants thought that a system such as our demonstrator would be useful in their daily tasks. All of them (14/14, 100%) responded that it would be useful, and 79% (11/14) said that it would be very useful (B6):

...The cloud solution itself will be very useful. All the [user] interfaces are not, but for the cloud solution, definitely yes. [Participant from G1]

Of the 14 participants, 5 (36%) highlighted that, sometimes, the patient cannot be rapidly identified to obtain the existing medical records in the system. They were very interested in the application’s function that enables the system to store the data generated in the treatment using crypto scheme and later merge these data with the patient’s EMR (subtheme 3.4):

...Sometimes when there is a tourist, for example, it takes some time to find their ID or passport or whatever. So then, it would be handy to be able to merge that [patient data] afterwards. [Participant from G2]

Challenges and Suggestions for the Adoption of the Application

The fourth theme emerged when we asked what would be needed to improve the usefulness of the system. The participants made various suggestions to enhance the usefulness and functionality of the application (B7).

The participants suggested that the application should include other types of care, such as regular physician appointments, which would require the admission of more types of users in the application and extend the access control model to cover their requests. At least, the system should be able to exchange data with other (existing) systems (subtheme 4.1):

I think one of the things that I missed is that you can push information to your base to the local EMR system. [Participant from G4]

The participants provided feedback regarding the granularity of access control to parts of the EMR (subtheme 4.1). Overall, 36% (5/14) of the participants suggested that the system should support splitting the patient’s EMR into 2 parts—one part of data that is shared with the patient and another part of the data that is shared among the health care professionals. This 36% (5/14) of the participants believed that the patient should not read all the annotations that the health care professionals create. They mentioned that physicians write information about triage, which needs further investigation to remember what was done before the diagnosis. According to them, such information should only be shared among the health care professionals involved with the treatment. They affirmed that this type of information could create misunderstanding and unnecessary stress for the patients. In contrast, all participants (14/14, 100%) agreed that patients should be able to read about the diagnosis and procedures performed during treatment:

Nowadays, patients have access to part of the data. I add to the EMR only the diagnostics and measurements. I also add some notes to the patient. However, I have another place to add my comments as a doctor: For example, if a suspect that the patient has cancer, I do not add this in his report directly. First, I ask for exams, but I need to keep this note to remember the patient’s case with more details. [Participant from G4]

Another 21% (3/14) of the participants said that patients should be able to read all the data about their treatment and they should be informed as much as possible:

So now [in the demonstrator], the patients can see anything I type. So now, I think I will sometimes be very careful. On the other hand, if you type it down, you can also say to the patient. If you can’t say it to the patient, so maybe you shouldn’t write it down. If you say, if you write down the patient is maybe faking it, you should also tell the patient that you think he is faking it. So yeah, I think anything I typed down is also something I would tell the patient. Yeah. I don’t know if other doctors think otherwise. This is kind of a regulation thing. I believe. The patient has some will on this. [Participant from G3]

Of the 14 participants, 4 (29%) suggested that the application should include more data sharing opportunities for learning purposes (subtheme 4.2). These participants said that they are interested in performance measurement, such as aggregated metrics about the organizations. Others were interested to know more about what happens after they leave the patient under the care of other teams, mainly to learn whether their decision was correct:

...Can you get aggregated metrics, for example? Because this is what we need to report, some hospitals and departments, like the entry of emergency departments. Or, for instance, for ambulances, to report how fast they were for every patient with stroke because this is like a quality metric that we have to show to improve the quality of the service. [Participant from G3]

You’re not a taxi when you transfer the patient in an ambulance. I believe that the professionals involved
in the treatment should see what happens with the patient even after their task is done because it is part of the learning process. [Participant from G2]

In the fifth and last theme, we analyzed the trust and acceptability of the application among the participants and the challenges regarding its adoption in a real scenario. All participants (14/14, 100%) said they would “much” and “very much” trust using the application in their daily tasks (B8). Overall, 64% (7/11) of the participants highlighted the need to train health care professionals to use a digital system such as the demonstrator (subtheme 5.1). Once the professionals understand how the system works and its security scheme, they will trust and be motivated to use it (B9):

...The point is that human errors happen pretty often because the professionals are not able to interact with the [current] system. When things go wrong in the hospital [system], that affects the patients negatively. Thus, the professionals must be trained to use the system correctly. [Participant from G3]

Of the 14 participants, 13 (93%) believed that their organization would adopt a system such as this application (B10). To improve the acceptance by health care organizations (B11), 57% (8/14) of the participants suggested that our application should include more types of users beyond the acute care teams and offer opportunities for data sharing among all of them (subtheme 5.2):

This system should be able to comprise other types of access, so we extend the security measures that you created for acute care to include the conventional and all the other types. [Participant from G4]

The feedback obtained from 71% (10/14) of the participants was to think about integrating the existing EMR systems with the ASCLEPIOS framework (subtheme 5.3). All of them (14/14, 100%) seemed to value the application, but they also reinforced that the acceptance of a new centralized national EMR system would be far-fetched. Therefore, the recommendation was to consider using the framework as an interoperability layer between the existing systems:

The organisation is very sceptical about new systems, so this can be a barrier to the organisation’s acceptance. But if we prove that the system works properly and if it could be interoperable with the existing system, it would help the process. [Participant from G1]

...If you want all the acute care workers to work in the same system, that won’t be easy. But if they would work in their systems and connect all those systems with web-based applications or anything else we did with this cloud solution that will be there, then there is a fair chance that it can work. [Participant from G2]

When they [acute care professionals] have to write down everything into [multiple] systems, it’s too much. So they don’t do it. I think the very important thing is that this system is the only one they need to work with. [Participant from G4]

Finally, all participants (14/14, 100%) answered that patients would feel safe about sharing their data (B12). However, 64% (9/14) of the participants said that most patients are not aware of the privacy risks related to EMR leakage. Therefore, 14% (2/14) of the participants suggested that health care organizations should be more transparent about the patient data processing and create awareness about privacy risks (subtheme 5.4):

I think most of the patients are not thinking at this level. Most of the patients are not thinking about their privacy risks or if their data is available in case of an emergency. They usually think about it after something happens. [Participant from G1]

It depends on the medical records of the patient. If he [patient] is applying for a job, but he had a heart problem once, maybe he will be concerned about what the company would say if they illegally already know. [Participant from G2]

Discussion

Principal Findings

The main objective of this study was to collect the current challenges for patient data sharing during acute stroke care (RQ1), the participants’ impressions of the proposed ASCLEPIOS Acute Stroke Care application (RQ2), and the challenges and suggestions for adapting the ASCLEPIOS Acute Stroke Care application in a real-life scenario (RQ3). Although our study was designed in the context of a specific European Union project, the challenges of developing an EMR system that supports acute care and the collected feedback about cloud-based systems are applicable in a broad context.

From the results for RQ1, this study reinforced that the most relevant challenges for patient data sharing are the lack of interoperability and connectivity between systems from different organizations. For RQ2, this study obtained relevant feedback from every interviewee regarding the time interval for data availability, accountability, prevention of data loss, and handling of unknown patients during acute care. For RQ3, this study identified several important barriers to and improvement opportunities for the future acceptance and adoption of the proposed system.

Furthermore, this study aimed to validate the security concepts of a cloud-based medical data sharing application for acute stroke care that exploits the ASCLEPIOS framework. During the interviews with health care professionals, it became evident that they experience—daily—the lack of a properly connected and secure information infrastructure for patient data exchange across organizations. The application was well received and considered to be relevant by all participants (14/14, 100%). However, as a large number of noninteroperating systems are used in practice, replacing them with a new system—such as the developed application—did not seem realistic. An alternative path to be explored involves developing an interoperation layer for cloud-based security and trusted data exchange that could bridge legacy systems with the newly developed technology.

Another interesting finding is that the participants were excited to provide feedback when we said that we would demonstrate
the usefulness of our project in a simulation to support acute stroke care. We simulated the workflow, emphasizing that the professionals from each team could access the patient EMR only from the moment when they were invited to participate in the treatment until their tasks were completed. Thus, they could see the added value that the proposed solution could bring to facilitate data sharing among all the professionals involved. Furthermore, the received feedback validates the access control model implemented in the application.

Finally, we highlight 3 suggestions that the participants provided to increase the usefulness of the system and regarding what we could achieve using the ASCLEPIOS framework. The first suggestion was to expand the system to support all types of access to EMRs. The second suggestion was to create more granularity of access control for different types of data contained in the EMR, which would require separating the data that are sharable with the patient from those that are shared only among the health care professionals. The third suggestion was about consulting aggregated metrics from all the EMRs stored for learning purposes. All these suggestions provide valuable feedback that will be explored in future studies.

**Limitations**

A limitation of the study is that demonstrating the use of application interfaces can be a double-edged sword. In addition to seeing how the system would work and understanding the solution behind the screen better, the participants may also be distracted by the interfaces presented during the simulation. We anticipated this effect, and thus, we stimulated participants to provide feedback beyond the user interface. Nevertheless, we still received suggestions about interface content and design modifications, which were not relevant to this study’s RQs, but they could be useful in a future application design.

Moreover, we acknowledge that collecting the perspectives of hospital administrators and technical staff is essential for accepting the new health care system. Therefore, in the future, we will design a study to collect their perceptions and feedback from management and technical perspectives.

Another limitation was related to the COVID-19 pandemic. To perform in-depth interviews, we preferred to have in-person meetings and let the participants interact with the application. However, acute care professionals are very busy, and even more so because of the pandemic; thus, it was even harder than anticipated to involve the professionals in person. Moreover, there were multiple lockdowns during the study; therefore, we had to use web-based meetings to prevent the cancellation of the already confirmed interviews. Regarding these web-based interviews, we realized that, unfortunately, the communication and interaction were limited because they could not directly visualize the application being used. Besides this limitation, the 36% (5/14) of the participants provided valuable feedback during the web-based meetings.

**Comparison With Previous Studies**

Researchers have successfully adopted similar sociotechnical qualitative interviews to collect stakeholders’ perceptions and validate the concept of innovative technological solutions for health care. Brandt et al [41] interviewed patients who are overweight to identify important drivers of long-term personal lifestyle changes from a patient perspective when using a collaborative eHealth tool. Interviews were conducted 5 years after the initial

Murry et al [37] interviewed senior managers and medical staff to explore and understand their experiences of implementing eHealth initiatives and their assessment of factors that promote the integration of eHealth initiatives. In total, 23 interviews were conducted, and they showed substantial differences in the implementation of eHealth initiatives [37]. It differed from our study because their focus was not on health professionals’ perspectives. Instead, the authors interviewed the implementers, who are the staff responsible for implementing digital eHealth systems, which, according to the authors, is an under-studied group. Moreover, the implementers showed rich understanding of the barriers to and facilitators of successfully implementing such initiatives.

Georgiou et al [38] also conducted a qualitative interview study to assess the impact of introducing new health technical initiatives for medical imaging processing. They used a mixed methods study design comprising semistructured interviews with medical imaging department staff and retrospectively extracted emergency data. In the study by Georgiou et al [38], the results show that the accessibility of images and patient-related information improve the efficiency of the medical imaging department. In our study, the professionals also agreed about the potential improvement in efficiency by having the data available from other teams. Moreover, similar to the study by Georgiou et al [38], in subtheme 2.2, professionals raised concerns about the quality of the data, especially the reliability of the image data provided by other teams in acute care.

Similar to our results, the studies by Murray et al [37] and Georgiou et al [38] affirm that for the successful implementation of an eHealth system, it should be a good fit between the new technology and existing skill sets or efforts made to teach the requisite skills to users. Similarily, in our study, professionals recommended integrating the new application with other (existing) systems (subtheme 4.1) and merging current systems instead of proposing a new one (subtheme 5.3).

Azode et al [39] conducted a qualitative interview study to investigate the opportunities for and challenges of using data from wearable sensor devices in health care. In total, 16 health care, technology, business, innovation, and social sciences experts were interviewed in a qualitative, theoretically informed study. The authors concluded that current applications cannot fulfill their potential if they do not yield benefits for clinical users and integrate effectively with the existing eHealth systems. In our study, health care professionals were interested in expanding our system’s application to include all types of EMR data, which could also include data from wearables.

Hasselgren et al [40] interviewed medical students and analyzed their perceptions of a blockchain-based decentralized workflow for maintaining professional history and credentials portfolio. The study used a qualitative approach applied with data collection through 9 semistructured interviews. The results showed that health care professionals are interested in a decentralized system in which they can control their credentials and reputation.

https://formative.jmir.org/2022/12/e40061

Murry et al [37] interviewed senior managers and medical staff to explore and understand their experiences of implementing eHealth initiatives and their assessment of factors that promote the integration of eHealth initiatives. In total, 23 interviews were conducted, and they showed substantial differences in the implementation of eHealth initiatives [37]. It differed from our study because their focus was not on health professionals’ perspectives. Instead, the authors interviewed the implementers, who are the staff responsible for implementing digital eHealth systems, which, according to the authors, is an under-studied group. Moreover, the implementers showed rich understanding of the barriers to and facilitators of successfully implementing such initiatives.

Georgiou et al [38] also conducted a qualitative interview study to assess the impact of introducing new health technical initiatives for medical imaging processing. They used a mixed methods study design comprising semistructured interviews with medical imaging department staff and retrospectively extracted emergency data. In the study by Georgiou et al [38], the results show that the accessibility of images and patient-related information improve the efficiency of the medical imaging department. In our study, the professionals also agreed about the potential improvement in efficiency by having the data available from other teams. Moreover, similar to the study by Georgiou et al [38], in subtheme 2.2, professionals raised concerns about the quality of the data, especially the reliability of the image data provided by other teams in acute care.

Similar to our results, the studies by Murray et al [37] and Georgiou et al [38] affirm that for the successful implementation of an eHealth system, it should be a good fit between the new technology and existing skill sets or efforts made to teach the requisite skills to users. Similarly, in our study, professionals recommended integrating the new application with other (existing) systems (subtheme 4.1) and merging current systems instead of proposing a new one (subtheme 5.3).

Azode et al [39] conducted a qualitative interview study to investigate the opportunities for and challenges of using data from wearable sensor devices in health care. In total, 16 health care, technology, business, innovation, and social sciences experts were interviewed in a qualitative, theoretically informed study. The authors concluded that current applications cannot fulfill their potential if they do not yield benefits for clinical users and integrate effectively with the existing eHealth systems. In our study, health care professionals were interested in expanding our system’s application to include all types of EMR data, which could also include data from wearables.

Hasselgren et al [40] interviewed medical students and analyzed their perceptions of a blockchain-based decentralized workflow for maintaining professional history and credentials portfolio. The study used a qualitative approach applied with data collection through 9 semistructured interviews. The results showed that health care professionals are interested in a decentralized system in which they can control their credentials and reputation.

Brandt et al [41] interviewed patients who are overweight to identify important drivers of long-term personal lifestyle changes from a patient perspective when using a collaborative eHealth tool. Interviews were conducted 5 years after the initial
intervention and showed that all the patients still used other internet apps to benefit their health despite not having access to the eHealth tool used during the intervention.

Although the objectives of the applications used by Hasselgren et al [40] and Brandt et al [41] differ from EMR data sharing, our application has a common goal—to increase the trust on eHealth systems among patients. For this aim, our application presents to the patient a consolidated logs dashboard about how the patient data were processed by health care professionals. In the study by Hasselgren et al [40] and our study, health care professionals are not sure how aware the patients are about the digital systems and how effective these functionalities of health care transparency are, but in the study by Brandt et al [41], patients show trust and value in the use of the proposed eHealth app. This reinforces subtheme 5.4, which recommends increasing patient trust on and awareness about digital health systems and applications.

Woodward et al [42] explored the personal experiences of health care professionals using eHealth innovations for data sharing in selected postconflict situations. This study used a cross-sectional qualitative design, with 12 telephone interviews. The authors concluded that all interviewees held positive perceptions that the eHealth system can help them to access information and communicate with other health workers. However, understanding of the scope of eHealth was generally limited and often based on innovations that health workers have been introduced to by their international partners. In our study, health care professionals also raised concerns about the need for training to use eHealth applications. In the study by Woodward et al [42] and our study, the results show the importance of training so that professionals can accept and benefit from the eHealth innovation system.

In our previous study [29], we collected and analyzed the perspectives of medical staff regarding health care and data privacy requirements for the eHealth cloud, using a qualitative interview. At that time, we collected requirements that would guide the design of the demonstrator. Moreover, we investigated the participants’ understanding of cloud services and how they envison using the ASCLERPIOS solution in their daily tasks. At that point, we did not have the Acute Stroke Care application ready to present to the clinicians.

In this study, besides validating the requirements discussed in the previous publication [29], showing the participants a working application allowed them to go deep into the matter and ask questions related to the actual usefulness and acceptance of the ASCLERPIOS solution for cross-organization acute stroke care data sharing.

**Conclusions**

This study validated the need for a cross-organization data sharing solution that offers the security and privacy required when patient data are processed. The participants emphasized that our cloud-based application would solve the data sharing problems, such as duplication of data, lack of information, and standardization. However, it would not be realistic to propose that all the organizations involved in acute care migrate to a unique cloud-based application. Future studies should investigate opportunities to update the system according to these inputs and further explore the ASCLERPIOS framework as a secure and interoperable layer for patient data sharing. The concept validation and feedback presented in this study incite the desire for a digital transformation in health care systems.
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**Multimedia Appendix 1**

Advanced Secure Cloud Encrypted Platform for Internationally Orchestrated Solutions in Health Care demonstrator for acute stroke care by the Amsterdam University Medical Center. Here, we show how various health care professionals share information about a patient who has experienced a stroke. The information is securely stored in the cloud and becomes available during acute care for the professionals in the emergency call center, ambulance service, and hospital. The fast exchange of information during acute stroke care is essential for making decisions that can have a huge impact on the correct treatment and patient recovery.

[MP4 File (MP4 Video), 6668 KB - [formative_v6i12e40061_app1.mp4]]

**Multimedia Appendix 2**

Presentation used during the interviews. The videos illustrate the use of the application, similar to the simulations with the participants.

[PPTX File, 86040 KB - [formative_v6i12e40061_app2.pptx]]
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State-Level COVID-19 Symptom Searches and Case Data: Quantitative Analysis of Political Affiliation as a Predictor for Lag Time Using Google Trends and Centers for Disease Control and Prevention Data
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Abstract

Background: Across each state, the emergence of the COVID-19 pandemic in the United States was marked by policies and rhetoric that often corresponded to the political party in power. These diverging responses have sparked broad ongoing discussion about how the political leadership of a state may affect not only the COVID-19 case numbers in a given state but also the subjective individual experience of the pandemic.

Objective: This study leverages state-level data from Google Search Trends and Centers for Disease Control and Prevention (CDC) daily case data to investigate the temporal relationship between increases in relative search volume for COVID-19 symptoms and corresponding increases in case data. I aimed to identify whether there are state-level differences in patterns of lag time across each of the 4 spikes in the data (RQ1) and whether the political climate in a given state is associated with these differences (RQ2).

Methods: Using publicly available data from Google Trends and the CDC, linear mixed modeling was utilized to account for random state-level intercepts. Lag time was operationalized as number of days between a peak (a sustained increase before a sustained decline) in symptom search data and a corresponding spike in case data and was calculated manually for each of the 4 spikes in individual states. Google offers a data set that tracks the relative search incidence of more than 400 potential COVID-19 symptoms, which is normalized on a 0-100 scale. I used the CDC’s definition of the 11 most common COVID-19 symptoms and created a single construct variable that operationalizes symptom searches. To measure political climate, I considered the proportion of 2020 Trump popular votes in a state as well as a dummy variable for the political party that controls the governorship and a continuous variable measuring proportional party control of federal Congressional representatives.

Results: The strongest overall fit was for a linear mixed model that included proportion of 2020 Trump votes as the predictive variable of interest and included controls for mean daily cases and deaths as well as population. Additional political climate variables were discarded for lack of model fit. Findings indicated evidence that there are statistically significant differences in lag time by state but that no individual variable measuring political climate was a statistically significant predictor of these differences.

Conclusions: Given that there will likely be future pandemics within this political climate, it is important to understand how political leadership affects perceptions of and corresponding responses to public health crises. Although this study did not fully model this relationship, I believe that future research can build on the state-level differences that I identified by approaching the analysis with a different theoretical model, method for calculating lag time, or level of geographic modeling.
KEYWORDS
COVID-19; search trends; prediction; case; political; symptom; pandemic; data; google; disease; prevention; model

Introduction

Background

Incidence of COVID-19 cases in the United States has widely varied across states and across time, as have state-level policies and some of the rhetoric heard in response. There has been ongoing investigation about how mitigation measure mandates such as mask wearing [1,2], social distancing [3], and vaccines [4] affect uptake of these measures as well as how they are associated with actual case numbers. One existing study focused on the political dimensions of mandates and cases [5] by trying to understand the broader social forces that are associated with the response to the pandemic and to mandates, but it is challenging to observe and understand the informal behaviors and tacit unreported beliefs that drive state-level differences in case numbers and response to the pandemic. There has been significant ongoing debate regarding theories for why individual behavioral responses to the pandemic have diverged so significantly over time, and many of these theories have involved analysis of political and administrative messaging. This research enters this conversation by exploring the intersection of political affiliation and perceptions of the pandemic. Increases in search traffic seem to reflect individual concerns about the pandemic as well as information seeking for individuals who are experiencing and observing symptoms. This study aimed to specifically analyze the effects that political affiliation has on this dynamic; there has been plenty of concern about the danger of public health becoming more politicized, and this research intended to add granularity to our understanding.

Both anecdotally and in popular media, there is discussion about how trends in COVID-19–related Google searches might be associated with ongoing COVID-19 case numbers as reported to the Centers for Disease Control and Prevention (CDC) [6]. Using Google Trends search data about COVID-19–related symptoms along with CDC data concerning state-level case numbers, I investigated 2 questions:

1. RQ1: Are there state-level differences in the lag time between spikes in searches for COVID-19 symptoms and spikes in reported COVID-19 cases?
2. RQ2: If these state-level differences do exist, do covariates related to political leadership contribute to state-level variance in lag time?

I hypothesized that state-level political outcomes, as a marker of the dominant or collective political identification of a state’s voters, offer a route to investigating how social behavior via self-identified group affiliation explains differences in the temporal relationship between spikes in COVID-19–related searches and later spikes in total confirmed COVID-19 cases. I expected to find that political variables marking Republican identification are associated with a decrease in lag time, given what we know about the differences in compliance with mitigation measures and vaccine uptake and what this suggests about broader COVID-19 risk beliefs and self-surveillance of symptoms. This lag time relationship may give us insight into how people think about COVID-19: Are they proactive about watching for and managing symptoms, or do they only start noticing symptoms once cases begin to increase and spike?

Literature Review

Theoretical Approach

Social cognitive theory (SCT) [7] frames learning and behavior socially, noting that there is a reciprocal relationship between an individual, their environment, and their behavior—while emphasizing the specifically social nature of this triad. That is, people tend to learn through observing the actions of those in their environment along with their own experiences. The essential lens to understand SCT in this context is how it focuses specifically on personal but environmentally contextualized agency. The social identity approach (SIA) by Abrams and Hogg [8] is a complementary perspective, adding that not only is learning and behavior social but also that knowledge of being in social groups affects how people attach emotion and value to certain behaviors and circumstances. They also emphasize the influence of one’s own in-groups and out-groups as part of this individual/group relationship.

In terms of compliance with health behaviors, the research has settled around 3 major factors that tend to drive an individual’s level of compliance: perceived risk to oneself, belief in behavior effectiveness, and observed risk to others. During the H1N1 influenza pandemic, a review of 26 studies found consistently strong associations between an individual’s perceived susceptibility to the virus and increased compliance with recommended behaviors; this effect was strengthened when perceived severity of infection increased and was consistent across many countries and cultures [9]. Perceived risk to self is affected by factors such as perceived personal vulnerability [10], level of cultural individualism [11], fear [12,13], and anger [14].

Belief in the effectiveness of health behaviors is driven by a number of affective and epistemological factors as well; laypeople tend to create their own justifications for health behaviors by pulling from not only both establishment and nonestablishment sources [15] but also their preferred mass media sources [16]. Although this belief is reduced in all groups when they perceive recommendations to predominantly be moralistic [17], general trust in government is strongly associated with affecting perceived risk in complicated and sometimes counterintuitive ways [10,17,18]. Finally, observed risk to specific others and a more generalized community tends to be positively affected by a general sense of conscientiousness [12]. This is true when individuals feel an ethical responsibility to their community [19] but is also true on a more individual level when individuals experience the vulnerability of their close ties [20] and so avoid the perception that health concerns are “overhyped” [21].

In this paper, I do not explore the details of how particular political ideologies specifically affect compliance behaviors.
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Instead, the context described in the previous paragraphs serves to highlight the power that political identities and communication have on individual compliance. From both Democratic and Republican politicians, we frequently hear justifications for COVID-19 behaviors that speak directly to these 3 factors. These justifications are often oriented around personal ethical responsibility, the meaning of a sense of community, and the epistemological justifications for agency recommendations; each of these threads is an important part of building the set of beliefs that ultimately drive behaviors. More recent research extends these claims further, demonstrating that political affiliation is associated with particular pandemic responses that cannot be explained solely via these 3 factors [5], highlighting how at least part of an individual’s response is related to affinity-related dogma or that operational constraints and diverging priorities tend to be privileged over more objective risk assessments [22].

**Using Search Data in Public Health Research**

Public health professionals and researchers have broadly been discussing the value of search data for both detection and surveillance for quite some time, initially highlighting its value in a landmark paper that advocated for its use but cautioned that it should be predominantly used in areas with widespread internet access [23]. Given that American internet usage is now frequent and widespread across most settings, researchers have been able to turn their attention specifically to its use in early detection of emergent diseases [24].

There is also evidence that search volume data is effective for ongoing monitoring and surveillance, both for active and predictive surveillance [25], and for passive or retrospective surveillance that aims to understand how factors such as the media affect the relationship between search interest and cases [26].

Search data have been used as a lens specifically for understanding COVID-19 data, but this research has had different areas of focus: searches as predictive of local metropolitan-level data [27,28], impacts on mental health [29], and more rare symptoms (anosmia and ageusia) as ineffective predictors of case incidence [30]. Eysenbach [31] took a somewhat similar approach to my own but concerning flu symptoms and incidence instead of COVID-19, finding strong correlations between clicks on sponsored flu-related links and flu diagnoses 7 days later.

There are ongoing challenges to using search data as well as other novel data streams (NDS) such as social media posts; although there is some evidence that they can help to retroactively explore associations and wield predictive power, there are still unresolved issues of how to assess reliability and validity of these data [32]. Some challenges such as lack of transparency and reproducibility [33] can be resolved by establishing accepted best practices such as sharing specific search strings and Boolean operators, but others are more related to complex sociological and psychological phenomena such as a panic-induced search increase that will likely prove to be much more difficult to solve [34]. Given the established value and unresolved challenges of using NDS such as search traffic, the use of Google Trends data should be seen as a supplemental tool for public health researchers along with more traditional and localized practices instead of as a substitute [35].

This paper addressed these methodological limitations by using search data indirectly; although this means that some of these concerns become endogenous to the modeling, it is beneficial insofar as this captures these complex dynamics within the lag time variable. Instead of relying on search trends data as an accurate predictive or surveillance tool, I used it to highlight areas of difference across regions and explore the reasons for those differences.

**Methods**

Although there is discussion in popular media about using trends data in a predictive way and some push toward this in technical methods literature [36], there is not yet evidence that search data are defensible for use in a predictive way about future health trends [30] given that access to real-time or otherwise timely raw data is not possible. Instead, trends data are most useful for monitoring and evaluating relationships between events in the past, especially as one predictive element within a larger model [37,38].

For the purposes of this study, I used the publicly available COVID-19 Search Trends data set, which tracks the incidence of more than 400 symptoms associated at various levels with COVID-19. Typically, Google does not allow for large-scale downloads of granular daily search trends data except through use of their API. However, the company made this COVID-19–specific search data available specifically for researchers and journalists; the data include both daily data as well as state-level geographic data. The data set allows for what Google calls “metro areas,” but these do not include shapefiles that could be used to match the search data with CDC data via geographic information system (GIS) software. Like all Google Search Trends data, it is normalized on a 0-100 scale, contextualized within the geography and time range in question, and based on a particular search string’s incidence in proportion to all searches in that same geography and time frame. This study used daily trends data from each state for the time period from March 11, 2020, through April 4, 2022, and was retrieved on April 15, 2022, via Google’s internally hosted GitHub.

The beginning of the study period is the day on which COVID-19 was declared a global pandemic by the World Health Organization, and the end of the period is the final day of trends data from Google’s data set; so, the total number of days in the study period is 762. Although not every region experienced their first case by the beginning of the trends data time period, I was specifically interested in the lag time between increases in searches and increases in cases. Given that there was already widespread discussion of COVID-19 in popular media and so this is broadly reflected in the search data, search volume was already increasing across all regions by March 11, 2020, and this allowed me to examine state-level differences in when cases began to increase.

The CDC makes daily data detailing new cases, new hospitalizations, and new deaths associated with COVID-19 available to the public. These data are available to the county
level, but this study exclusively used state-level data in order to look at these variables alongside the state-level search trends data. These data are raw numbers, but population is controlled for in regression modeling to account for this. There are likely data gaps related to submission logistics and other issues; additionally, the data had some level of daily noise within the data as states catch up with missed submissions and correct submissions from previous days, but this has been accounted for in the process of examining the data closely in the calculations for lag time as the dependent variable.

The analytic strategy used a linear mixed model with fixed effects for all included predictors and controls and random intercepts for each state to investigate the state-level differences named in the research questions. Additionally, I included a random effect for the political predictor nested within state clusters, recognizing how SCT indicates that behavior is affected in an ongoing reciprocal way by environment—here, the state and its political climate are considered as that environment.

I called the key outcome variable “lag time,” and it measures the amount of time in days between a spike in COVID-19 symptom searches and a (typically) later corresponding spike in reported COVID-19 cases. This variable was calculated manually using the raw data and plots as a guide. Each state had 4 identifiable case peaks of varying magnitudes. After marking these and accounting for any noise or reporting gaps in the data, I turned to the search data to identify whether there was a corresponding spike in symptom searches that preceded the case spike. In nearly all cases, there was an associated spike, and this was measured in number of days.

Political variables under consideration included the proportion of Trump popular votes within a state in the 2020 election, a dummy variable indicating whether a Republican holds the Governor office, and a variable measuring the proportion of a state’s federal representatives in the House of Representatives and Senate that is Republican. The latter 2 variables did not lead to a strong model fit in any case and were discarded, so the Trump proportion variable remained as the main predictor in this model. Controls for mean daily cases, mean daily deaths, and state population were also included in the model. All predictors and controls were normalized using z scores.

Within the search data, I identified the 11 most common symptoms of COVID-19 as reported by the CDC and created a construct to represent the collective incidence of these search terms. These symptoms included headache, nasal congestion, rhinorrhea, fever, sore throat, nausea, anosmia, ageusia, fatigue, and diarrhea. This symptom construct has a Cronbach alpha score of .812. An alpha value greater than .8 generally indicates a strong level of construct reliability. Reliability analysis showed that the alpha value would not be improved by removing any variable from the construct.

Descriptive analysis for daily new case and death data by state, initial bivariate linear regression modeling, calculations for construct reliability, lag time calculations, mixed modeling, and model comparisons were all completed in R. The primary packages used were lubridate for parsing date variables, plotly for examining ggplot2 results in more detail, lme4 and lmerTest for fitting linear mixed models, sjPlot for plotting data to test model assumptions, stargazer for table and figure creation, and all of the packages within the “tidyverse” (primarily dplyr and ggplot2) for cleaning, organizing, and preparing data for analysis and presentation.

**Results**

Descriptive statistics for all variables included in the final model are included in Table 1. These data are the raw numbers, but predictors and controls were standardized for analysis to control for the vastly different scales for many of the variables. Given the extremely large volume of daily case and search data, this is not included in this table.

Assumptions for linear mixed model regression were checked, confirming that there was a linear relationship between the predictor and outcome variable and that the residuals were independent, uncorrelated, and normally distributed. The residual plot for homoscedasticity of residuals is in Figure 1.

A linear mixed model was fitted using the proportion of 2020 Trump votes within a state as the primary predictive variable. This variable was also nested within state-level clusters to allow its effect to vary within each state. Models using the proposed Governor and Congressional proportion variables were discarded due to comparatively poor model fit statistics. Akaike information criterion (AIC) and Bayesian information criterion (BIC) scores for discarded models were in the range of 600 to 800 points higher, indicating poorer fit.
<table>
<thead>
<tr>
<th>State</th>
<th>Case peaks</th>
<th>Search peaks</th>
<th>Proportion of Trump votes</th>
<th>GOP governor</th>
<th>GOP proportion of Congress</th>
<th>Population</th>
<th>Daily cases, mean</th>
<th>Daily deaths, mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>349</td>
<td>584</td>
<td>728</td>
<td>157</td>
<td>342</td>
<td>581</td>
<td>0.62</td>
<td>1.03</td>
</tr>
<tr>
<td>AK</td>
<td>319</td>
<td>612</td>
<td>729</td>
<td>176</td>
<td>273</td>
<td>589</td>
<td>0.53</td>
<td>1.03</td>
</tr>
<tr>
<td>AZ</td>
<td>348</td>
<td>585</td>
<td>732</td>
<td>156</td>
<td>342</td>
<td>579</td>
<td>0.49</td>
<td>0.45</td>
</tr>
<tr>
<td>AR</td>
<td>346</td>
<td>576</td>
<td>729</td>
<td>156</td>
<td>342</td>
<td>496</td>
<td>0.62</td>
<td>0.92</td>
</tr>
<tr>
<td>CA</td>
<td>354</td>
<td>589</td>
<td>727</td>
<td>169</td>
<td>344</td>
<td>463</td>
<td>0.34</td>
<td>0.16</td>
</tr>
<tr>
<td>CO</td>
<td>297</td>
<td>457</td>
<td>717</td>
<td>181</td>
<td>302</td>
<td>461</td>
<td>0.42</td>
<td>0.39</td>
</tr>
<tr>
<td>CT</td>
<td>317</td>
<td>605</td>
<td>720</td>
<td>52</td>
<td>294</td>
<td>567</td>
<td>0.39</td>
<td>0.00</td>
</tr>
<tr>
<td>DE</td>
<td>354</td>
<td>598</td>
<td>718</td>
<td>57</td>
<td>322</td>
<td>567</td>
<td>0.40</td>
<td>0.00</td>
</tr>
<tr>
<td>FL</td>
<td>345</td>
<td>583</td>
<td>718</td>
<td>157</td>
<td>342</td>
<td>567</td>
<td>0.51</td>
<td>0.58</td>
</tr>
<tr>
<td>GA</td>
<td>353</td>
<td>591</td>
<td>713</td>
<td>158</td>
<td>343</td>
<td>579</td>
<td>0.49</td>
<td>0.61</td>
</tr>
<tr>
<td>HI</td>
<td>287</td>
<td>586</td>
<td>707</td>
<td>174</td>
<td>273</td>
<td>537</td>
<td>0.34</td>
<td>0.00</td>
</tr>
<tr>
<td>ID</td>
<td>323</td>
<td>631</td>
<td>729</td>
<td>119</td>
<td>300</td>
<td>592</td>
<td>0.64</td>
<td>0.75</td>
</tr>
<tr>
<td>IL</td>
<td>297</td>
<td>444</td>
<td>720</td>
<td>57</td>
<td>293</td>
<td>462</td>
<td>0.41</td>
<td>0.30</td>
</tr>
<tr>
<td>IN</td>
<td>317</td>
<td>598</td>
<td>720</td>
<td>57</td>
<td>293</td>
<td>579</td>
<td>0.57</td>
<td>0.82</td>
</tr>
<tr>
<td>IA</td>
<td>297</td>
<td>602</td>
<td>724</td>
<td>92</td>
<td>293</td>
<td>601</td>
<td>0.53</td>
<td>0.67</td>
</tr>
<tr>
<td>KS</td>
<td>307</td>
<td>597</td>
<td>729</td>
<td>89</td>
<td>301</td>
<td>518</td>
<td>0.56</td>
<td>0.83</td>
</tr>
<tr>
<td>KY</td>
<td>351</td>
<td>590</td>
<td>731</td>
<td>54</td>
<td>344</td>
<td>579</td>
<td>0.62</td>
<td>0.88</td>
</tr>
<tr>
<td>LA</td>
<td>351</td>
<td>590</td>
<td>713</td>
<td>157</td>
<td>342</td>
<td>554</td>
<td>0.58</td>
<td>0.82</td>
</tr>
<tr>
<td>ME</td>
<td>352</td>
<td>450</td>
<td>722</td>
<td>107</td>
<td>293</td>
<td>448</td>
<td>0.44</td>
<td>0.12</td>
</tr>
<tr>
<td>MD</td>
<td>318</td>
<td>613</td>
<td>719</td>
<td>111</td>
<td>317</td>
<td>615</td>
<td>0.32</td>
<td>0.10</td>
</tr>
<tr>
<td>MA</td>
<td>3353</td>
<td>603</td>
<td>720</td>
<td>53</td>
<td>350</td>
<td>567</td>
<td>0.32</td>
<td>0.05</td>
</tr>
<tr>
<td>MI</td>
<td>294</td>
<td>440</td>
<td>728</td>
<td>111</td>
<td>293</td>
<td>442</td>
<td>0.48</td>
<td>0.44</td>
</tr>
<tr>
<td>MN</td>
<td>298</td>
<td>441</td>
<td>729</td>
<td>105</td>
<td>300</td>
<td>462</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td>MS</td>
<td>353</td>
<td>576</td>
<td>728</td>
<td>157</td>
<td>342</td>
<td>578</td>
<td>0.58</td>
<td>0.83</td>
</tr>
<tr>
<td>MI</td>
<td>293</td>
<td>560</td>
<td>713</td>
<td>55</td>
<td>259</td>
<td>567</td>
<td>0.57</td>
<td>0.80</td>
</tr>
<tr>
<td>MT</td>
<td>298</td>
<td>643</td>
<td>734</td>
<td>57</td>
<td>257</td>
<td>641</td>
<td>0.57</td>
<td>0.67</td>
</tr>
<tr>
<td>NE</td>
<td>302</td>
<td>603</td>
<td>727</td>
<td>57</td>
<td>301</td>
<td>574</td>
<td>0.58</td>
<td>0.80</td>
</tr>
<tr>
<td>NV</td>
<td>352</td>
<td>598</td>
<td>728</td>
<td>169</td>
<td>343</td>
<td>587</td>
<td>0.48</td>
<td>0.33</td>
</tr>
<tr>
<td>NH</td>
<td>348</td>
<td>444</td>
<td>728</td>
<td>57</td>
<td>259</td>
<td>400</td>
<td>0.45</td>
<td>0.00</td>
</tr>
<tr>
<td>NJ</td>
<td>354</td>
<td>604</td>
<td>717</td>
<td>57</td>
<td>350</td>
<td>567</td>
<td>0.41</td>
<td>0.07</td>
</tr>
<tr>
<td>NM</td>
<td>303</td>
<td>569</td>
<td>728</td>
<td>174</td>
<td>302</td>
<td>567</td>
<td>0.43</td>
<td>0.09</td>
</tr>
<tr>
<td>NY</td>
<td>353</td>
<td>605</td>
<td>717</td>
<td>57</td>
<td>350</td>
<td>567</td>
<td>0.37</td>
<td>0.28</td>
</tr>
<tr>
<td>NC</td>
<td>346</td>
<td>590</td>
<td>723</td>
<td>158</td>
<td>342</td>
<td>596</td>
<td>0.50</td>
<td>0.72</td>
</tr>
<tr>
<td>ND</td>
<td>297</td>
<td>440</td>
<td>729</td>
<td>113</td>
<td>295</td>
<td>449</td>
<td>0.65</td>
<td>0.67</td>
</tr>
<tr>
<td>OH</td>
<td>322</td>
<td>598</td>
<td>725</td>
<td>57</td>
<td>302</td>
<td>595</td>
<td>0.53</td>
<td>0.71</td>
</tr>
<tr>
<td>OK</td>
<td>343</td>
<td>582</td>
<td>727</td>
<td>158</td>
<td>343</td>
<td>550</td>
<td>0.65</td>
<td>0.93</td>
</tr>
<tr>
<td>OR</td>
<td>318</td>
<td>584</td>
<td>728</td>
<td>128</td>
<td>300</td>
<td>567</td>
<td>0.40</td>
<td>0.14</td>
</tr>
<tr>
<td>PA</td>
<td>325</td>
<td>448</td>
<td>718</td>
<td>57</td>
<td>314</td>
<td>462</td>
<td>0.49</td>
<td>0.50</td>
</tr>
<tr>
<td>RI</td>
<td>317</td>
<td>602</td>
<td>716</td>
<td>106</td>
<td>258</td>
<td>568</td>
<td>0.39</td>
<td>0.00</td>
</tr>
<tr>
<td>SC</td>
<td>353</td>
<td>584</td>
<td>732</td>
<td>158</td>
<td>342</td>
<td>587</td>
<td>0.55</td>
<td>0.83</td>
</tr>
</tbody>
</table>
The model results are in Table 2; note that the scales displayed for predictors and controls are standardized, but lag time remains measured in days. I used 762 observations for 50 states to calculate 4 intervals of lag time, which led to a sample for the model of 50 states, or units of analysis with 4 repeated measurements per state. The model is a significant improvement over the null model with a single predictor (Trump proportion), no controls, and random intercepts for states. The AIC and BIC scores for the null model were 1776.04 and 1785.93, respectively—the selected model’s scores were 588.85 and 618.535, respectively, and so were a significant improvement in terms of model fit.

However, none of the predictors within the final model were statistically significant, even those that were considered but excluded from the model (Governor party and Congressional delegation parties) because of worse overall model fit. The only significant independent variable in the selected model was mean daily deaths, which had a small negative relationship with lag time, at $P<.10$.

Random elements in the model were individual state-level intercepts and Trump proportion nested within state as a random effect. There was sufficient variance ($\sigma^2_{\text{state}}=0.099$ and $\sigma^2_{\text{trump}}=0.049$) in this random portion of the model to justify their inclusion. The random intercepts for state clusters captured

---

**Table 2**

<table>
<thead>
<tr>
<th>State</th>
<th>Case peaks</th>
<th>Search peaks</th>
<th>Proportion of Trump votes</th>
<th>GOP governor proportion of Congress</th>
<th>Population</th>
<th>Daily cases, mean</th>
<th>Daily deaths, mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>109</td>
<td>296</td>
<td>679</td>
<td>729</td>
<td>57</td>
<td>301</td>
<td>576</td>
</tr>
<tr>
<td>TN</td>
<td>192</td>
<td>330</td>
<td>599</td>
<td>730</td>
<td>158</td>
<td>343</td>
<td>582</td>
</tr>
<tr>
<td>TX</td>
<td>178</td>
<td>350</td>
<td>596</td>
<td>722</td>
<td>158</td>
<td>343</td>
<td>587</td>
</tr>
<tr>
<td>UT</td>
<td>177</td>
<td>398</td>
<td>664</td>
<td>728</td>
<td>126</td>
<td>300</td>
<td>596</td>
</tr>
<tr>
<td>VT</td>
<td>74</td>
<td>436</td>
<td>604</td>
<td>728</td>
<td>57</td>
<td>460</td>
<td>561</td>
</tr>
<tr>
<td>VA</td>
<td>125</td>
<td>361</td>
<td>597</td>
<td>720</td>
<td>111</td>
<td>342</td>
<td>601</td>
</tr>
<tr>
<td>WA</td>
<td>167</td>
<td>322</td>
<td>561</td>
<td>737</td>
<td>113</td>
<td>301</td>
<td>567</td>
</tr>
<tr>
<td>WV</td>
<td>183</td>
<td>346</td>
<td>612</td>
<td>713</td>
<td>159</td>
<td>265</td>
<td>553</td>
</tr>
<tr>
<td>WI</td>
<td>143</td>
<td>297</td>
<td>623</td>
<td>727</td>
<td>111</td>
<td>293</td>
<td>615</td>
</tr>
<tr>
<td>WY</td>
<td>189</td>
<td>301</td>
<td>589</td>
<td>748</td>
<td>159</td>
<td>301</td>
<td>603</td>
</tr>
</tbody>
</table>

**Figure 1.** Homoscedasticity (constant variance of residuals). Note: amount and distance of points scattered above and below the line is equal.
a portion of and thereby reduced the fixed effect residuals, but the model itself lacked predictive power. Thus, the model’s fixed effect error term still captured a relatively high amount of the variance in the data. As Figure 2 shows, there was a range of positive and negative values for each effect, but the relatively wide confidence intervals (95% CI) were another artifact of the relatively low predictive power for this model.

Table 2. Linear mixed model results (dependent variable is lag time in days).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of Trump 2020 votes, β (SE)</td>
<td>0.063 (0.091)</td>
<td>.49</td>
</tr>
<tr>
<td>Mean daily cases, β (SE)</td>
<td>0.461 (0.569)</td>
<td>.42</td>
</tr>
<tr>
<td>Mean daily deaths, β (SE)</td>
<td>-0.670 (0.356)</td>
<td>.07</td>
</tr>
<tr>
<td>Population, β (SE)</td>
<td>0.168 (0.430)</td>
<td>.70</td>
</tr>
<tr>
<td>Constant, β (SE)</td>
<td>-0.012 (0.076)</td>
<td>.88</td>
</tr>
</tbody>
</table>

**Overall model**

- Observations: 200
- Log likelihood: -285.425
- Akaike information criterion: 588.850
- Bayesian information criterion: 618.535

aN/A: not applicable.

Figure 2. Random effect estimates (intercept and 95% CI) in lag time by state; red: negative; blue: positive.
Discussion

Principal Findings
I have identified evidence to support a positive answer for the first research question but not the second. Results suggest that yes, there are meaningful state-level differences in the lag time between spikes in COVID-19–related search traffic and spikes in COVID-19 cases. However, my hypothesis that political covariates would contribute to a portion of this variation in a statistically significant way was not supported. My findings indicate that including proportion of 2020 Trump voters in the final linear mixed model leads to a model fit that is overall much stronger than a null model with control variables only, but this political affiliation variable is not itself statistically significant or appropriate for predictive inference.

Although this is a partially negative finding, it challenges further work to explore how environmental factors and social group forces (both structural and interpersonal) may cause diverging responses to shared societal crises. The statistically significant differences in lag time across states demonstrate that there are meaningful differences across states that are at least partially causing these changes. I propose 3 potential causes for the mismatch between my theorized model and the results that also suggest directions for future research: level of geographic modeling, approach to calculating lag, and theoretical model mismatch.

Level of Geographic Modeling
My approach considered state as the geographic unit primarily for logistical reasons. State is an easily available unit in both the trends and cases data, meaning that they can be reliably matched for analysis. However, in doing so, I lost the opportunity for more localized nuance in my political covariates: Even using local city elections as a proxy for political identification might lead to stronger model fit and predictive power, but it may also be possible to use smaller blocks such as census tracts to map the trends data onto already narrowly geotagged CDC case data. However, the Google search data are limited by the lack of GIS shapefiles as well as the lack of city or tract-level data for areas outside of its large metro areas. An analysis with more granular geographic modeling would require the theoretical model to be reconsidered, given that it would exclude data from smaller cities and rural areas. If these localized variables were included in a hypothetical model, it would also likely be wise to include controls such as income and educational attainment, assuming that these are available for the census tracts or areas in question. On a smaller scale, these controls would likely contribute more significantly to a model than the same statistics at a broad state level.

Approach to Calculating Lag
Although I believe that the method I used to calculate lag is defensible, it is possible that another approach may uncover a significant relationship that is not present here. Pelat et al [39] provided one option within the same domain, describing a method that calculates correlations between increases in searches and incidence of a disease at predefined intervals (eg, 1 week, 1 month). These correlations were stored and used for further regression analysis along with selected predictors.

Effenberger et al [40] took another approach that accounts for lag specifically via time lag correlational analysis. Instead of calculating lag as a repeated measure in longitudinal analysis, they instead mapped multiple models as a network, examining how associations changed at predefined time intervals. This would require a significant reconfiguring of how the research questions were operationalized but may uncover relationships that were not established here.

Theoretical Model Mismatch
In short, my proposed theoretical model was that, per Bandura’s SCT [7], individuals act as part of a constantly changing and reciprocal triad that is bound by personal factors, environmental influences, and past behavior. As part of this triad, the SIA also tells us that individuals sort themselves into groups by categorizing others, giving meaning to those categories, and then self-sorting into one of these groups. Given how politicized the ongoing cultural response to COVID-19 and mitigation measures has been, I suspected that the competing political understandings of the nature of the pandemic and appropriate reaction would be part of these social processes. Eventually, I hypothesized that this dynamic would affect how people managed their own symptom surveillance and perceived risk, meaning that we would discover differences in lag time between search incidence and case incidence. This theoretical model was not supported by the data here.

It is possible that another theoretical model, operationalized with a different set of predictors, would generate a significant statistical model to explain lag time variation. Barber and Pope [41] approached political identity by investigating how one’s political party identification is associated with his or her individual political ideology; one element from their model that is missing here is the influence of fellow members of a political group. They also define the concepts of “party loyalist” and “policy loyalist” in the context of Trump’s election, which represented an opportune time for investigating this relationship, as ideology and party often diverged. It may be possible to capture these concepts in a more localized model as described in the previous paragraphs.

Another potential theoretical model comes partially from Agadjanian and Lacy [42], who investigated how individual political leaders have a more significant influence on public opinion and behavior than party or ideology. This suggests that, if we could capture political leader characteristics and ideology with some level of granularity, this could be folded into the proposed SCT/SIA framework. As an example, coding leader rhetoric (whether manually or via sentiment analysis) would be possible under both a localized (city or tract-specific) or state-level model.

Notably, a limitation of my approach to geographic modeling is that it does not allow for investigation into whether state-level data are reliably correlated with local provincial data; future research could address this limitation via a study that specifically considers larger cities in comparison with their states or even extend this via propensity score matching at the metro and state level.
levels. Further, the way that I chose to operationalize political identity and affiliation is suboptimal because of the existing geographic constraint. In taking an approach that allows for more geographic granularity, future studies could also model for more granular political variables such as voting by census tract, city council representatives, and mayors.

Although there may be structural, demographic, and geographic factors that contribute to these differences, I believe that the effects of political affiliation and its rippling effects are also closely tied to these significant differences in lag time across states. In the context of not only increasing political polarization and opportunities for political speech but also changing laws and norms around American federalism that may give states more control over shared social functions, it is more important than ever to understand how political identity and political communication affect the physical well-being of a state’s residents.
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Abstract

Background: The use of smartphone apps can improve the HIV prevention cascade for key populations such as men who have sex with men (MSM). In Malaysia, where stigma and discrimination toward MSM are high, mobile health app-based strategies have the potential to open new frontiers for HIV prevention. However, little guidance is available to inform researchers about the ethical concerns that are unique to the development and implementation of app-based HIV prevention programs.

Objective: This study aimed to fill this gap by characterizing the attitudes and concerns of Malaysian MSM regarding HIV prevention mobile apps, particularly regarding the ethical aspects surrounding their use.

Methods: We conducted web-based focus group discussions with 23 MSM between August and September 2021. Using in-depth semistructured interviews, participants were asked about the risks and ethical issues they perceived to be associated with using mobile apps for HIV prevention. Each session was digitally recorded and transcribed. Transcripts were inductively coded using the Dedoose software (SocioCultural Research Consultants) and analyzed to identify and interpret emerging themes.

Results: Although participants were highly willing to use app-based strategies for HIV prevention, they raised several ethical concerns related to their use. Prominent concerns raised by participants included privacy and confidentiality concerns, including fear of third-party access to personal health information (eg, friends or family and government agencies), issues around personal health data storage and management, equity and equitable access, informed consent, and regulation.

Conclusions: The study’s findings highlight the role of ethical concerns related to the use of app-based HIV prevention programs. Given the ever-growing nature of such technological platforms that are intermixed with a complex ethical-legal landscape, mobile health platforms must be safe and secure to minimize unintended harm, safeguard user privacy and confidentiality, and obtain public trust and uptake.

(JMIR Form Res 2022;6(12):e42939) doi:10.2196/42939
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Introduction

Background

Between 2020 and 2021, HIV incidence around the globe witnessed an annual decline of 3.6%, the smallest since 2016 [1]. Although recent HIV incidence and mortality trends have declined globally, some countries in Southeast Asia still bear a disproportionate HIV burden [2-4]. Among the 1.5 million new HIV cases reported globally in 2021, a total of 260,000 were from the Asia and Pacific region, where HIV infection rates are now rising, even in locations where they had been previously declining [1].

Malaysia has one of the highest HIV prevalence in the Asia-Pacific region and remains one of the only a few countries globally where HIV-related mortality has been steadily increasing [5]. In addition, it remains one of the HIV hot spots in that region, with alarming increases in HIV infections [1] and 5500 new cases in 2021 among adults aged ≥15 years [6]. Malaysia’s HIV epidemic is rapidly expanding, with recent evidence suggesting accelerated sexual transmission, especially in men who have sex with men (MSM) [7,8]. Several factors may potentiate HIV transmission among Malaysian MSM, including condomless sex, sexually transmitted infections, and comorbid psychiatric or substance use disorders [9-14].

Same-sex behavior is illegal in Malaysia under the Sharia law and section 377 of the Malaysian Penal Code. Under section 377, “carnal intercourse against the order of nature” is punishable with imprisonment that may last for 20 years and include whipping [15,16]. Similarly, the Islamic Sharia law criminalizes anal sex among Muslims and carries similar punishments with imprisonment, fines, and whipping. Instances of Malaysian authorities raiding venues regularly visited by MSM to enforce the law have also been reported, along with cases of physical and psychological abuse during incarceration among MSM and other men perceived to be MSM who were arrested under section 377 [15].

In this hostile environment that criminalizes and punishes same-sex sexual activity, high levels of stigma and discrimination against Malaysian MSM ensue, including in health care settings [17-19]. The resulting fear of legal repercussions related to the disclosure of same-sex behavior and judgment from health care providers [17,20-22] hinder access to and use of HIV prevention and treatment services, contesting the role of in-person venues for HIV prevention services, such as HIV testing and pre-exposure prophylaxis (PrEP).

The recent advances in wireless technology, along with the change in the traditional health care service delivery model, have led to the development of mobile health (mHealth), which offers an unparalleled opportunity to deliver internet-based health care services. These technologies have increasingly been used in health care management and delivery to address various health conditions and diseases, including diabetes and hypertension management, smoking cessation, weight loss, increased physical activity, and sexually transmitted infections [23-28]. Such technologies have many potential health care benefits, such as monitoring users’ health status remotely and continuously, improving access to health care services, lowering health care costs, increasing patients’ awareness of health status, and improving patient-provider communications.

mHealth interventions can particularly benefit HIV prevention efforts in Malaysia, where smartphone ownership among MSM is nearly universal. Existing data indicate that over 97% of MSM in Malaysia have access to a smartphone, making mHealth a highly feasible platform for this subpopulation [29]. Furthermore, findings from recent studies demonstrate a strong preference among MSM for smartphone apps over other modalities (eg, text, phone calls, and emails) to engage in mHealth HIV prevention tools, thus supporting the development and deployment of smartphone apps for HIV prevention [29-31].

mHealth could serve as an innovative platform to improve access to and use of HIV testing, linkage to PrEP and antiretroviral therapy, and other support services (eg, mental health and substance use).

Despite the numerous benefits of app-based platforms, several ethical challenges accompany their use and must be considered to safeguard user safety, privacy, and rights. These include the protection of privacy and confidentiality, informed consent (including transparency with users about potential risks), data management and careful communication of data, mHealth product regulation and evaluation before public dissemination and uptake, and equity and equitable access [32-34]. Researchers, clinicians, and app developers must be knowledgeable about the ethical issues surrounding the use of HIV prevention apps to improve the perceived usefulness, interpretability, navigability, feasibility, and acceptability of such platforms and tailor them to the specific needs of their target population.

Objectives

Although ethical considerations for telehealth have been well addressed in the literature, particularly in high-income countries [35,36], patient feedback on ethical issues around using smartphone apps for HIV prevention is sparse, especially in low- and middle-income countries such as Malaysia [31]. Therefore, this study aims to fill this gap by characterizing the attitudes and concerns of Malaysian MSM regarding HIV prevention mobile apps, particularly regarding the ethical aspects surrounding their use.

Methods

Study Design

The reporting of this manuscript was guided by the Standards for Reporting Qualitative Research [37]. This study used a qualitative exploratory design using focus group discussions (FGDs) as an interview technique. The authors first developed an interview guide, which was consolidated according to the available literature on key ethical issues related to mHealth [32,33,38].
Existing Ethical Principles and Interview Guide Development

To generate a comprehensive list of ethical principles related to HIV prevention mHealth app use, we first identified the general ethical framework’s 8 principles for biomedical research [39]. These included collaborative partnership, social value, scientific validity, fair subject selection, favorable risk-benefit ratio, independent review, and informed consent. We then explored ethical issues in the context of mHealth research among people living with HIV [32], which further stressed the importance of associated physical, social, behavioral, and psychological risks and privacy and confidentiality risks. In addition, we identified 2 mHealth ethics frameworks [33,38] that elaborated on the accessibility of mHealth platforms, informed consent, and regulation of mHealth products.

To develop the interview guide, we modified the general ethical framework for biomedical research principles by adapting it to mHealth-related research. For example, the social value and scientific validity principles were combined [32]. The collaborative partnership and independent review ethical principles were not addressed in the mHealth-specific ethics frameworks and were removed from the guide. Furthermore, Carter et al [33] described issues with access to mHealth, such as socioeconomic status and physical or mental impairments. These were subsumed under fair subject selection. Carter et al [33] and Fisher et al [38] discussed privacy and consent in more detail, which helped to populate probing questions. Finally, Shrestha et al [33] discussed regulation, which was not addressed in other frameworks and was thus added to the topic list. Finally, feedback from authors was taken until a consensus was reached. This was followed by 4 iterative rounds of revisions, rearrangements, and merging of topics between coauthors that ultimately generated the final version of the guide used in all FGDs.

Study Setting and Recruitment

We recruited a convenience sample of 23 MSM between August and September 2021. The eligibility criteria were as follows: (1) a self-reported negative or unknown HIV status, (2) aged ≥18 years, (3) identifying as male, and (4) the ability to read and understand English or Bahasa Malaysia. Participants were recruited using advertisements on geosocial networking (GSN) apps for MSM (ie, Hornet) and Facebook (a popular social networking website for the general population). The GSN apps pushed the advertisement as a message to the chat inboxes of all users in Malaysia. Targeted banner advertisements were used on Facebook. These banners appeared either as a static advertisement on the right-hand pane of the website or an advertisement that resembled a standard post that users could encounter while scrolling through their feed; clicking on the advertisements directed interested persons to another page to provide their contact information. A research staff member then contacted eligible individuals, assessed their willingness to join the study, and shared more details with eligible and willing participants.

Study Procedures and Measures

Owing to movement restrictions related to the COVID-19 pandemic in Malaysia, participant recruitment and FGDs were conducted via the internet. FGDs were conducted using a videoconferencing platform (ie, WebEx), and each session lasted approximately 90 minutes. Three FGDs were conducted until theoretical saturation was reached [40]. The first 2 FGDs included 8 participants, whereas the last session included 7. A trained facilitator led the FGD session, whereas a cofacilitator took notes, recorded nonverbal cues, and collected chat entries.

Each session began with a brief introduction in which a description of the purpose of the FGD was communicated to participants; time was dedicated to answering participants’ questions and concerns, and participants were reminded that the session would be recorded. Participants were informed that they were not required to use their real names and that they could keep their cameras off during the session to ensure privacy. Participants were encouraged to share their feedback verbally or through the chat function, which was frequently reviewed to ensure that all participant responses were collected. Each session was audio recorded and transcribed. Two authors reviewed the transcripts for accuracy.

Following informed consent, participants completed a brief web-based survey on Qualtrics that included sociodemographic information (eg, age, ethnicity, and sexual orientation), access to communication devices (eg, mobile phones, tablets, and laptops), and awareness of and previous use of HIV prevention services (eg, HIV testing and PrEP).

Before the discussion, participants were briefly provided with information regarding the use of smartphone apps for HIV prevention, including the common features and functions that apps for HIV prevention comprise to support HIV prevention efforts and care. Some key app features included receiving reminders to take PrEP; scheduling appointments with health care providers; ordering PrEP and HIV self-testing kits; and reviewing test results, medication intake, and other health-related information through the app.

Participants were then asked to provide insights into perceived individual- and community-level ethical challenges and concerns about using an HIV prevention app with such features. The FGDs started with a general question to participants regarding their impression and thoughts on the use of a mobile app that contains the features and functions that were just presented (“What is your general impression regarding the use of such an app with these features embedded?”). A more specific question followed, pertaining to the risks of using such apps for HIV prevention (“What do you think are some of the risks of using such an app for HIV prevention efforts?”). Participants were then probed on each of the 5 ethical principles (previously described) that were the focus of the FGD sessions through multiple questions on each ethical aspect.

The first ethical concern was privacy, specifically regarding anonymity and data deidentification. The subconstructions included app visibility (eg, “how would you feel about the app being visible on your phone?”), photos or avatars (eg, “how do you feel about using photo avatars and aliases in setting up your
profile in the app?"), and reminders and notifications (eg, “what concerns might you have regarding PrEP reminders?”). The second ethical principle was the third-party use of data. Therefore, questions regarding potential confidentiality breaches were asked (eg, “do you have any concerns about your data being accessible to others?”). Questions regarding the storage and transmission of data were then addressed, including questions about server locations and types (eg, “if the data were stored on a server in Malaysia or in a foreign country, how would you feel about your data security/privacy?”), governmental interception of stored data (eg, “are you concerned about the government accessing your personal information from the app?”), and sharing personal health-related information (eg, “how comfortable do you feel about sharing personal health information via the app?”). Finally, questions about access to mHealth technology (eg, “do you think there are smaller groups in your community who will have difficulty using the app or getting access to a smartphone?”) and regulation of mHealth products in Malaysia (eg, “how do you feel about using an app that does or does not meet certain minimum standards for security, privacy or quality that leading companies or industry groups set?”) were raised. In addition, while each ethical issue was being discussed, participants were encouraged to provide recommendations or suggestions to help mitigate or solve the concerns they brought forth. For example, during the discussion on third-party use of data, participants were asked the following question: “What steps could app developers take to address the security and confidentiality breach concerns that you have?”

Data Analysis

Descriptive statistics for variables collected via a brief Qualtrics survey were computed, including frequencies and percentages for categorical variables, using SAS (version 9.4; SAS Institute, Inc). The transcripts were analyzed using abductive thematic analysis to inductively identify and interpret the concepts and themes that emerged from the interview transcripts. This method involves multiple readings of transcripts and interview notes and analytic induction via open and axial data coding using Dedoose software (SocioCultural Research Consultants, Los Angeles, CA, US) to organize transcripts thematically. Transcripts were checked for any inconsistencies or mistakes before coding was initiated. A codebook was developed with mutually agreed-upon codes derived from the interview transcripts, and coding was completed independently by 2 researchers (including a senior coder). To ensure reliability, codes were constantly compared for agreement and discussed between the 2 coders, and the senior coder cross-checked all codes [41,42]. The Cohen κ coefficient for agreement was estimated to assess the interrater concordance. Open coding, which involved assigning conceptual codes to small sections of words, phrases, and sentences in transcripts, was followed by axial coding, whereby relationships among similar concepts and categories were identified and combined into themes.

Ethics Approval

Participants provided verbal consent before starting the FGDs and were informed that participation in the study was voluntary. Participants were compensated with RM 45 (approximately US $10) per person for their participation. The study protocol was approved by the Institutional Review Board at the University of Connecticut (L21-0007). All FGD transcripts were deidentified before the analysis, and the web-based survey data were anonymous.

Results

Demographics

Table 1 provides information on participant characteristics. The mean age of the participants was 33.4 (SD 12.0) years. Most (13/23, 57%) participants were Chinese, identified as being gay (21/23, 91%), had daily access to a smartphone with internet (22/23, 96%), and had daily access to the internet (23/23, 100%). In addition, the vast majority (22/23, 96%) had taken an HIV test at least once and had heard of PrEP previously (22/23, 96%). Finally, 61% (14/23) of participants had already taken PrEP in the past.
Table 1. Characteristics of participants (N=23).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.4 (12.0)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong>&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>13 (57)</td>
</tr>
<tr>
<td>Malaya</td>
<td>8 (35)</td>
</tr>
<tr>
<td>Indian</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>21 (91)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Access to communication technology</strong>&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td></td>
</tr>
<tr>
<td>Landline</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Mobile phone with internet access (ie, smartphone)</td>
<td>22 (96)</td>
</tr>
<tr>
<td>Mobile phone without internet access</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Tablet</td>
<td>13 (57)</td>
</tr>
<tr>
<td>Laptop</td>
<td>19 (83)</td>
</tr>
<tr>
<td>PC</td>
<td>7 (30)</td>
</tr>
<tr>
<td>Had daily access to internet, n (%)</td>
<td>23 (100)</td>
</tr>
<tr>
<td><strong>Primary device to access the internet</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>17 (74)</td>
</tr>
<tr>
<td>Tablet</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Laptop</td>
<td>3 (13)</td>
</tr>
<tr>
<td>PC</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Ever tested for HIV</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (96)</td>
</tr>
<tr>
<td>No</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Ever heard of PrEP</strong>&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (96)</td>
</tr>
<tr>
<td>No</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Ever taken PrEP</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14 (61)</td>
</tr>
<tr>
<td>No</td>
<td>9 (39)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages may not add to 100% owing to rounding.

<sup>b</sup>Percentages may not add to 100% because answers are nonexclusive.

<sup>c</sup>PrEP: pre-exposure prophylaxis.

**Ethical Issues and Concerns Around the Use of HIV Prevention Smartphone Apps**

**Overview**

Several themes were identified during FGDs regarding ethical concerns around using mobile apps for HIV prevention. Participants were generally concerned about privacy and confidentiality issues, including uploading personal information to mobile apps and how apps would be visible to others on mobile home screens. Another emerging theme was storage and data ownership, whereby participants raised concerns about data management and storage, including server types and locations and governmental access to data. Moreover, concerns about informed consent, access to web-based communication technology (eg, smartphones), and regulation were raised. Participants noted several subpopulations in Malaysia that might have trouble using or accessing mobile apps and demonstrated preferences for endorsing agencies, quality control checks, and locations of app developers and their affiliations. The major themes (privacy and confidentiality, storage and data ownership, access to mHealth technology, informed consent, and regulation) are discussed below in order of overall importance. Cohen κ
coefficient showed strong agreement between the coders (Cohen κ=0.851).

**Privacy and Confidentiality**

The participants highlighted concerns regarding the privacy and confidentiality of the data collected by the app (Table 2). Participants were concerned about third-party access to the data collected via the app (or knowledge of their HIV app use) through incidental discovery, for instance, by someone accessing the phone (eg, family or friends):

_Some people have a keen eye, and they might read the app’s name, for example, and guess that, it is related to HIV. Some people would discriminate against others based on their medications, like antiretroviral medications._

Table 2. Ethical concerns brought up in focus group discussions regarding privacy and confidentiality (N=23).

<table>
<thead>
<tr>
<th>Ethical category themes and subthemes</th>
<th>Mentions, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Uploading personal information</strong></td>
<td></td>
</tr>
<tr>
<td>Information for identity verification</td>
<td>2</td>
</tr>
<tr>
<td>Uploading HIV test result</td>
<td>10</td>
</tr>
<tr>
<td>Weary of uploading positive results</td>
<td>3</td>
</tr>
<tr>
<td>Not concerned with uploading information</td>
<td>6</td>
</tr>
<tr>
<td><strong>Setting up account</strong></td>
<td></td>
</tr>
<tr>
<td>Concerns over disclosing personal information</td>
<td>3</td>
</tr>
<tr>
<td>Doctors upholding privacy</td>
<td>2</td>
</tr>
<tr>
<td><strong>App visibility</strong></td>
<td></td>
</tr>
<tr>
<td>App icon</td>
<td>8</td>
</tr>
<tr>
<td>PrEP&lt;sup&gt;a&lt;/sup&gt; stigma within MSM&lt;sup&gt;b&lt;/sup&gt; community</td>
<td>1</td>
</tr>
<tr>
<td>Visibility is not an issue</td>
<td>5</td>
</tr>
<tr>
<td><strong>Notifications</strong></td>
<td></td>
</tr>
<tr>
<td>Discreet or silenced notifications preferred</td>
<td>1</td>
</tr>
<tr>
<td>Notification customization options</td>
<td>4</td>
</tr>
<tr>
<td>Pop-up display or message preview</td>
<td>3</td>
</tr>
<tr>
<td>Sounds or ringtone</td>
<td>5</td>
</tr>
<tr>
<td><strong>Photos and avatars</strong></td>
<td></td>
</tr>
<tr>
<td>Avatars are an excellent option for discretion</td>
<td>2</td>
</tr>
<tr>
<td>Customization options are preferred</td>
<td>3</td>
</tr>
<tr>
<td>Photos are not an issue for younger MSM</td>
<td>2</td>
</tr>
<tr>
<td>Not worried about privacy</td>
<td>5</td>
</tr>
<tr>
<td>Level of security</td>
<td>5</td>
</tr>
<tr>
<td><strong>Breach via theft or hacking</strong></td>
<td></td>
</tr>
<tr>
<td>Access via log-in, password, or OTP&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2</td>
</tr>
<tr>
<td>Not a concern</td>
<td>2</td>
</tr>
</tbody>
</table>

<sup>a</sup>PrEP: pre-exposure prophylaxis.<br><sup>b</sup>MSM: men who have sex with men.<br><sup>c</sup>OTP: one-time password.

Although this was a relatively uncommon concern, some participants highlighted the need to ensure that information regarding the identity of the app developers or owners (eg, academic institutions, health care organizations, nongovernmental organizations, pharmaceutical companies, and government agencies) is transparent. For example, one individual mentioned:

_I want to know “who owns this company” or whatnot. Suppose I feel it is associated with an academic institution or at least with one established in the health industry. In that case, I think it’ll be safer to upload my personal info on it._

Possible solutions to address privacy and confidentiality issues included a log-in screen on opening the app and multifactor authentication or fingerprint or facial recognition methods:
I wonder, sending out like a multi-factor authentication is quite good.

Privacy concerns regarding app visibility and tailoring notifications and avatars were also discussed. For example, one participant pointed out that app visibility should be minimized, suggesting that this “would be great for people who are still not comfortable with their sexuality.” One recommendation to address this issue was to incorporate a discreet app icon to make the app inconspicuous when notifications appear, thereby reducing the risk of accidental disclosure to family members or friends. Another suggestion was to deliver encrypted messages to the app users:

Maybe you could customize [the notifications] so that the app sends a message that says, “It’s 8 am, time to brush your teeth,” and you know, that doesn’t really mean brush your teeth, it means “take your PrEP.”

Another opportunity for discretion within the app, as suggested by the participants, involved the customization of profile photos and avatars. A participant suggested:

I think having the option to have avatars and stuff like that will help them to have the confidence to use the app, so I think it’s a great idea to have a few avatars as an option. For me personally, I wouldn’t be uploading my picture on your app, but I don’t think it really matters to have a personal picture on it.

In general, participants seemed to value discretion within the app, leaving no opportunity for accidental disclosure incidents.

Storage and Data Ownership

Another prominent concern that the participants raised was storing and sharing data collected via the app (Table 3). Participants expressly referred to the management of collected data and the data storage methods, including the entities in charge of data storage and individuals and organizations with access to it:

The communication itself is not a problem, but the custodian of the data is. I believe the chat will be safe. I mean, it will be encrypted, right? But it’s just a matter of how the data is being kept.

Table 3. Ethical issues and concerns brought up in focus group discussions regarding data storage and ownership (N=23).

<table>
<thead>
<tr>
<th>Ethical category themes and subthemes</th>
<th>Mentions, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data ownership</td>
<td>3</td>
</tr>
<tr>
<td>Government access to stored data</td>
<td>3</td>
</tr>
<tr>
<td>Data management concerns</td>
<td>34</td>
</tr>
<tr>
<td>How will data be used</td>
<td>1</td>
</tr>
<tr>
<td><strong>Data storage</strong></td>
<td></td>
</tr>
<tr>
<td>Location of the server</td>
<td>2</td>
</tr>
<tr>
<td>Reputable operator</td>
<td>3</td>
</tr>
<tr>
<td>Who stores or manages data</td>
<td>3</td>
</tr>
<tr>
<td>Location of the server is not a concern</td>
<td>5</td>
</tr>
<tr>
<td><strong>Data transmission risks</strong></td>
<td></td>
</tr>
<tr>
<td>Avoid public Wi-Fi</td>
<td>1</td>
</tr>
<tr>
<td>Not a concern</td>
<td>2</td>
</tr>
</tbody>
</table>

Many participants expressed concerns that their personal health-related information may become publicly available and accessible by government agencies or that their sexual orientation may be disclosed to others, including health care providers:

I’m concerned about the custodian of the data that’s being collected by this app. Because it is not just a normal app, you will also be collecting data regarding health.

Participants further pointed out the threat to privacy through third-party access of the app data through government interception or hacking of information sent over the internet. For many participants, the underlying concern in this topic involved the likelihood of Malaysian government officials obtaining access to app data.

Interestingly, most participants who raised concerns about data storage servers were not too concerned about the server’s location. The need for reputable server hosting companies was discussed in several instances. Moreover, data transmission risks were not a major concern. Avoiding public Wi-Fi (or other telecommunication networks) was infrequently mentioned, and no other specific transmission risks were raised.

Access to mHealth Technology

Participants stressed that there is an ethical imperative to not exclude any individuals at risk for HIV (eg, discreet or hidden MSM subgroups, those with low income, those who reside in rural areas, and those who cannot afford technology) from benefiting from this platform (Table 4):

But then you also need to understand that the living standard itself, you know, people who are from the lower class might not be able to afford all this.
Table 4. Ethical issues and concerns brought up in focus group discussions regarding mobile health (mHealth) access and regulation (N=23).

<table>
<thead>
<tr>
<th>Ethical category themes and subthemes</th>
<th>Mentions, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Access to mHealth technology</strong></td>
<td></td>
</tr>
<tr>
<td>MSM subpopulations</td>
<td></td>
</tr>
<tr>
<td>College students</td>
<td>10</td>
</tr>
<tr>
<td>Discreet MSM</td>
<td>3</td>
</tr>
<tr>
<td>Low-income MSM</td>
<td>2</td>
</tr>
<tr>
<td>MSM in rural areas</td>
<td>1</td>
</tr>
<tr>
<td>MSM who use drugs</td>
<td>1</td>
</tr>
<tr>
<td>Young MSM</td>
<td>3</td>
</tr>
<tr>
<td><strong>Regulation</strong></td>
<td></td>
</tr>
<tr>
<td>Endorsement by ministry or NGO</td>
<td>18</td>
</tr>
<tr>
<td>App liability or quality control of medication</td>
<td>3</td>
</tr>
<tr>
<td>Assurance of HIV test kit quality</td>
<td>2</td>
</tr>
<tr>
<td><strong>App developer</strong></td>
<td></td>
</tr>
<tr>
<td>Local versus overseas</td>
<td>8</td>
</tr>
<tr>
<td>Private versus public</td>
<td>4</td>
</tr>
<tr>
<td>University versus company</td>
<td>2</td>
</tr>
</tbody>
</table>

a mHealth: mobile health.  
bN/A: not applicable.  
cMSM: men who have sex with men.  
dNGO: nongovernmental organization.

One participant shared the challenges of young individuals (eg, college students) accessing HIV prevention services and indicated the need to tailor the app-based interventions to their specific needs. One potential solution proposed to ensure equitable access in this subgroup was to target college-level LGBTQIA+ (lesbian, gay, bisexual, queer, intersex, asexual, and others) advocacy and support groups to help them access HIV prevention and other health care resources:

“They [college students] are often, um, either still under their family’s medical insurance and therefore have difficulty accessing PrEP or have concerns about privacy. So certainly, I think, making the app available to everybody, especially the younger, more vulnerable groups, would be valuable.

As mentioned previously, one of the MSM subpopulations identified by participants as potentially having trouble accessing or using mobile apps for HIV prevention was discreet MSM or those who are not out to their respective communities or social circles. It was noted that providing discreet MSM access to such apps could empower them, link them to care, and encourage them to voice their concerns. In addition, 1 participant noted that the app constitutes a way for MSM who use drugs to be potentially linked to HIV care and addiction treatment programs:

But I really hope that those people who are discreet can find an access to start off, you know, like, open up and voice out what is your concern and what is the care you need. That’s why I really hope it

[referring to equitable access to MSM subpopulations] can be done.

Informed Consent

Several participants indicated the importance of informed consent (mentioned 7 times in total), whereby privacy policies and terms of services must be in place to maximize transparency and clarity between the app developers or owners and the front-end app users (Table 4). More specifically, participants suggested that this feature should be added before users sign up or create an account on the app and include details about the type of data that will be collected and the risks and benefits accompanying the use of the app. Furthermore, participants noted that these documents should ideally cover data collection and storage, whereby users would be able to consent to store their data on the mHealth platform or not:

I think at the beginning of the registration on the app, you must put an option to consent for app use, then it shouldn’t be an issue anymore. So, consent should include gathering data and stuff like that.

Regulation

Participants were generally concerned about the regulation and evaluation of the app-based platforms and the services offered via the platform (Table 4). Participants expressed that one of the ways they would use to ascertain the app’s efficacy was to look at the location (ie, overseas or local) of the developers or owners and the type of the institution (ie, private company or academic institution owned) that owned or endorsed the app.
with a preference for overseas entities and educational institutions. In addition, participants wanted to ensure that they could trust app developers or the app owner to conduct general quality control and ensure that the services provided through the app were of high quality and from trustworthy sources:

*I am more concerned about the medication supply that I receive [through the app]. I would expect that the meds that are being supplied through the apps are legit, through the right source and as well as being approved by the regulators of Malaysia. I expect that this app will review all the medication being supplied.*

**Discussion**

**Principal Findings and Comparison With Previous Work**

mHealth platforms are promising tools that can change the HIV prevention landscape [43-47]. In countries where a hostile sociopolitical environment for MSM prevails, the ensuing stigma and discrimination around homosexuality hinder health care access and have been associated with reduced HIV prevention service uptake among MSM [48,49]. mHealth platforms are well placed to fill this gap, as they provide a web-based platform to deliver HIV services, especially in countries such as Malaysia where MSM are well connected to the internet and use smartphones to seek sexual health information on the web [29]. The findings of this study are critical to assist the development of ethically sound app-based HIV prevention programs, which require the engagement of MSM early on [31].

Among our sample of MSM, concerns about privacy and confidentiality were substantial, bringing forth the issue of third-party data interception, which can occur by accidental disclosure or deliberately through governmental access and subpoena. This finding accentuates previously reported concerns among MSM subgroups regarding the unintentional disclosure of sensitive information to nearby users [31] and further highlights the need for app developers to incorporate app features that address the privacy and confidentiality concerns. Other MSM subgroups have also emphasized their fear of being inadvertently “outed” within their respective communities if they use such platforms in public [50]. Interestingly, a discrepancy between privacy concerns and privacy practices (eg, privacy settings on mobile devices and apps) has also been noted, bringing forth a form of a privacy paradox [51].

In our study, participants stressed on incorporating additional security features in the app (eg, multifactor authentication) and additional features to adjust app visibility, notifications, and avatars to make them more discreet. Similar app features and recommendations were brought up by MSM in previous studies, including clear instructions in the app that prompt users to enable phone privacy features on their mobile device and warnings to view app content in private [52]. More importantly, using encrypted messages, colloquial expressions referring to same-sex behavior, or more neutral content seems to be a recurring suggestion [52,53]. To safeguard user privacy and confidentiality, app developers must communicate with the users about instances in which deidentification of information is not possible and the risk of third-party access to or interception of the data collected via hacking, legal interception, accidental discovery, or telecommunication companies (eg, Google) [33].

Study participants also expressed their concern that access to this platform should be equitable among members of the MSM community, emphasizing the importance of ensuring that specific subgroups, such as hidden MSM and those with low socioeconomic status, have equal access to these services. Similar concerns have been noted in the literature among people living with HIV, whereby ethical considerations such as the accommodation of literacy, infrastructure, and access to technology have been delineated and are viewed as necessary to guarantee equitable access to mHealth services and care [54]. Many established strategies can be implemented to ensure app equity. One potential solution discussed includes the need to market the app to college LGBTQIA+ advocacy groups with greater reach and aptness to share such a platform with vulnerable populations, such as younger MSM, who would be more attentive to privacy risks and, therefore, less able to access such platforms. Adopting a human-centered design approach is also crucial, whereby app developers should increase the participation of participants from underprivileged backgrounds in developing mHealth products to gain insights into their preferences and priorities. In addition to promoting inclusivity by integrating population-specific design or app features, app developers can also promote digital literacy by teaching users how to use mHealth platforms, especially in low-resource or underprivileged subpopulations and settings [55]. Although mHealth technologies are rapidly evolving and despite the impact of sociodemographic inequities on equitable access, there is still a lack of evidence on the equity implications of HIV mHealth platforms. Nevertheless, it is an ethical imperative not to exclude subgroups that lack or have limited access to mHealth, including those who cannot afford to buy a smartphone or have access to the internet and those who might have an impairment that hinders mHealth platform use [33].

A common emerging theme in FGDs was the storage and management of collected data. Participants also referred to entities who will oversee data storage and management, expressing fears regarding data dissemination to third parties (eg, governmental agencies or the public) while maintaining a higher level of trust in general for entities outside of Malaysia as opposed to local entities. MSM’s preferences for eHealth interventions listed in the literature seem to align with these findings, as they expressed fear of disclosure of their HIV status when the intervention originated in organizations or places that they did not know about in the past. In addition, participants would tend to be skeptical about the information disclosed or dismiss messages stemming from such organizations because of the lack of trust [50]. In general, app developers are required to store and transmit the least amount of data possible, which allows the app’s purpose to be fulfilled and to be sensitive to the amount and ways the data are stored on the device itself or transmitted to the clinical team [33]. This ethical consideration has been considered especially sensitive as the data collected are usually detailed and originate from multiple sources that can generate identifiable information if data streams are...
combined [56]. The unauthorized use of such data can jeopardize user safety and privacy if accessed by third parties [33,56].

Participants emphasized the importance of transparency via privacy policies and terms of service that clearly and explicitly detail which personally identifiable information will be collected, why it is collected, with whom it may be shared, and how users can control their data. It is essential that the participants be given a choice to consent to specific types of data collection and sharing activities [51], which corroborates the concept of “voluntariness” in the context of informed consent, whereby participants should be given a chance to consent to specific data collection streams or app modules but not others [51,56]. However, as there are instances in which opting out of some modules interferes with overall health or risk assessments, the risks and benefits associated with opting in or out of certain app modalities should be thoroughly explained [56]. In addition, using multimodal content, such as audio, video, or infographics, and summarizing key points in laypersons’ terms is encouraged to increase the engagement and comprehension of the users [56-59]. As data protection laws related to mobile apps change over time, these policy documents must be updated, and the users must be informed of such updates accordingly [56,60].

Finally, app-based platforms, particularly when intended to function as aids or alternatives to traditional medical services, carry increased risks to the users. There is a global debate on regulating mHealth apps if they are classified as medical devices. For example, in many high-income countries (eg, the United States and Australia), there are regulatory guidelines that provide oversight to mHealth apps that fulfill the definition of a medical device to ensure safety and effectiveness. However, these do not impede app dissemination, as most mobile apps can still be downloaded by patients via app stores without regulatory filters [33]. Moreover, there are no regulations in many low- and middle-income countries, including Malaysia, that guide app developers on concepts, privacy protocols, and ethical practices in delivering health services. Therefore, a dedicated government body must be in place to provide regulatory oversight or “policing” to ensure the safety and effectiveness of such platforms. In addition, mHealth app developers must maintain transparency regarding the scientific evidence (or lack of evidence) underpinning the app’s effectiveness.

Limitations and Strengths

Our study has some limitations. First, our sample of MSM excludes those who are not active on GSN apps, do not have access to the internet, and do not read or understand English or Bahasa Malaysia. Furthermore, although theoretical saturation was reached after the third session, it is likely that additional ethical perceptions that were not brought up during the FGDs exist, which could be identified, for example, by recruiting participants in ways that differ from ours (ie, GSN app advertisements and direct profile inquiries). Second, most participants in our sample were of Chinese ethnicity, had tested for HIV, and were aware of PrEP, which limits the generalizability of our findings to the broader MSM group in Malaysia. Enrolling predominantly Malay participants or MSM who were not linked to HIV prevention services could yield different perspectives on ethical issues. Nevertheless, this study is among the first to examine the ethical issues surrounding the use of smartphone apps for HIV prevention among MSM in Malaysia, which is the first step toward understanding and engaging this specific subgroup. In addition, the web-based modality of the FGDs constituted a safe, confidential, and easily accessible platform for participants, thereby creating a safe environment and fostering a higher level of truthfulness among participants.

Conclusions

In countries such as Malaysia, where homosexuality is illegal, stigma and discrimination around HIV make traditional venue-based HIV prevention services less suitable for vulnerable populations, such as MSM. The findings from this study indicate the potential implications of ethical concerns and associated risks related to using app-based HIV prevention programs in low- and middle-income countries such as Malaysia. Such platforms can be kept safe by integrating security features (eg, multifactor authentication and discreet features to adjust app or notification visibility); storing and transmitting the least amount of data possible; ensuring transparency via clear privacy policies and terms of service; giving participants a choice to consent to specific types of data being collected; and, in the case of medical devices, ensuring adequate regulation by dedicated government bodies. Our findings indicate the need for the systematic engagement of all relevant stakeholders (eg, MSM, community members, and health care providers) and the adoption of an ethical framework in the design and development phases to ensure that the platform is ethical, safe, secure, equitable, and sustainable.
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<table>
<thead>
<tr>
<th>FGD: focus group discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSN: geosocial networking</td>
</tr>
<tr>
<td>LGBTQIA+: lesbian, gay, bisexual, queer, intersex, asexual, and others</td>
</tr>
<tr>
<td>mHealth: mobile health</td>
</tr>
<tr>
<td>MSM: men who have sex with men</td>
</tr>
<tr>
<td>PrEP: pre-exposure prophylaxis</td>
</tr>
</tbody>
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Barriers and Facilitators of Obtaining Social Determinants of Health of Patients With Cancer Through the Electronic Health Record Using Natural Language Processing Technology: Qualitative Feasibility Study With Stakeholder Interviews

Abstract

Background: Social determinants of health (SDoH), such as geographic neighborhoods, access to health care, education, and social structure, are important factors affecting people’s health and health outcomes. The SDoH of patients are scarcely documented in a discrete format in electronic health records (EHRs) but are often available in free-text clinical narratives such as physician notes. Innovative methods like natural language processing (NLP) are being developed to identify and extract SDoH from EHRs, but it is imperative that the input of key stakeholders is included as NLP systems are designed.

Objective: This study aims to understand the feasibility, challenges, and benefits of developing an NLP system to uncover SDoH from clinical narratives by conducting interviews with key stakeholders: (1) oncologists, (2) data analysts, (3) citizen scientists, and (4) patient navigators.

Methods: Individuals who frequently work with SDoH data were invited to participate in semistructured interviews. All interviews were recorded and subsequently transcribed. After coding transcripts and developing a codebook, the constant comparative method was used to generate themes.

Results: A total of 16 participants were interviewed (5 data analysts, 4 patient navigators, 4 physicians, and 3 citizen scientists). Three main themes emerged, accompanied by subthemes. The first theme, importance and approaches to obtaining SDoH, describes how every participant (n=16, 100%) regarded SDoH as important. In particular, proximity to the hospital and income levels were frequently relied upon. Communication about SDoH typically occurs during the initial conversation with the oncologist, but more personal information is often acquired by patient navigators. The second theme, SDoH exists in numerous forms, exemplified how SDoH arises during informal communication and can be difficult to enter into the EHR. The final theme, incorporating SDoH into health services research, addresses how more informed SDoH can be collected. One strategy is to empower patients so they are aware about the importance of SDoH, as well as employing NLP techniques to make narrative data available in a discrete format, which can provide oncologists with actionable data summaries.

Conclusions: Extracting SDoH from EHRs was considered valuable and necessary, but obstacles such as narrative data format can make the process difficult. NLP can be a potential solution, but as the technology is developed, it is important to consider how key stakeholders document SDoH, apply the NLP systems, and use the extracted SDoH in health outcome studies.

(JMIR Form Res 2022;6(12):e43059) doi:10.2196/43059
natural language processing; qualitative; social determinants of health; electronic health records; cancer; technology; education; patient; clinical; communication; data

**Introduction**

The World Health Organization defines social determinants of health (SDoH) as “non-medical factors that influence health outcomes, such as where people are born, live, learn, work, worship, and age that affect health, quality-of-life, and risks” [1]. They can broadly be categorized as (1) health care access and quality, (2) education access and quality, (3) social and community, (4) economic stability, and (5) neighborhood and built environment [2]. Within these 5 key areas, other factors, such as smoking status, substance use, homelessness, and alcohol use are the most frequently studied SDoH categories [3]. Health outcomes are impacted by SDoH in various ways. For example, data show that there is a strong correlation between socioeconomic status and diabetes [4], frequency of health care visits [5], and mental health [6]. In fact, clinical and medical care only accounts for 10%-20% of an individual’s modifiable determinants to healthy outcomes, while the other 80-90% are SDoH [7].

Although the characteristics about patients’ lifestyles and behaviors have been included in the medical record since the origin of documentation in the 1800s [8], the shift to electronic records held the promise of improving the integration of SDoH into health care delivery systems [9]. Effectively leveraging SDoH within the electronic record can yield many benefits, including improved diagnosis and treatment plan, resulting in better health outcomes [3]. However, despite the rapid expansion of SDoH documentation tools in electronic health record (EHR) systems, difficulties remain about how to effectively capture and utilize SDoH data [10,11]. For instance, a systematic review of social determinants research and data quality found that data from the EHR are often inaccurate, incomplete, and incompatible [12]. While SDoH data can be derived from structured fields, clinicians often do not use them [10], and instead enter SDoH-related data into their notes. One potential way of documenting SDoH in EHRs is to use the International Classification of Diseases, Tenth Revision, Clinical Modification Z codes (Z55-Z65), since they are intended to document patients’ SDoH related to their socioeconomic, occupational, and psychosocial circumstances [13]. We conducted a retrospective analysis of EHR data between 2015 to 2018 using a large collection of EHRs from the OneFlorida Clinical Research Consortium and found a low rate of usage for these Z codes (270.61 per 100,000 at the encounter level and 2.03% at the patient level) [13]. Clinicians often document SDoH in clinical notes; however, they were not collected in a systematic, structured format, posing further challenges and limits to their usage [3,5].

To better capture SDoH data, studies highlight natural language processing (NLP) as an effective tool for extracting insights from unstructured data [5]. NLP refers to a branch of artificial intelligence that enables computers to understand text in the same manner as humans [14]. NLP can extract SDoH data from narrative clinical notes into discrete variables [3], which can aid in the development of screening tools, risk prediction models, and clinical decision support systems. For example, including SDoH in risk prediction models not only improves model accuracy for hospitalization and death but also produces outcomes comparable to clinical factors [15]. Moreover, NLP produced a nearly 90-fold increase in identifying patients with significant SDoH problems compared to using structured EHR data elements alone [16]. We have systematically reviewed recent NLP studies for the extraction of SDoH [3] and developed NLP systems to identify SDoH from clinical notes [17]. Further, we have also assessed the extraction rates in patients with lung cancer [18] and studied how SDoH influence disparities of treatment selections in patients with diabetes [19].

Studies from our group and others show that it is feasible to use NLP to extract SDoH from clinical notes, but it is critical to understand what type of SDoH to collect and the best way to collect such data [20] when developing NLP solutions for SDoH extraction. Further, SDoH data generated from NLP are more useful if key stakeholders could incorporate the data to study real-world health outcomes. For example, the NLP extracted SDoH needs to be normalized to clinically meaningful categories (eg, stable housing, shelter, and homeless) related to outcomes of interest for analysis. How to standardize and populate NLP extracted SDoH concepts to common data models defined by large clinical research networks such as the Patient-Centered Clinical Research Network and the Observational Medical Outcomes Partnership remains unsolved. Engaging diverse stakeholders who document and frequently use SDoH can produce many benefits. Currently, there is a dearth of literature examining stakeholders’ perceptions of SDoH generated from NLP. This gap has resulted in NLP technology being developed without considering best practices for the oncologists and analysts who are the users of these NLP systems. Thus, the objective of this study is to understand the feasibility, challenges, and benefits of developing an NLP system to uncover SDoH data in EHRs. To best understand the facilitators and barriers, qualitative interviews were conducted with four key stakeholders: (1) oncologists, (2) data analysts, (3) citizen scientists, and (4) patient navigators. The following research questions were explored: what factors facilitate obtaining SDoH data? What are the challenges to obtaining SDoH data? How can SDoH data from EHR be applied to health services research and clinical care?

**Methods**

**Setting and Study Design**

This study took place at the University of Florida Health (UFHealth) in coordination with the University of Florida Health Cancer Center in Gainesville, Florida.

**Participants**

A form of purposive sampling, critical case sampling, was used to identify participants as the goal of the study was to assess a
phenomenon of interest at its very early stages [21]. The 4
groups identified as critical for understanding how SDoH data
can be effectively used were (1) oncologists, (2) data analysts,
(3) citizen scientists, who are members of the community that
engages with researchers to improve the quality of health care,
and (4) patient navigators, who are typically nurses who help
guide patients throughout the diagnosis and treatment processes.
Inclusion criteria were being at least 18 years old, fluent in
English, and willing to provide informed consent. Members of
the research team identified individuals within UFHealth who
had experience working with SDoH data on the basis of their
job titles and referrals from the research team’s network. Once
a master list was formed, they were contacted via email to
participate. All participation was voluntary and was done
without compensation.

Data Analysis
An interview guide was developed by the research team using
a grounded theory approach, in which interview questions were
general to cover a wide range of experiences and also narrow
to explore specific experiences [22]. Group discussions centered
on existing literature formed the basis for initial questions.
Modifications were made to tailor a subset of specific questions
for each group. Sample questions can be found in Textbox 1.

Textbox 1. Sample interview questions.

Oncologists
- Describe the types of information you regularly gather during a typical interaction with a patient.
- How could we better obtain social determinant information from patients?
- What tool within the electronic health record (EHR) system would be helpful to improve the entry of social determinant variables?

Citizen scientists
- How do you think social determinants of health information is important for your health care provider?
- How does your provider usually ask about social determinants of health?
- What suggestions do you have for providers to more effectively learn about your social determinants of health?

Data analysts
- How can social determinants of health be important for health outcomes research?
- How do you work with other researchers and oncologists using data about social determinants of health?
- What role does the EHR system play in being equipped to provide data?

Patient navigators
- Describe your typical interaction with a patient.
- In your experience, are patients comfortable sharing information about social determinants?
- What is your experience reviewing a patient’s EHR with them?

Ethical Considerations
This study was approved by the University of Florida
institutional review board (IRB202002156). All procedures
were performed in accordance with institutional guidelines
regulations and human subject protections. Informed consent
was reviewed with all participants prior to interviews and it was
explained that participation was voluntary and they were free
to withdraw at any time.
Results

Participant Characteristics
From August to September 2021, a total of 16 participants agreed to be interviewed (66% recruitment rate), consisting of 5 data analysts, 4 patient navigators, 4 oncologists, and 3 citizen scientists. All participants were based in the United States; their average age was 48 years, and most of them were female (63%) and White (69%). Among oncologists, the average time from fellowship was 24 years, ranging from 3 to 35 years. Interviews averaged 26 minutes in length and 160 pages of transcribed data were generated.

Theme 1: Importance and Approaches to Obtaining SDoH
Overview
The main theme of the importance and approaches to obtaining SDoH emerged, summarized by 2 subthemes. The first subtheme, importance of SDoH, focuses on how doctors, navigators, and citizen scientists value SDoH data and why they think they are essential to be collected. The second subtheme, SDoH solicitation during patient-provider communication, addresses how SDoH are woven into discussions that occur between patients and other members of the health care team such as navigators, social workers, and nurses.

Importance of SDoH Data
Every participant (n=16) across all stakeholder groups agreed that SDoH data were very important for patient care. When asked to name a specific type of SDoH data that may not be particularly important, participants struggled to provide an example. Doctors and patient navigators expressed how SDoH played a major role in the delivery of care. For instance, one particular SDoH, proximity to the hospital, was deemed crucial because as doctor #9 said, “If the patient lives further away...they're less likely to make it to the appointments. Less likely to make it on time. More likely to miss appointments and have subsequent negative outcomes.” Another SDoH, social structure, was related to helping patients get to the hospital as well as managing side effects. Doctor #9 said, “Our treatments can be physically and mentally debilitating...they see me or my colleagues for maybe 15 to 20 minutes...They spend the majority of time outside of our clinic and having someone that they can rely on to help them with their symptoms.” Citizen scientist #4 recalled her experience as a patient and the importance of social support. She said, “Thank God I had the support of my family, my mom, my sister. That was a big one for me just with living with [the disease].” Doctors can use information about patients’ social structure to effectively communicate with patients and family members, as well as bring clarity as to who can assist patients the most. For example, doctor #10 provided the following example:

> The individual that’s accompanying the patient every day to clinic, is probably not the one who’s doing a lot of the heavy lifting or at least a lot of the heavy organizing. Maybe he is there for the day-to-day things but he's not he's not the person that needs to be involved with major life transition points in her care. So that's been, that's been really, really insightful.

Other SDoH considered important were income levels and geographic location. All data analysts (n=5, 100%) mentioned that zip codes were the most frequently requested data point by health service researchers. Zip codes were powerful because they usually are connected to geography. Analyst #12 said, “Zip code is probably the most important one because you can link that back to job opportunities [and] someone’s almost entire socio-economic status just from where they live.” Another analyst (#13) referred to how income and geography were connected due to “air quality [and] the stresses of the environment.”

SDoH Solicitation During Patient-Oncologist Communication
The process of soliciting SDoH information usually occurred during initial consultations. Traditionally, in a formal procedure conducted at the first visit, doctors ask standardized questions, prompted by smart forms in the EHR. Smart forms allow oncologists to enter data, usually in the form of a drop-down menu. However, time restraints are an obstacle during initial visits, resulting in not all SDoH being collected. Doctor #9 said, “It can be hard to get into everything in that first visit...that first visit is a pretty packed visit.” Doctors found that additional information about patients surfaced once the patient-oncologist relationship was better established. For instance, doctor #10 said, “You have to be prepared to listen for it (SDoH) and then and then take that opportunity since they brought it up to let your foot in the door and pursue it a little bit more.” Citizen scientists agreed with this sentiment and recognized the importance of doctors getting to know their patients. Citizen scientist #4 recommended that doctors should “make the patient feel like you're there for them. You want to know what's really going on, make them feel comfortable.” Doctor #9 said the following:

> Subsequent visits I'm able to have more of that kind of conversational approach about asking them about other aspects of their care and I think that is also because...with subsequent visits, I've built that relationship. Sometimes it can be difficult to ask serious and personal questions to the patient with that first visit.

Patient navigators also obtain SDoH data from patients during conversations, but the nature of the navigator-patient relationship sometimes allows for the acquisition of more personal detail. Navigators often form a close bond with patients, which differs from patient-oncologist interactions. Navigator #8 mentioned that patients confide in them because of the high level of trust that is formed. Citizen scientist #5 reiterated this notion, saying, “Can you imagine your doctor asking ‘do you have enough money to buy groceries? Is your neighborhood dangerous? Is your sex life interesting?’ They don’t go there.” Navigators either alert oncologists or enter SDoH data directly into the EHR under their own notes. Doctor #10 noted the importance of social workers discussing SDoH with patients because, in addition to helping with things like travel or insurance, they can

https://formative.jmir.org/2022/12/e43059

Alpert et al
also be “a shoulder for [patients] to cry on.” Overall, SDoH solicitation more realistically occurs on a continuous basis during the relationship between the patient and oncologist.

**Theme 2: SDoH Exists in Numerous Forms**

**Overview**

While it is common to consider SDoH as medical information obtained during a consultation, it can transpire in other ways. The first subtheme, informal communication, describes how not all SDoH are included in the EHR, while the second subtheme, the need for SDoH expertise and knowledge, explains the ways in which SDoH can be uncovered.

**Informal Communication**

Although smart forms were cited as a sufficient method of capturing SDoH data, patient information can be communicated informally, placing the onus on oncologists to separately enter data that they deem significant. Doctor #9 commented, “If I do elicit something from [a] patient encounter that I think is really important, I'll put it in the note, but I think the issue is that there's no section in our typical note template.” As a result, doctors were uncertain about where to include such information in the note. Similarly, another doctor (#15) said, “I don’t put it in the template… I put what I think is important to me [in] the first paragraph.” In addition to communication that occurred during examinations, SDoH can also be uncovered during alternative methods of communication. Doctor #10 said, “MyChart messaging [gave] me insights that I didn't already have in the clinic.” For instance, the doctor mentioned the following:

> When there's consistently another caregiver in their social system that’s engaging with us on the patient's behalf...maybe these are individuals that I haven't met... but clearly are intimately involved in the day-to-day support of the patient.

Since SDoH can come from many different sources, like messaging as well as additional notes input by navigators, it is imperative that they are properly included in the EHR. Although smart forms seem easier to enter SDoH data, doctor #10 noticed that “every discrete variable requires at least 15 clicks.” As a less time-consuming alternative, doctors will type in data, which are considered unstructured data, because the information is not necessarily included in smart forms. To get such data into the EHR, manual documentation is often required. It is common for oncologists to copy and paste previous notes, but doing so many omit new SDoH that arise during recent examinations.

**Expertise and Knowledge Needed**

Inputting data manually creates obstacles to extracting SDoH data. Data analyst #13 said, “Having unstructured data would be a lot more difficult for the end-user because a lot of researchers are not going to have skills…to try to actually get the data out that they need.” Deciphering unstructured SDoH data are problematic because data analyst #12 asked, “A lot of that stuff (SDoH) is...stored in a notes section...how do we get it out of the notes and then how do we put it into a structured format?” Analysts are forced to get creative to identify SDoH that are often requested by researchers. For instance, data analyst #12 continued, “We don't have education status. We don't have income levels or anything for individual patients…we can infer that stuff from zip code but that only goes so far.” Doctor #10 stated, “We wouldn't even consider not documenting a patient's past surgical history, but [SDoH] are not captured in the [EHR] optimally...because it requires too much manual labor to type into and put into the system.”

When NLP was proposed as a solution, analysts were intrigued, but none of the 5 analysts had the expertise to extract data that way. Data analyst #17 said, “I know what NLP does and I have played with some stuff before, but it's not something that I do in my work.” Another analyst (#14) had no experience with NLP but said, “It’s an interesting area of the field, but I haven't personally worked with it.” Doctors, like participant #15, were skeptical that NLP could be a solution soon. He said, “It’s not ready for prime time, but there might be beta stuff that I'm just not aware of that's ready to go.”

**Theme 3: Incorporating SDoH Into Health Services Research**

**Overview**

Given the challenges of obtaining and extracting SDoH, combined with the importance of SDoH to treat patients, it is necessary to discover methods of incorporating data into research to expand their impact. Two subthemes emerged that addressed possible solutions to improve how SDoH data can be incorporated into health services research and patient care: (1) empower patients and (2) actionable data.

**Empower Patients**

Truly understanding the patient as a person requires that SDoH, such as the neighborhood in which they reside, occupation, access to health, and social support, are identified and integrated into the care plan. Although oncologists solicit information from patients, there are opportunities to increase patient participation in the process. For instance, doctor #9 said, “We're always interested in getting information from the patients directly, but I think it’s not a bad idea to have the patients voluntarily answer questions.” The doctor elaborated that surveys could be distributed via email up to a week before meeting with the doctor to understand more about the patient’s background and environment. Doing so would “take a lot of the burden off of [oncologists].” Another doctor (#15) thought that patients should be more involved and have the ability to clarify information about themselves because “there can be innocent errors or there's a certain amount of incorrect information all the time.” However, patients have other opportunities to fill out forms with information about themselves, but because they are optional, the majority of patients choose not to. As a result, a data analyst (#16) said, “We don't see much structured data… I do know there is this one survey that has many more structured questions, but not many people have filled [it] out.” Doctor #10 reinforced this notion by saying the following:

> We've done away with a paper system of patients filling out information when they're in the waiting room which is another great missed opportunity for patients to get data into the system themselves that we could then verify.
**Actionable Data**

To involve patients, they must be made aware of how SDoH can affect them, but they also must understand the data. Citizen scientist #3 reflected upon her own family members who have high school educations and recognized that they might not have the ability to process health information as easily as others. Inputting or viewing SDoH data is even more helpful when patients can take action. For example, doctor #9 thought it would be beneficial for patients to have someone that they could talk with about SDoH for the following reason:

> I think a lot of patients aren't aware of all the resources that are available to them whether it's patient assistance programs for drugs, or whether it's support groups... [or] financial programs.

NLP innovations were welcomed as a potential solution to aggregate individual-level SDoH data and as a way to make them more prominent for both patients and oncologists. Data analysts were enthusiastic about the prospect of acquiring additional data to work with, but were curious about the process of accurately validating data. Oncologists also realized the potential efficiencies of NLP. Referring to NLP, doctor #9 commented, “It's automatic. Doesn't require anything from us. I think it would be great...You're better able to incorporate the right management and the individualized care that the patient needs with regards to those social determinants.” Oncologists also considered where and how the data would be presented. For instance, doctor #10 speculated, “If the NLP system can identify the data can pull it out, what happens to it? Does it end up getting put into the discrete places in the EHR where it should have been to begin with?” Citizen scientists were cautiously optimistic about interpreting data derived from NLP. A citizen scientist (#5) provided the following example:

> If I were looking at doctor's notes, and I said something about... [feeling] paranoid about my next-door neighbor...the word paranoid might appear in my record. What a misstatement that would have been for me...that could be coded into something that was not really a diagnosis for me. I worry about that process a whole lot.

**Discussion**

**Principal Results**

We interviewed 16 stakeholders with various involvements related to SDoH, including oncologists, data analysts, patient navigators, and citizen scientists. The findings revealed that no SDoH data point was deemed as unimportant. Geography, social structure, and income were most accessible and, therefore, used most often. Although the importance of SDoH on population health are known, SDoH have recently taken on a heightened level of importance, brought about by the COVID-19 pandemic. For instance, those with a lower socioeconomic status or those living with comorbidities were more vulnerable to infection [30]. Machine learning is frequently being used to uncover such SDoH [31], but it is not clear whether it can lead to improved patient experiences and more informed research [32]. Moreover, it is possible that techniques such as NLP may increase social biases [32]. Our study included the insights from multiple perspectives to help create a path for using NLP to take bias into account and can positively impact clinical encounters as well as health services research. **Textbox 2** pairs each theme identified from the interviews with a direct actionable recommendation.

**Textbox 2. Recommendations based on each theme.**

<table>
<thead>
<tr>
<th>Importance of social determinants of health (SDoH) data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• SDoh should be prioritized and as much detail as possible should be included when inputting data into the electronic health record (EHR). Smart forms should be filled out and additional information about patients, such as their lifestyle and issues they are currently confronting, should also be added.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SDoH solicitation during patient-provider communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Although most SDoH are input into the EHR after the initial consultation, valuable SDoH are provided by patients in subsequent visits as the patient-provider relationship grows. Richer detail about patients’ lives should be continuously added to the EHR.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Informal communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>• While smart forms might guide the discussion, patients offer clues about their lifestyle throughout the visit. If a specific variable is not available via the smart form, it should be entered within the notes.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The need for SDoH expertise and knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Everyone involved in the research analysis process should be briefed and educated about technology to identify and extract SDoH.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Empower patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Increase patients’ awareness about how sharing SDoH to providers can positively influence their care.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actionable data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Involve patients in the implications of SDoH and how they can directly affect decisions that are made about their care.</td>
</tr>
</tbody>
</table>
Our results indicate that the method of obtaining SDoH from patients varied, as data arose during both formal and informal patient-provider communication and across the time line of care delivery. Physicians acquire SDoH during initial consultations, but due to time restraints, capturing all relevant SDoH is unlikely. SDoH can also be found within secure messages as well as during interactions with patient navigators. Previous studies show that patients’ self-disclosure depends on the gender of physicians and their own willingness to be open and disclose information to patients [33]. Additionally, the way questions are framed can dictate patients’ willingness to respond to sensitive questions about SDoH [34]. Therefore, relationship-centered communication has been suggested as a method for acquiring SDoH and sensitive information from patients [34]. This can occur by monitoring negative attitudes, displaying empathy, and honoring patients’ preferences [35]. During our interviews, patient navigators mentioned that they often receive patient information that is not disclosed to the doctor because of their close relationship with the patient.

Since most navigators have access to the EHR and can enter their own notes, it is important to use unstructured data to capture SDoH. NLP has produced valid results [36], but as algorithms become more accurate, it is necessary to involve data analysts who have historically worked with SDoH to support health services research. NLP requires a different skill set than what most data analysts are accustomed to. However, we discovered that data analysts were excited about the prospect of using NLP and enthusiastic about its capabilities. NLP should not be confined to programmers and machine learning experts. Data analysts should understand the capabilities and limitations of working with NLP while the technology is being perfected.

Lastly, interviews revealed that to better incorporate SDoH data into health services research and clinical care, patients should be empowered to understand how such data can impact their health and that valuable resources might be available upon disclosure of the information. Since time restraints are a common barrier to collecting SDoH [37], innovations that allow for patients to enter information about themselves directly into the EHR should be explored, allowing it to be entered once and be available to all members of their health care team. Patients often find errors in their health record [38], so the ability to review and edit or update the information is critical. While patient portal enrollment continues to increase, groups most affected by SDoH are often less likely to enroll in portals and have access to their health record [39].

**Limitations**

This study includes several limitations. First, a fairly small sample size was used. Second, all interviews were conducted at the same health system. Therefore, observations from participants may be confined to the specific procedures of the health system and not applicable to stakeholders in other facilities. Third, there was an element of selection bias, as all participants volunteered to participate after being informed about the topic. It is possible that stakeholders who did not see value in NLP or SDoH, in general, chose not to participate.

**Conclusions**

SDoH data are extremely valuable for patient care but can be difficult to access as a result of the way unstructured data are entered into the EHR. NLP can ease the burden on oncologists by identifying hidden SDoH data within the EHR while enabling analysts to easily extract requested data for health outcomes research. However, maintaining high levels of quality for SDoH data entered into the EHR is imperative. Processes should be developed to facilitate acquiring SDoH from patients as well as educating patients about the importance of SDoH.
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Abstract

Background: Approximately 62% of patients with breast cancer with a pathogenic variant (BRCA1 or BRCA2) undergo primary breast-conserving therapy.

Objective: The study aims to develop a personalized risk management decision support tool for carriers of a pathogenic variant (BRCA1 or BRCA2) who underwent breast-conserving therapy for unilateral early-stage breast cancer.

Methods: We developed a Bayesian network model of a hypothetical cohort of carriers of BRCA1 or BRCA2 diagnosed with stage I/II unilateral breast cancer and treated with breast-conserving treatment who underwent subsequent second primary cancer risk–reducing strategies. Using event dependencies structured according to expert knowledge and conditional probabilities obtained from published evidence, we predicted the 40-year overall survival rate of different risk-reducing strategies for 144 cohorts of women defined by the type of pathogenic variants (BRCA1 or BRCA2), age at primary breast cancer diagnosis, breast cancer subtype, stage of primary breast cancer, and presence or absence of adjuvant chemotherapy.

Results: Absence of adjuvant chemotherapy was the most powerful factor that was linked to a dramatic decline in survival. There was a negligible decline in the mortality in patients with triple-negative breast cancer, who received no chemotherapy and underwent any secondary risk–reducing strategy, compared with surveillance. The potential survival benefit from any risk-reducing strategy was more modest in patients with triple-negative breast cancer who received chemotherapy compared with patients with luminal breast cancer. However, most patients with triple-negative breast cancer in stage I benefited from bilateral risk-reducing mastectomy and risk-reducing salpingo-oophorectomy or just risk-reducing salpingo-oophorectomy. Most patients with luminal stage I/II unilateral breast cancer benefited from bilateral risk-reducing mastectomy and risk-reducing salpingo-oophorectomy. The impact of risk-reducing salpingo-oophorectomy in patients with luminal breast cancer in stage I/II increased with age. Most older patients with the BRCA1 and BRCA2 pathogenic variants in exons 12-24/25 with luminal breast cancer may gain a similar survival benefit from other risk-reducing strategies or surveillance.
Conclusions: Our study showed that it is mandatory to consider the complex interplay between the types of BRCA1 and BRCA2 pathogenic variants, age at primary breast cancer diagnosis, breast cancer subtype and stage, and received systemic treatment. As no prospective study results are available at the moment, our simulation model, which will integrate a decision support system in the near future, could facilitate the conversation between the health care provider and patient and help to weigh all the options for risk-reducing strategies leading to a more balanced decision.

(JMIR Form Res 2022;6(12):e37144) doi:10.2196/37144
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Introduction

Breast cancer is the most common cancer and the leading cause of cancer mortality among women in economically developed and developing countries [1]. In unselected patients with breast cancer aged 35-64 years, pathogenic variants of BRCA1 and BRCA2 were detected in 2.4% and 2.3%, respectively [2]. In approximately 63% of patients with breast cancer related to the pathogenic variant BRCA1 or BRCA2, genetic testing was performed after surgery of the primary cancer, with 62% of these patients also undergoing a primary breast-conserving treatment (BCT) [3].

Patients with breast cancer with BRCA1 or BRCA2 who underwent BCT have a significantly higher risk of a second primary ipsilateral breast event that is almost exclusively a new primary breast cancer rather than a true recurrence [4-6]. In addition, 27% of carriers of the BRCA1 pathogenic variant and 19% of carriers of the BRCA2 pathogenic variant will develop a second primary contralateral breast cancer within 10 years after the first primary breast cancer diagnosis [7].

Current guidelines describe different cancer risk management strategies: enhanced breast cancer screening, risk-reducing bilateral mastectomy (RRBM), risk-reducing salpingo-oophorectomy (RRSO), and chemoprevention [8]. Annual breast cancer screening with mammography and magnetic resonance imaging allows one to detect breast cancer at an early stage [9], although it cannot be prevented. In carriers of the BRCA1 and BRCA2 pathogenic variants, prophylactic mastectomy reduces the risk of subsequent breast cancer by approximately 90% [10]. However, the prophylactic mastectomy procedure could also have a potentially damaging effect on the patient’s body image and sexual well-being [11-14]. Risk-reducing bilateral salpingo-oophorectomy (RRBSO) can be offered to carriers of the BRCA1 and BRCA2 pathogenic variants who are more than 35 years old or who have completed childbearing [8]. RRBSO reduces the risk of ovarian cancer by approximately 80%. However, the impact of RRBSO on second primary breast cancer risk remains uncertain and research findings are inconsistent [15-19]. RRBSO may also increase patients’ risk of osteopenia, osteoporosis, cardiovascular disease, and may negatively impact cognitive function and quality of life [20]. Therefore, only 70% of carriers of the BRCA1 and BRCA2 pathogenic variants elect for RRBSO [21].

Previous studies have revealed that different factors, such as the patient’s age at first breast cancer diagnosis, the type of pathogenic variant (ie, BRCA1 or BRCA2), first breast cancer subtype, adjuvant systemic treatment received, presence or absence of ovarian cancer, may influence the degree to which a particular patient will benefit from various prophylactic strategies [15,16,22-33]. Ultimately, the patient and her health care team, who have already faced the first breast cancer treatment, are confronted with complex decisions regarding the optimal prophylactic strategy for subsequent cancer risk management. In addition, there are no prospective trials comparing different cancer risk-reducing strategies in patients with breast cancer that tested positive for the BRCA1 and BRCA2 pathogenic variants who were treated with BCT at the first event.

The aim of this study is to develop a personalized risk management guideline for carriers of the pathogenic variants of BRCA1 and BRCA2 who underwent BCT for unilateral early-stage breast cancer taking into account the patient characteristics and tumor prognostic parameters as well as systemic treatment received.

Methods

Study Design: Network Model and Strategies

We have developed a temporal Bayesian network model to estimate the expected overall survival of a hypothetical cohort of BRCA1 and BRCA2 carriers diagnosed with stage I-II unilateral breast cancer and treated with BCT who underwent subsequent second primary cancer prevention strategies. A Bayesian network is a directed acyclic graph that represents the joint distribution of a single set of variables. Each variable is represented by a node in the graph and is dependent on the set of variables represented by its ascendant nodes. This dependence is represented by a conditional probability table that describes the probability distribution of each variable given its ascendant variables. Temporal Bayesian networks are a special type of model where each (temporal) variable is expressed in multiple linked nodes to represent events in different moments in time; for example, a 2-year model for the event “ovarian cancer” (OC) could be defined with 2 linked nodes: “OC-y1” and “OC-y2,” where OC-y2 is certain if OC-y1 is true, and P(OC-y2) is given by the yearly risk of OC if OC-y1 is false, adjusted for all their ascendant nodes.

All risk estimates were converted into yearly estimates by conditional probabilities, depending on the original metric published in the literature with needed conversions (eg, risk for years between 5 and 10 used 10-year estimates converted to actual follow-up) [34,35]. If incidence estimates were given for a certain follow-up time (eg, lifetime ovarian cancer risk), the
probability for each year “i” is computed as \(1 - \exp(-\text{rate}[p,o] \times c)\), where “p” is the original risk for occurrence within “o” years, and \(\text{rate}[p,o] = -\ln(1 - p)/o\).

If hazard ratios were given, survival for each group was computed as \(\text{ref} \times \text{hr}\), where “ref” is the expected survival for the reference group.

The simulation was run for a yearly follow-up of 40 years after diagnosis, yielding a temporal Bayesian network with 40 nodes per temporal variable (e.g., ipsilateral recurrence). We predicted the overall survival following different prevention strategies for 144 cohorts (Multimedia Appendix 1) of women defined by the location of the BRCA1 and BRCA2 pathogenic variants (BRCA1: exons 1-10, exon 11, and exons 12-24; BRCA2: exons 1-10; exon 11; exons 12-25), age at primary breast cancer diagnosis (<40 years old, 40-50 years old, and >50 years old), breast cancer subtype (luminal-like and triple negative [TN]), stage of primary breast cancer (stage I and II), and presence or absence of adjuvant chemotherapy.

Data on 1 million simulations were generated. Each subgroup combination had around 6900 patients simulated across the 9 different intervention policies: (1) surveillance; (2) contralateral risk–reducing mastectomy; (3) RRBM; (4) contralateral risk–reducing mastectomy and RRBSO; (5) RRBM-RRBSO; (6) 5-year tamoxifen therapy; (7) contralateral risk–reducing mastectomy and 5-year tamoxifen therapy; (8) RRBSO; and (9) RRBM and 5 years’ tamoxifen therapy. As a result, around 770 patients were distributed to each subgroup \(\times\) policy combination. All these intervention policies were considered with or without adjuvant chemotherapy, totaling 18 different policies.

For each patient, the first temporal node to be activated was identified, and survival computed for each patient. The overall survival of patients assigned for each subgroup \(\times\) policy combination was plotted as Kaplan-Meier curves for 40-year follow-up and compared by the log-rank test. Hazard ratios for each subgroup were computed according to the proportional hazard Cox regression. However, given the simulation nature of the data, it was not possible to analyze any \(P\) value or CI estimates.

A temporal Bayesian network model was constructed using R (R Foundation for Statistical Computing) statistical software packages ‘bnlearn’ [36] and ‘gRain’ [37], assigning the overall survival associated for each strategy.

Key decision variables used in baseline and sensitivity analyses were obtained from peer-reviewed English language literature published in PubMed and from publicly available databases (Multimedia Appendix 2; also see [5,19,22,23,30,31,34,38-45]). We obtained the age-specific risk of death from other causes from Colzani et al [46]. TN breast cancer was defined as estrogen receptor (ER) <10%, progesterone receptor (PR) <10%, human epidermal growth factor receptor 2 (HER2–) 0 or 1+. Luminal phenotype breast cancer was defined as ER+, PR+, and HER2– 0 or 1+.

First Primary Breast Cancer

Both BRCA1 and BRCA2 pathogenic variant–related tumors rarely showed evidence of HER2 amplification or expression [47-54].

Therefore, we did not include carriers of the BRCA1 and BRCA2 pathogenic variants with HER2-positive breast cancer subtypes in our hypothetical cohort. We derived that the cumulative incidence of first primary TN breast cancer in BRCA1 and BRCA2 carriers is 69% and 15%, respectively [55], and that other breast cancers are of luminal phenotype by immunohistochemistry. According to a recently published meta-analysis of 66 studies, there is no clear evidence supporting the different prognosis for patients with breast cancer with BRCA1 and BRCA2 pathogenic variants compared with sporadic cases [48,50].

Therefore, we used stage-specific and breast cancer subtype–specific mortality rates adjusted for age, race/ethnicity, and socioeconomic status reported in the population-based study by Parise and Caqqiano [38], where 143,333 female primary first invasive breast cancer cases were included. We assumed that 52.3% of breast cancer cases were diagnosed in stage I, 43.1% in stage II, and 4% in stage III [5].

BRCA1/BRCA2 Pathogenic Variant

Genotype-Phenotype Correlation and Ovarian Cancer

In the study published by Bayraktar et al [22], patients with exon 20 BRCA1 pathogenic variant and patients with exons 12-25 BRCA2 pathogenic variant had a higher risk of developing both breast and ovarian cancer compared with patients with other exon mutations. We assumed ovarian cancer lifetime incidence in patients with unilateral primary breast cancer as breast and ovarian cancer prevalence by the pathogenic variant of the BRCA1 and BRCA2 combined exon group [22,56]. The risk of ovarian cancer was modeled assuming an expected lifetime of 80 years. For each age stratum, we computed the initial risk of ovarian cancer for patients aged 35, 45, and 65 years, respectively.

In patients with BRCA1- and BRCA2-related breast cancer, adjuvant tamoxifen and chemotherapy showed no impact on the risk reduction of subsequent ovarian cancer [28]. Therefore, we did not evaluate the impact of systemic treatment on ovarian cancer rates in our simulation model.

We used the distribution of stage at diagnosis of ovarian cancer and 10-year survival rates for ovarian cancer reported by Benedet et al [39].

A recently published study [28] showed no long-term survival benefit in patients with BRCA1- and BRCA2-related ovarian cancer compared with patients with sporadic ovarian cancer.

Second Primary Contralateral Breast Cancer

For contralateral breast cancer we assumed the same breast cancer distribution as for the first primary breast cancer [38]. We summarized the stage-specific and breast cancer subtype–specific mortality rate of the first primary breast cancer with the stage-specific and breast cancer subtype–specific mortality rate of the second primary contralateral breast cancer.
Multiple studies showed that a younger age at the onset of first breast cancer is associated with a higher contralateral breast cancer risk [23-26]. We assumed the age at the onset of first breast cancer based on the cumulative, contralateral breast cancer risk estimates proposed by Graeser et al [24]. We used the lifetime breast cancer–specific mortality for ductal carcinoma in situ of 3.3% reported by Narod et al [40]. We assumed the breast cancer–specific mortality of 100% for patients with metastatic invasive contralateral breast cancer [41]. We assumed that RRBSO does not reduce the risk of contralateral breast cancer in carriers of the BRCA1 and BRCA2 pathogenic variants [57].

Ipsilateral Breast Cancer

According to the previously published studies, carriers of the BRCA1 and BRCA2 pathogenic variants who underwent BCT for the first primary breast cancer have an increased risk of ipsilateral breast events compared with carriers of the BRCA1 and BRCA2 pathogenic variants who underwent a mastectomy [4-6]. We assumed the local failure cumulative incidence reported by Pierce et al [6]. Previous studies demonstrated that RRBSO and adjuvant chemotherapy decrease the risk of an ipsilateral breast event. We used hazard ratios published by Valachis et al [31]. In this meta-analysis, RRBSO decreased the risk of an ipsilateral breast event by 58% and adjuvant chemotherapy decreased the risk of an ipsilateral breast event by 49%. There was no evidence to support the protective effect of tamoxifen against ipsilateral breast cancer [31]. Despite the high rate of ipsilateral events in carriers of the pathogenic variants of BRCA1 and BRCA2 who underwent BCT, there was no statistically significant impact on distant recurrence and disease-specific survival [5]. These findings could be explained by the limited sample size in the study’s cohorts and detection of ipsilateral events in the early stage due to the close surveillance of carriers of the BRCA1 and BRCA2 pathogenic variants [5]. The mean time to ipsilateral events was approximately 7 years. This fact conveys the impression that most of these events were new primary breast cancers [4-6]. Therefore, for patients who developed ipsilateral breast cancer we assumed the same stage-specific and breast cancer subtype–specific mortality rates as for the first primary breast cancer [38]. We summarized the stage-specific and breast cancer subtype–specific mortality rate of the first primary breast cancer with the stage-specific and breast cancer subtype–specific mortality rate of an ipsilateral breast event. We assumed that the stage distribution and breast cancer mortality in patients with a second primary breast cancer are the same as those for the contralateral breast cancer [38,40-42].

Prevention Strategies

Prophylactic Oophorectomy

We considered an 80% risk reduction of ovarian cancer in carriers of the BRCA1 pathogenic variant and 79% risk reduction in carriers of the BRCA2 pathogenic variant [15].

In our hypothetical cohort, patients underwent an RRBSO within 5 years after the first primary breast cancer diagnosis. At the moment, there is no clear evidence suggesting that hormone replacement therapy does not offset the second primary breast cancer risk induced by RRBSO in BRCA1 and BRCA2 carriers [18,58-60]. Therefore, we assumed that none of the patients in our cohort received hormone replacement therapy. RRBSO is associated with a higher risk of noncancer-related death. Thus, in the simulation, we applied increased noncancer mortality for patients who underwent RRBSO before the age of 45 and had an onset of first primary breast cancer before the age of 40 [43]. The mortality risk following RRBSO was assumed to be the same as that following a mastectomy.

Contralateral Prophylactic Mastectomy

We assumed contralateral risk-reducing bilateral mastectomy–adjusted risk reduction of primary mastectomy [44]. Patients who underwent contralateral mastectomy have a statistically significantly better survival rate compared with patients who underwent surveillance [42]. The survival benefit was even more pronounced in patients with primary breast cancer onset under 40 years of age, with no TN breast subtype, and not treated with chemotherapy [42].

Ipsilateral Prophylactic Mastectomy

We assumed the local failure cumulative incidence in patients who underwent a mastectomy, as reported by Pierce et al [5]. According to Pierce et al [5], or carriers of BRCA1 and BRCA2, who underwent mastectomy and received chemotherapy and RRBSO, the status of the pathogenic variants of BRCA1 and BRCA2 had no impact on local failure rate [5]. We assumed that an isolated locoregional recurrence after mastectomy has no impact on the survival of patients with breast cancer [61].

Tamoxifen

We used data from the combined International Retrospective-Prospective Carriers of the Pathogenic Variants of the BRCA1 and BRCA2 cohort study, in which 1583 carriers of the pathogenic variant of BRCA1 and 881 carriers of the pathogenic variant of BRCA2 with unilateral breast cancer were included [30]. We assumed that 5-year tamoxifen administration reduces 15-year mortality by 30% in patients with luminal-like primary breast cancer [62].

We assumed that tamoxifen reduces the age-specific ER status–adjusted risk of second primary contralateral breast cancer by 56% in carriers of the BRCA1 pathogenic variant and by 67% in carriers of the BRCA2 pathogenic variant [30]. We assumed that chemotherapy has no additional protective effect on the contralateral breast cancer development in carriers of BRCA1 and BRCA2 who received tamoxifen [30]. We assumed that the use of tamoxifen for 5 years has no impact on mortality due to cardiovascular or thromboembolic disease [63].

Ethical Considerations

Our simulation model of a hypothetical cohort was based on previously published data, and therefore did not require a submission to a research ethics committee.

Results

Effectiveness of Secondary Prevention Strategies

The predicted 40-year overall survival rate for carriers of BRCA1 and BRCA2 variants after unilateral BCT who received...
secondary cancer prevention strategies or surveillance is presented in Multimedia Appendix 3.

The impact of secondary prevention strategies on the survival of carriers of the \textit{BRCA1} and \textit{BRCA2} pathogenic variants with luminal breast cancer who received no adjuvant chemotherapy is presented in Figure 1.

\textbf{Figure 1.} The most effective secondary prophylactic strategies in \textit{BRCA1} and \textit{BRCA2} carriers who received no adjuvant chemotherapy. BCT: breast-conserving treatment; RRBM: risk-reducing bilateral mastectomy; RRBSO: risk-reducing bilateral salpingo-oophorectomy; TN: triple negative.

Absence of adjuvant chemotherapy was the most powerful factor that was linked to a dramatic decline in survival for patients with breast cancer with \textit{BRCA1} and \textit{BRCA2} mutation. There was a negligible increase in survival for carriers of the pathogenic variants \textit{BRCA1} and \textit{BRCA2} with TN breast cancer and who received any secondary prevention strategy compared with surveillance.

Most carriers of \textit{BRCA1} and \textit{BRCA2} with luminal breast cancer in stage I benefited from RRBM-RRBSO. However, patients with breast cancer aged less than 40 years with the \textit{BRCA1} pathogenic variant in exons 1-10 in stage I who underwent RRBM + RRBSO had an almost similar impact on survival compared with those who underwent RRBM alone. By contrast, patients with breast cancer aged over 49 years with the \textit{BRCA2} pathogenic variant in exons 12-25 in stage I who underwent RRBM + RRBSO had an almost similar impact on survival compared with those who underwent RRBSO alone.

In patients with breast cancer with the \textit{BRCA1} and \textit{BRCA2} pathogenic variants with luminal breast cancer in stage II, RRBM + RRBSO had a very modest impact on survival compared with surveillance. Interestingly, RRBM-RRBSO or only RRBSO was the most effective prevention strategy in patients with luminal breast cancer aged over 35 years with the \textit{BRCA2} pathogenic variant in exons 12-25 in stage II and in patients aged over 49 years with the \textit{BRCA2} pathogenic variant in exons 1-10 in stage II. By contrast, there was a negligible increase in survival among carriers of \textit{BRCA1} and \textit{BRCA2} aged over 35 years with luminal breast cancer in exon 11 who underwent any secondary prevention strategy compared with surveillance.

Interestingly, we noted that the impact of RRBSO in patients with the \textit{BRCA1} and \textit{BRCA2} pathogenic variants with luminal breast cancer in stage I/II increased with the age.

The impact on the survival of secondary risk-reducing strategies among carriers of \textit{BRCA1} and \textit{BRCA2} variants with luminal breast cancer after adjuvant chemotherapy is presented in Figures 2 and 3.

RRBM-RRBSO was the most effective risk-reducing strategy in patients with luminal breast cancer who received adjuvant chemotherapy. The protective role of RRBSO in patients with luminal breast cancer increased with their age at diagnosis, stage of the disease, and was impacted by the type of pathogenic variant (\textit{BRCA1} or \textit{BRCA2}).

The impact on survival of secondary risk-reducing strategies in carriers of the pathogenic variants of \textit{BRCA1} and \textit{BRCA2} with TN breast cancer after adjuvant chemotherapy is shown in Figures 4 and 5.
Figure 2. The most effective secondary prophylactic strategies in BRCA1 carriers with luminal breast cancer who received adjuvant chemotherapy. BCT: breast-conserving treatment; RRBM: risk-reducing bilateral mastectomy; RRBSO: risk-reducing bilateral salpingo-oophorectomy.

Figure 3. The most effective secondary prophylactic strategies in BRCA2 carriers with luminal breast cancer who received adjuvant chemotherapy. BCT: breast-conserving treatment; RRBM: risk-reducing bilateral mastectomy; RRBSO: risk-reducing bilateral salpingo-oophorectomy.
The most effective secondary prophylactic strategies in BRCA1 carriers with TN breast cancer after adjuvant chemotherapy. BCT: breast-conserving treatment; RRBM: risk-reducing bilateral mastectomy; RRBSO: risk-reducing bilateral salpingo-oophorectomy; TN: triple negative.

The potential survival benefit from any risk-reducing strategy was modest in patients with TN breast cancer when compared with patients with luminal breast cancer. However, most carriers of BRCA1 and BRCA2 with TN breast cancer in stage I benefited from RRBM-RRBSO or just RRBSO.

RRBM-RRBSO was only the most effective risk-reducing strategy in patients with TN breast cancer under 40 years in stage I with the BRCA1 pathogenic variant and in patients aged 40-49 years with the BRCA1 pathogenic variant in exons 1-10. Further, patients with TN breast cancer aged 35-49 years in stage I with the BRCA2 pathogenic variant in exon 11 had a very modest benefit from RRBM-RRBSO.

There was a negligible increase in survival in almost all carriers of the pathogenic variants of BRCA1 and BRCA2 with TN breast cancer in stage II who underwent any secondary risk–reducing strategy compared with surveillance.

However, RRBM-RRBSO or just RRBSO was the most effective risk-reducing strategy in patients with TN breast cancer aged over 40 years with the BRCA1 pathogenic variant in exons 12-24 in stage II and in patients aged over 35 years with the BRCA2 pathogenic variant in exons 12-24 in stage II. The impact of RRBSO in patients with BRCA1 and BRCA2 mutation with TN breast cancer in stage I/II increased with age.
Sensitivity Analysis

There were difficulties in validating our results because of the lack of previously published studies with similar subgroups of patients that match all the detailed clinical and treatment variables.

Validation of our method was performed using TN subgroup cohort definitions from the largest published prospective study (POSH) [64]. Settings of the simulation were as follows: (1) from the 1 million patients in our simulation, we only considered those who were younger than 40 years at TN breast cancer diagnosis; (2) the distribution of BRCA1 and BRCA2 carriers with TN breast cancer was performed according to Copson et al [64] (BRCA1: 123/136, BRCA2: 13/136); (3) the distribution of adjuvant chemotherapy in the TN BRCA-positive group was performed according to the study by Copson et al [64] (probability = 117/136); (4) the distribution of primary breast cancer stage distribution was used from the literature, considering the fact that all the patients were either in stage I or II (about 61.2% in stage I and nearly 38.8% in stage II). The simulation was run for 15 years after diagnosis with network steps of 2.5 years across the 9 different intervention policies. The overall survival of patients was plotted as a Kaplan-Meier curve (Figure 6) and compared with CIs from Copson et al [64] for TN BRCA1- and BRCA2-positive cases.

In our simulation, the overall survival was similar to the results in the POSH study. Similarly, in our simulation model patients with TN breast cancer aged under 40 years with the BRCA1 and BRCA2 pathogenic variants in stage I/II who received adjuvant chemotherapy had no survival benefit from RRBM. RRBM-RRBSO was the most effective risk-reducing strategy in these patients.

Discussion

Principal Findings

To our knowledge, this is the first study to simulate the expected overall survival and determine the most effective personalized management strategies for carriers BRCA1 and BRCA2 variants who underwent BCT for unilateral early-stage breast cancer taking into account the type of the pathogenic variant (BRCA1 or BRCA2), age at primary breast cancer diagnosis, breast cancer subtype, stage, and received systemic treatment. Absence of adjuvant chemotherapy was the most powerful factor that was linked to a dramatic decline in survival for patients with breast cancer with the pathogenic variants of BRCA1 and BRCA2. There was a negligible decline in mortality among carriers of BRCA1 and BRCA2 with TN breast cancer who received no chemotherapy and underwent any secondary risk–reducing strategy compared with surveillance. The potential survival benefit from any risk-reducing strategy was more modest in patients with TN breast cancer who received chemotherapy compared with patients with luminal breast cancer. However, most carriers of BRCA1 and BRCA2 with TN breast cancer in stage I benefited from RRBM-RRBSO or just RRBSO. Most carriers of the pathogenic variant of BRCA1 or BRCA2 with luminal breast cancer in stage I-II (unilateral breast cancer) benefited from RRBM-RRBSO. The impact of RRBSO in patients with the BRCA1 and BRCA2 pathogenic variants with luminal breast cancer in stage II/II increased with age. Most older patients with the BRCA1 and BRCA2 pathogenic variants in exons 12-24/25 with luminal breast cancer may gain a similar survival benefit from other risk-reducing strategies or surveillance.

Comparison With Prior Work

To date, only Schrag et al [65] have addressed secondary cancer risk–reducing strategies in BRCA1 and BRCA2 carriers who underwent BCT for unilateral breast cancer, using decision-analytic models. They calculated life-expectancy gains for different age groups; lymph node positive or negative status; low, moderate, or high penetrance of the BRCA1 and BRCA2
pathogenic variants using a Markov model that incorporated 8 prevention strategies [65]. By contrast, we developed a temporal Bayesian network model with a total of 1 million simulated patients across 9 different intervention policies. Our study is an advancement over previous ones due to the incorporation of variables from up-to-date peer-reviewed studies considering the type of pathogenic variant (BRCA1 or BRCA2), age at primary breast cancer diagnosis, breast cancer subtype and stage, status of systemic treatment received.

Our study showed that most BRCA1 and BRCA2 carriers benefited from RRBM + RRBSO. However, in patients with TN breast cancer who received no adjuvant chemotherapy, the impact of secondary risk-reducing strategies on overall mortality was reduced as a result of the higher risk of dying from primary breast cancer rather than from subsequent primary secondary cancer. Nevertheless, younger patients with limited disease who received adjuvant chemotherapy gained more benefit from aggressive surgical management (RRBM + RRBSO). By contrast, in older patients with more advanced disease the protective role of bilateral risk-reducing salpingo-oophorectomy was comparable to RRBM + RRBSO and was more pronounced in exons 12-24 of the BRCA1 pathogenic variant and in exons 12-25 of the BRCA2 pathogenic variant. In our study, we assumed that RRBSO does not reduce the risk of contralateral breast cancer in carriers of the BRCA1 and BRCA2 pathogenic variants. Recent studies showed no impact of RRBSO on primary and second primary breast cancer risk reduction [19,66]. As the risk of contralateral and ipsilateral breast cancer decreases with age [5,24] and the risk of ovarian cancer increases with age [67], patients with a higher probability of ovarian cancer gain a stronger protective effect from RRBSO and a low additional protective effect from RRBM.

In our model, we assumed breast cancer subtype–specific, population-based mortality and the general breast cancer population–based impact of adjuvant chemotherapy on outcomes. According to the prospective study by Clifton et al [68], for patients with TN breast cancer with the BRCA1 and BRCA2 pathogenic variants in stage I/II, there was no difference in overall survival for those who received neoadjuvant chemotherapy compared with those who received adjuvant chemotherapy [68].

However, a growing body of evidence indicates that BRCA1 and BRCA2 TN as well as luminal cancers are more chemosensitive and achieve higher pathologic complete response (pCR) rates compared with breast cancer without the BRCA1 or BRCA2 pathogenic variant [69,70]. Paradoxically, in BRCA1 and BRCA2 breast cancer tumors it seems that pCR does not serve as a surrogate marker of better clinical outcome and a higher pCR does not translate into improved disease-free and overall survival [71,72]. Therefore, we did not include a neoadjuvant chemotherapy treatment strategy in our model.

In the systematic review published by Davey et al [73], there was no difference in 15-year mortality between BCT and mastectomy in BRCA1 and BRCA2 carriers with breast cancer. Most patients in both BCT and mastectomy groups had T1/2 tumors; approximately 60% of patients had ER–, N+ disease, or underwent adjuvant chemotherapy; and approximately 50% of patients underwent RRBSO [73]. In our study, for most patients with TN breast cancer in stage II who received chemotherapy, and all patients with TN breast cancer in stage I/II who did not receive chemotherapy, there was no difference in survival between any secondary prevention strategy and surveillance.

In a study published by Wan et al [74], where 8396 consecutive patients with breast cancer after surgery were included, no survival benefit was shown in carriers with BRCA1 and BRCA2 who underwent BCT compared with those who underwent mastectomy with or without radiotherapy. However, only 73 carriers with the BRCA1 pathogenic variant and 106 with the BRCA2 pathogenic variant who underwent BCT, and 104 carriers with the BRCA1 pathogenic variant and 198 with the BRCA2 pathogenic variant who underwent mastectomy were included in the study, with a relatively short follow-up period of 7.5 years. As the study is retrospective with a relatively small patient number in the subgroups, caution should be exercised while estimating the study’s results and thus, further prospective research with a larger study population is needed.

**Limitations**

The main limitation of our study is that it is a computer simulation and it can misrepresent reality. Nevertheless, our model could prove to be a valuable decision support tool and we plan to validate our model on the target patient population. Risk modifiers assume adjusted risk estimates, and therefore they are additive, and some evidence is thin and dated in some of the included estimates. We assumed independence of risk factors where it was not possible to model any interaction, and this is a limitation. Nonetheless, the final validation shows concurrent results, supporting our model.

**Conclusions**

At present, no personalized guidelines are available for the prophylactic management of second primary breast cancer in patients with the BRCA1 and BRCA2 pathogenic variants with unilateral breast cancer who underwent BCT as a primary procedure. Our study showed that it is mandatory to consider the complex interplay between the type of BRCA1 and BRCA2 pathogenic variants, age at primary breast cancer diagnosis, breast cancer subtype and stage, and systemic treatment received. As no prospective study results are available, our simulation model could facilitate the conversation between the health care provider and patient and help to weigh all the options for risk-reducing strategies, thus leading to a more balanced decision. However, we plan to expand and update our model by including more variables from new evidence-based research and develop a computer-based clinical decision tool.
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Abstract

Background: An ever-increasing number of patients seek health information via the internet. However, there is an overabundance of differing, often low-quality information available, while a lack of health literacy makes it difficult for patients to understand and assess the quality and trustworthiness of the information at hand. The web portal tala-med was thus conceived as an evidence-based, up-to-date, and trustworthy information resource for lower back pain (LBP), which could be used by primary care physicians (PCPs) and patients during and following consultations for LBP. The current evidence demonstrates that patients with LBP could benefit from web portals. However, the use of such portals by patients remains low, thus limiting their effectiveness. Therefore, it is important to explore the factors that promote or hinder the use of web portals and investigate how patients perceive their usability and utility.

Objective: In this study, we investigated the acceptance, usability, and utility of the web portal tala-med from the patient perspective.

Methods: This qualitative study was based on telephone interviews with patients who had access to the web portal tala-med from their PCP. We used a semistructured interview guide that consisted of questions about the consultation in which patients were introduced to tala-med, in addition to questions regarding patient perceptions, experiences, and utilization of tala-med. The interviews were recorded, transcribed, and analyzed through framework analysis.

Results: A total of 32 half-hour interviews were conducted with 16 female and 16 male patients with LBP. We identified 5 themes of interest: the use of tala-med by PCPs during the consultation, the use of tala-med by patients, its usability, added values derived from its use, and the resultant effects of using tala-med. PCPs used tala-med as an additional information resource for their patients and recommended the exercises. The patients appreciated these exercises and were willing to use tala-med at home. We also identified factors that promoted or hindered the use of tala-med by patients. Most patients rated tala-med positively and considered it a clear, comprehensible, trustworthy, and practical resource. In particular, the trustworthiness of tala-med was seen as an advantage over other information resources. The possibilities offered by tala-med to recap and reflect on the contents of consultations in a time-flexible and independent manner was perceived as an added value to the PCP consultation.
**Conclusions:** Tala-med was well accepted by patients and appeared to be well suited to being used as an add-on to PCP consultations. Patient perception also supports its usability and utility. Tala-med may therefore enrich consultations and assist patients who would otherwise be unable to find good-quality web-based health information on LBP. In addition, our findings support the future development of digital health platforms and their successful use as a supplement to PCP consultations.

**International Registered Report Identifier (IRRID):** RR2-10.1186/s12875-019-0925-8
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general practice; primary care; lower back pain; digital health intervention; web-based health information; eHealth; patient education; adherence; qualitative research; framework analysis; mobile phone

**Introduction**

**Background**

An ever-increasing number of patients access health information via the internet [1-3]. However, most of the health-related information available on the web is of low quality, while many patients are unable to adequately appraise the quality of such health information [4,5]. Tala-med was therefore envisaged and developed as an evidence-based, up-to-date, and easily understood web-based information resource for lower back pain (LBP) through the Gut informierte Kommunikation zwischen Arzt und Patient (GAP) project (well-informed communication between the general practitioner and patient) [6]. LBP in particular is a widespread health problem that causes substantial personal and financial burden [7,8]. In Germany, LBP has a 1-year prevalence of more than 60% [9,10], accounts for the most days of sick leave (6.1%) [11], and is one of the most common reasons why people visit their doctor [12].

Despite the existence of national and international clinical guidelines, approaches to treating LBP differ greatly among clinicians, institutions, and geographic regions [13,14]. However, the breadth of available web-based information often surpasses the variety of management approaches. Consequently, patients can often be confused and frustrated while searching for web-based information regarding LBP [15]. An overabundance of differing and contradictory information can make it difficult for patients to understand and assess the quality and trustworthiness of the information provided [15], often presenting a dilemma for patients searching web-based information for LBP.

Digital health interventions (DHIs) recommended by health care professionals (HCPs) may be a remedy for this dilemma, as they can provide patients with tailor-made, understandable, and high-quality information. Our web portal *tala-med* is one such DHI that could be recommended to patients by primary care physicians (PCPs). As an information resource based on national [16,17] and international clinical guidelines for LBP [18-20], *tala-med* can be classified as a DHI that can provide health content [21,22] to physicians and patients alike. *Tala-med* aims to improve the shared decision-making of PCPs, while enhancing patient-informed choices, participation, and self-management regarding LBP [6]. For interventions on shared decision-making to be most effective, Cochrane reviews have shown that these should be both physician and patient focused and include information that is indication specific [23,24].

Regarding DHIs on back pain, recent meta-analyses and systematic reviews have shown that such interventions, especially those that focus on self-management, can have clinically important effects in terms of relieving patient discomfort and improving their disability [25-27]. However, a key determinant of the effectiveness of DHIs on LBP [28] and DHIs in general [29] is adherence; that is, whether patients actually use the DHI to the intended extent [30].

Unfortunately, the extent to which patients use DHIs is often low [31-33]. In addition, promoting the use of DHIs by patients is complex, with only limited evidence available on successful strategies to do so [29]. Therefore, it is important to understand the web-based health information needs of patients [34] and other factors that may facilitate or hinder their use of a DHI. Regarding web-based information on LBP received by patients as an adjunct to their PCP consultation, Riis et al [15] found that readability, customization, design, credibility, and usability are important domains. However, these results were based on patient experiences using a variety of health-related websites and not on the use of a specific web portal provided by their PCP. Studies on patient perceptions of DHIs for LBP have also revealed that contextual factors, such as the support of HCPs, and individual factors, such as patient skill and preference, affect the acceptance of such DHIs [28,35]. A current systematic review of qualitative studies found only 4 studies that investigated the facilitators of and barriers to the use of DHIs by patients with LBP. Svendsen et al [28] thus state that “further primary research investigating the implementation of DHIs and user’s experiences is required.”

**Objectives**

The aim of this study was to examine patient acceptance of our web portal *tala-med* as well as its usability and utility. We were eager to see how PCPs used the portal during the consultation, how they offered it to patients, and whether it was subsequently used. We also wanted to understand which parts of the portal were considered helpful and how patients perceived *tala-med* in terms of key characteristics such as comprehensibility and trustworthiness, enabling us to identify the portal’s strengths and weaknesses. This in turn provided us with insights into how specific features of the portal or its setting may have contributed to patient perception. Finally, we examined the utility of *tala-med*, in particular, the perception of any added value brought about by its use.
**Methods**

**The Web Portal Tala-med**

*Tala-med* is a German-language, evidence-based, comprehensible, and reliable internet information portal for LBP that is freely accessible and aimed at improving patient informedness and patient-doctor interaction. It was implemented within a prospective cluster-randomized controlled trial (RCT) with pre–, post– and 1 follow-up measurement [6]. *Tala-med* was designed to be used by PCPs and patients in the intervention group during and after LBP consultations. There are 2 versions that have been adapted to meet the demands and linguistic levels of PCPs and patients (Figure 1). To log in to the portal, both PCPs and patients were given an individual fictitious username consisting of a combination of 2 short animal, color, and fruit words (eg, PearOwl) and a password. This type of log-in was necessary because portal use data were also analyzed anonymously as part of the RCT [6].

The portal was developed over a 6-month period by a multidisciplinary team consisting of 1 PCP, 2 physiotherapists, 2 researchers specializing in evidence synthesis, 2 web designers, a film crew concerned with exercise video production, a specialist for whiteboard videos, and a 3D specialist. The focus was on frequently occurring issues seen in LBP, and it contained descriptive material in short and long versions, such as an accordion style guideline, where users could click on headings and highlighted keywords to obtain further background information. The development of the portal, including information processing and design principles on which the presentation of the information was based, is described in the associated methodological guide, which is also publicly available [36]. The final version consisted of 6 infographics, with 20 illustrations, a 3D model animation of the lower back, an 11-minute explanatory whiteboard video containing 8 different topics, and 14 short exercise videos 2 to 4 minutes long, with an emphasis on teaching self-care. In addition, suggestions, infographics, and background information on well-informed shared decision-making and preventive lifestyle changes were also included. The PCPs were able to show or print material during their consultations. Study PCPs were instructed to show and explain the web portal to their patients and encourage its use. If this was not possible, for instance, if the consulting room had no computer access, PCPs were advised to promote its use, despite being unable to demonstrate the portal in real time. As a backup option, PCPs were given up to 4 hard-copy brochures, which could be handed out to patients who were unfamiliar with computer use. The restriction to 4 brochures was chosen to encourage PCPs to primarily use the web portal and only refer to a brochure when handing the portal to a patient seemed inappropriate. The brochures contained information from the web portal in printed form. Patients were able to use the patient-tailored version of the web portal at home.

**Figure 1.** Elements of the web portal tala-med. PCP: primary care physician.

---

**Study Design**

We used a qualitative design in which patients with LBP, who had received access to *tala-med* via their PCP, were invited by post to individual telephone interviews. For administrative reasons and owing to the delay of patient postal responses, interviews were held 1 to 2 months after the consultation, in which patients received their log-in details to the web portal. Results were reported according to the consolidated criteria for reporting qualitative research (consolidated criteria for reporting qualitative research [37]).

**Recruitment**

All 190 patients with LBP from the intervention group were invited to participate in an interview after the last follow-up measurement of the RCT. Although patients received a book voucher for their participation in the RCT, no incentives were offered for their participation in the subsequent interview study. Then, 35 patients (18%) accepted the invitation and returned their informed consent and contact information. Three patients were not interviewed: 2 could not be reached and 1 was no longer interested in an interview, as she had not yet used the web portal. A total of 32 patients were interviewed, and 17% of all invitees were interviewed. The patient characteristics are shown in Table 1.
Table 1. Patient characteristics (N=32).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>16 (50)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>1 (3)</td>
</tr>
<tr>
<td>30-39</td>
<td>8 (25)</td>
</tr>
<tr>
<td>40-49</td>
<td>4 (13)</td>
</tr>
<tr>
<td>50-59</td>
<td>10 (31)</td>
</tr>
<tr>
<td>60-69</td>
<td>8 (25)</td>
</tr>
<tr>
<td>70-79</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Level of education (highest level completed)</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>10 (31)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>15 (47)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>7 (22)</td>
</tr>
<tr>
<td><strong>Do you currently still have back pain?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (56)</td>
</tr>
<tr>
<td>No, not at the moment</td>
<td>7 (22)</td>
</tr>
<tr>
<td>No (without any remark)</td>
<td>7 (22)</td>
</tr>
<tr>
<td><strong>First experience of back pain in your life?</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;6 weeks</td>
<td>0 (0)</td>
</tr>
<tr>
<td>6-12 weeks</td>
<td>1 (3)</td>
</tr>
<tr>
<td>&gt;12 weeks to &lt;1 year</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1 to &lt;2 years</td>
<td>2 (6)</td>
</tr>
<tr>
<td>2 to &lt;5 years</td>
<td>3 (9)</td>
</tr>
<tr>
<td>5 to &lt;10 years</td>
<td>3 (9)</td>
</tr>
<tr>
<td>&gt;10 years</td>
<td>23 (72)</td>
</tr>
</tbody>
</table>

**Ethics Approval**

The study was approved by the ethics committee of the Albert-Ludwigs-University Freiburg (no 559-17).

**Informed Consent**

All participants provided written informed consent before being interviewed. Apart from contact data, the interviewers had no prior information about the participants. At the beginning of the telephone interviews, patients were informed about data protection issues and the recording of the interviews (Multimedia Appendix 1).

**Data Collection**

Interviews were held between February 2019 and October 2020 by CS (31 interviews) and M Klimmek (1 interview). These were based on a semistructured interview guide developed by ACSL, CS, and NR, which contained questions about patient experiences of the consultation and web portal (Multimedia Appendix 1). The interview guide contained skip rules to ensure that interviewees were only asked questions that they could provide answers for. For example, patients who did not use the portal were not asked questions regarding the usability of the portal and its utility. The interviews lasted an average of 30 minutes, ranging from 15 to 45 minutes in length. Interviewers did not take field notes during the interviews. The interviews were digitally recorded by connecting a digital recorder to the interviewer’s landline telephone. Recordings were transcribed verbatim by a transcription service and analyzed using MAXQDA (version 20; VERBI Software GmbH). Participants did not receive the transcripts or feedback results.

**Data Analysis**

The transcribed interviews were analyzed using framework analysis [38-40]. Textbox 1 outlines the 5 stages of the analysis as well as their implementation.
Familiarization: the purpose of this stage was to become immersed in the data to gain an insight into its range and diversity [39]. Therefore, CS read the transcripts of 10 in-depth and heterogeneous interviews.

Identifying a thematic framework: this stage was concerned with developing a code system that covered the most important issues [39]. Codes were first developed deductively based on the main themes of the interview guide. They were then expanded inductively with codes covering the emerging issues. In this vein, CS coded 10 transcripts and created a code system. Because a single look at the data might miss important issues or overemphasize less important ones, we included a second view. Therefore, NR coded 5 transcripts independently and also created a code system; CS and NR discussed and combined their code systems into one. With this new code system, CS coded the next 14 transcripts and refined the system accordingly. To verify the refined system, 3 in-depth and heterogeneous transcripts (of the 14 last coded ones) were coded again independently by NR with the refined code system. CS and NR compared the coding of these 3 interviews. Because of high consistency, only a few changes were necessary to create a final code system.

Indexing: this stage described the application of the code system to the entire set of data [39]. CS and M Klimmek applied the final code system to all transcripts and verified its application reciprocally.

Charting: at this stage, coding was extracted and tabulated, with columns representing codes and rows representing patients. This allowed codes to be read horizontally for a given patient or patients to be read vertically for a given code. CS and M Klimmek condensed and summarized the coding as far as possible in the patients’ own words and created a chart with codes represented as columns and patients as rows.

Mapping and interpretation: this stage concerned the mapping out of the data and making sense of it [40]. It may include a description of the range and nature of phenomena and searching for associations between and within codes to find explanations for the research questions [39]. To lay out and make sense of the data, we used a method called one sheet of paper (OSOP) [41]. This method entailed reading the condensed extracts of each code and sumarizing all the different issues of a code on OSOP. This summary of the different issues was then used as a basis for axial coding, that is, for considering which issues group into broader themes and to “develop an explanation of ‘what is going on in the data’ that takes account of all the issues raised” [41]. In this way, CS summarized the different issues of each code, oversaw the summary of issues, and considered how they form broader themes that could provide explanations for the research questions. Five core codes emerged from this overview: primary care physician (PCP) use of the portal during consultation, patient use of the portal, usability, added value, and effects of the portal. Regarding these themes, CS selected the codes that provided information (Multimedia Appendix 2) and searched for associations between the codes of each theme and between the themes. CS made a first draft of results and discussed and refined it with M Klimmek. The refined results were discussed with NR, PK, ACSL, M Klimmek, M Körner, SVR, and EFG and adapted by CS.

As described in Textbox 1 and in the previous section, CS, ACSL, M Klimmek, and NR were the researchers primarily involved in data collection and analysis. CS and ACSL were postdoctoral researchers in the field of health services research and rehabilitation research, who hold degrees in psychology. M Klimmek was a bachelor’s student in social work who worked as a student assistant in the same field. NR is a researcher in the field of medical psychology and medical sociology who holds a degree in health education. ACSL is experienced with qualitative studies. She introduced CS and NR to the framework analysis.

Results

We identified 5 core themes using framework analysis: PCP use of the portal during the consultation (theme 1), patient use of the portal (theme 2), usability (theme 3), added value (theme 4), and effects of the portal (theme 5).

Acceptance

Two themes were related to patient acceptance of the portal: PCP use of the portal during consultation (theme 1) and patient use of the portal (theme 2).

PCP Use of the Portal During Consultation

This theme reflected on how PCPs introduced the portal to patients and the usage they encouraged. The following represents patient perceptions of PCP behavior during consultation. All 32 patients interviewed provided insight into their perception of the consultation, although 9 of these patients also expressed difficulty in recalling the consultation, as it had taken place so long ago. The degree to which PCPs introduced the portal to their patients varied greatly: from detailed explanations with a demonstration to some explanation to no explanation at all. Many patients reported that their PCP had explained and showed them the portal, either on the screen or by using the brochure. Some also received printouts of exercises or other information from the portal of their PCP. Others reported that their PCP described aspects of the portal, such as the log-in, use, and contents, without showing it. These patients received, as a minimum, general information or a recommendation, for instance, “the portal contains exercises that might be helpful to you” (patient 3, male). Some patients were simply asked to participate in the study or were given log-in details by a physician assistant without any further information.

The PCPs who mentioned the portal mainly suggested that the patients used the exercises. Other aspects of the portal, for instance, those aimed at knowledge transfer or patient-doctor communication, were suggested to only a few patients. Even if PCPs showed their patients the portal, most patients perceived the consultation as per usual or differing only slightly from previous consultations. Only a few patients reported any noticeable changes in the consultation owing to the use of the portal, such as more in-depth and informative conversations, or more time and interest on the part of their PCP. Patient satisfaction with the consultation seemed unaffected by PCP use of the portal. Rather, it depended on the general aspects of the consultation, such as how much time the PCP devoted to them, whether the conversation was perceived as in depth, whether the PCP seemed interested in their recovery, or whether patients received the treatment they had hoped for. Most patients whose PCP used the portal endorsed the use of the portal in...
future consultations. However, 1 patient expressed concerns about how the portal should be used:

*Only if the PCP uses it in detail, so that it’s not such an everyday project.* [Patient 22, female]

*I beg your pardon? Only if the PCP?* [Interviewer]

*Well, if the PCP really works intensively with it, so that he doesn’t just say: hey, there’s a program, do this and bye-bye, handing over another piece of paper, but really goes into it in more detail.* [Patient 22, female]

**Patient Use of the Portal**

Of the 32 patients interviewed, 4 used both the web portal and the brochure, 22 used the portal alone, 2 used the brochure alone, and 4 used neither the portal nor the brochure. If a patient used the portal, the interview focused on its use, even if the patient also used the brochure.

Textbox 2 presents the facilitators of and barriers to portal usage. As in previous studies, factors relating to the initial use of the portal did not differ from those relating to the continued use of the portal [28] and were therefore reported together. Seeing the portal during the consultation raised initial patient interest and shortened the time to their first log-in.

Textbox 2. Facilitators of and barriers to portal usage (N=32).

<table>
<thead>
<tr>
<th>Facilitators</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Facilitators</strong></td>
<td><strong>Barriers</strong></td>
</tr>
<tr>
<td>Conditions and treatments</td>
<td>Conditions and treatments</td>
</tr>
<tr>
<td>Primary care physicians (PCPs) showed portal in the consultation</td>
<td>Currently absent or severe back pain</td>
</tr>
<tr>
<td>PCPs recommended exercises</td>
<td>Other more intensive back pain therapies</td>
</tr>
<tr>
<td>Back pain started again</td>
<td>Other health problems had priority</td>
</tr>
<tr>
<td>Comorbidity that benefits from exercise</td>
<td>Organization and motivation</td>
</tr>
<tr>
<td>Organization and motivation</td>
<td>Lack of time (due to work, household, childcare, or care for older adults)</td>
</tr>
<tr>
<td>Time-flexible use of the portal</td>
<td>Lack of motivation, patience, or concentration</td>
</tr>
<tr>
<td>Emerging specific questions</td>
<td>Portal provided no new suggestions</td>
</tr>
<tr>
<td>High self-motivation of patients</td>
<td>Technical requirements and skills</td>
</tr>
<tr>
<td></td>
<td>PC or internet problems</td>
</tr>
<tr>
<td></td>
<td>Lack of PC skills</td>
</tr>
<tr>
<td></td>
<td>Use on smartphone not possible</td>
</tr>
<tr>
<td></td>
<td>Log-in: details lost or did not work</td>
</tr>
</tbody>
</table>

When asked about when he first looked at the portal, a patient who had been shown the web portal during the consultation replied as follows:

*Well, it was either on the same day or the day after, just out of curiosity.* [Patient 5, male]

*So, you logged in straight away and looked at what was available?* [Interviewer]

*Exactly. I read it through more carefully myself to see what exercises there are and...Yes, it was actually a good suggestion by the physician.* [Patient 5, male]

In addition, patients were more willing to try exercises from the web portal if their PCP recommended them. They were also more likely to use the portal if they had a recurrence of LBP. No LBP and too much LBP were barriers to portal use: patients...
saw no reason to use talamed if they no longer had any LBP or equally were unable to use it if they were experiencing excessive LBP. Similarly, patients did not use the portal if they underwent more intensive treatment for LBP, such as in-patient therapy. Some patients were unable to use the portal because of other acute conditions, especially mental health conditions, such as depression. However, if they had another condition that also benefited from exercise, such as hypertension, they were more willing to use it.

The nature of the portal as a time-flexible web-based tool made it easier for patients to fit its use in their daily routines. Patients were inclined to use talamed when new questions about LBP arose, as well as when they demonstrated increased motivation to improve their own health. Lack of time owing to other commitments was a frequent barrier to their use. A lack of motivation, patience, or concentration was a reason why patients used the portal less often or no longer. Patients were also abstained from further use if new suggestions within the portal could not be found. Technical requirements and skills were also important barriers to their use. If a patient’s device or internet connection did not work or they were unfamiliar with their functions, they also, understandably, did not use the portal. Some patients held reservations about using the portal owing to difficulties using a computer or the internet. Lost log-in details or other log-in difficulties were also obvious barriers to patient use.

Most of the 26 patients who used the portal logged into it for the first time within the first 3 days following a consultation. The exercises were most often perceived as the most helpful part of the portal. A substantial proportion of patients were interested in web portal exercises to alleviate their pain but showed no interest in other aspects of the portal:

This theoretical background did not interest me further in this case. I just wanted to do these exercises. [Patient 5, male]

I was really only interested in the exercises, because they...well...help the most and, no, I didn’t want to look up or know more. [Patient 16, female]

Nonetheless, the other 3 sections—more media, more knowledge, and more participation (Figure 1)—were also perceived by some of the patients as being the most helpful parts of the portal.

**Usability**

Responses regarding the usability of the portal (theme 3) relied on the answers of 26 patients. However, 10 of these patients mentioned that they had difficulty remembering the portal in detail. Textbox 3 shows how patients rated the portal and their respective reasons. In general, most patients rated the portal as positive. They mentioned that the portal was interesting and informative, provided good information, was easy to use and easy to implement, and contained useful exercises and videos. Neutral and negative overall ratings were obtained from patients who were disappointed that the portal did not recommend their preferred treatment (injection) or lacked information about a particular type of back pain (upper back pain).

Reasons for positive design ratings were that the portal was perceived as visually well-structured and uncluttered. Patients also liked the brevity and simplicity of the exercise videos:

I also find the videos very beautiful. Not so crowded, but just a person who shows this, does that. Not so much jumping around and stuff, like some others there, when you look on the internet and everyone thinks, they have to do fancy other things, but very simple. You do that, that’s how it should be done, and then you do it that way and that’s it. So, I think it’s good just as it is. [Patient 30, male]

Patients with neutral or negative perceptions of the portal design reported that they preferred dealing with a real person, needed more interactive elements and animations, and found that the portal was poorly designed for smartphone use. The portal was optimized for notepad-sized screens or larger screens.

Most patients perceived the portal as clear and did not have any problems interacting with it. They found it simple and well structured, well described, and thus easy to navigate. For some patients, the portal structure was unclear; 1 patient stated that he could not find everything he needed from the outset, reporting that “it would be easier for a younger person who sits in front of the computer all the time” (patient 21, male, age category: 50-59 years). The other patients had problems dealing with the portal, needing help, or finding it too convoluted and deeply structured, requiring too many clicks to find what they were searching for.

Almost all patients perceived the portal information as easy to understand, even for back pain novices, because the information was rated as simple and well described, containing only a few specific terms with no extensive texts. The portal information was unanimously perceived as trustworthy. Patients mentioned 4 main reasons for this (Textbox 4). Many patients perceived the portal as trustworthy, as it was developed or recommended by a source with a high level of expertise:

How trustworthy did you find the information on the platform? [Interviewer]

Very trustworthy. [Patient 32, male]

On what did you base that on, the trustworthiness? [Interviewer]

I put it down to the fact that my doctor recommended it to me and I actually trust her very much. [Patient 32, male]
Overall and design ratings of the web portal (N=26).

**Overall rating**
- Positive
  - Good information
  - Well-explained exercises, easy to implement
  - Very good background and explanations
  - In sum very interesting, very informative
  - Quite good at the beginning for browsing
  - Pragmatic and practicable
  - Very easy to use, well structured
  - Simplified, everyone will get along well with it
  - Great videos
- Neutral
  - The portal did not recommend patients’ preferred treatment
  - I can’t judge it
- Negative
  - Too little info about upper back pain

**Design**
- Positive
  - Yes and no and questions and answers is good
  - Very appealing, not too cluttered
  - Videos are great
    - From the duration
    - Not so much jumping around
    - Super to see a normal person (no super athlete)
  - Visually well constructed
  - Nothing visually disturbing
- Neutral
  - No real person behind it
  - Not amazing but not bad either
  - I did not despair of it
- Negative
  - Conservative and classic, too little interactive and animated
  - Very smartphone unfriendly
### Textbox 4. Clarity, comprehensibility, and trustworthiness of the web portal (N=26).

**Clear**
- Yes
  - I had no problems finding my way around
  - Very simple overview, for the inexperienced
  - You quickly get to where you want to be
  - It was easy to find specific information
  - Everything is well described and clear
  - Well structured
- Partly
  - It took a bit to get into it, but then it was clear
- No
  - I didn't get on with it, needed help
  - Easier for a younger person, who always sits in front of the computer
  - Too convoluted, too deeply structured
  - I have to click a lot until I find what I am looking for

**Comprehensible**
- Yes
  - Everything is very simple and well described
  - Few strange words or specific terms
  - No long texts
  - Many things are relatively well explained
  - Easy to understand even for back pain novices
  - Videos are very well described, they are self-explanatory
- No
  - Contained technical terms, which the patient did not comprehend

**Trustworthy**
- Yes
  - Trustworthy source with high expertise
    - Recommended by primary care physician (PCP)
    - Developed by experts (doctors or universities)
  - Well-founded, scientific info
    - Well-founded impression
    - Very informative and scientifically developed
    - Emphasis on info, not on fuss
  - Accurate, noncontradictory information
    - Things patient knows to be true
    - Nothing contradictory
  - Serious presentation
    - Not the impression of advertising
Furthermore, underpinnings of trustworthiness were the well-founded and scientific information of the portal and its serious presentation, putting an emphasis on the clear presentation of information, while avoiding distractions or advertisements. Patients also perceived the portal as trustworthy, as it contained noncontradictory information with aspects the patients knew to be true. The use of a fictitious username with great attention to data protection also supported the impression of trustworthiness for some patients.

A total of 14 patients had suggestions for improvement. Regarding additional content, patients suggested adding the addresses of recommended specialist centers, doctors, or therapists in their region, with freely available consultation slots when a second opinion was needed at short notice, as well as an advice hotline on the contents of the portal. Including more exercises for the upper back, alternative therapies such as acupuncture, and offering support for other conditions in addition to LBP were also suggested. Design improvements were also envisaged through the use of greater customization, with separate access for patients with little experience of LBP, as well as with more experience of LBP. Regarding the exercise videos, shorter sequences for use on the go, as opposed to the current 2- to 4-minute videos on offer, would have been appreciated, as well as the ability to loop videos, adjusting the number of repetitions available for exercising in tandem with the videos. One patient would have appreciated instructions to be given throughout the program, while another patient felt the need for a diagnosis-orientated search facility, with diagnosis-specific preselection of information and exercises. Regarding accessibility, many patients felt that the portal should be made freely available to everyone, which was unfortunately not the case at the time of the study. One patient suggested that the portal be made widely available in waiting rooms and pharmacies. Some hoped that it would be made available as a smartphone app, while others were eager for a hardcopy printout to be made available to those without a computer or access to the internet. Almost all patients affirmed that they would recommend the portal to others and some had already done so.

Utility
The utility of the portal was assessed by its added value (theme 4) and its effects (theme 5).

Added Value
If patients are offered a web portal by their PCP as a supplement to the consultation, this should bring added value to the consultation or to preexisting sources of information that patients may otherwise have access to. Patients highlighted the trustworthiness and validity of the information available through tala-med as bringing added value above and beyond those gained by accessing other sources of information, such as self-guided internet searches (Textbox 5).

Patients also praised the comprehensiveness of the information provided in tala-med and its appropriateness. In addition to the perceived value of such features, patients appreciate the time and effort saved when searching for health information. Patients also see added value in watching the exercise videos, as opposed to paper instructions or reading them on the web, which may be less easy to understand. In addition to these specific aspects of the portal, the practical relevance and the positive effects on LBP were also seen as bringing added value:

"The added value for me was definitely that it comes from a clinic and my doctor recommended that I should use it. That was actually the added value for me and that I can draw the conclusion that I definitely feel better because of it. [Patient 32, male]"

Two patients saw no added value in using tala-med as they felt it did not offer any new suggestions or corrections to existing exercises, as one would experience in a face-to-face course, the latter being preferred by one of the patients.

Compared with a PCP consultation without subsequent access to tala-med, patients saw added value in the possibility to repeat, deepen, and reflect on the contents of the consultation (Textbox 6).

"How much (given as a percentage) does one really remember in a doctor-patient conversation? Not that much, right? And then you can just read about it [in the portal]. And that was quite good [...] You can just have another look: Ah...Now I have another question. Or [I] can take another look: Now that would have interested me, I forgot [that]. See if I can find something in there. Well, I find it good as an additional offer. Of course, it doesn’t replace the personal doctor-patient consultation. [Patient 15, female]"

Patients appreciated the time-flexible and independent use of the portal, which also supported their active role in taking care of their own LBP. Having access to the portal motivated patients to engage with the content and made it easier for them to implement the necessary exercises. Patients also saw the positive effects of using the portal (see the Effects section) as bringing added value to the PCP consultation. They stated that less would have been known about their LBP and less exercise would have been done had they not had access to tala-med.
Textbox 5. Added value of the web portal to other sources of information (N=26).

<table>
<thead>
<tr>
<th><strong>Trustworthiness</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Better than surfing and only coming across advertising or nonsense content</td>
<td></td>
</tr>
<tr>
<td>The content and motives of the portal do not need to be verified, as the portal is trusted</td>
<td></td>
</tr>
<tr>
<td>One knows that one is on the right website</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Information validity</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Content is valid, more profound, well founded, and professional than what is found elsewhere on the internet</td>
<td></td>
</tr>
<tr>
<td>Portal contains independent information; it contains more than just one person’s experience</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Comprehensive information</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Very bundled and compact; it comprises causes, treatment options, and exercises all in one</td>
<td></td>
</tr>
<tr>
<td>Saves time-consuming search on the internet or elsewhere; other sources of information become unnecessary</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Appropriate information</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Information is prescreened, specific to back pain (DVDs with exercises are often less specific)</td>
<td></td>
</tr>
<tr>
<td>Suits what the patient is currently dealing with</td>
<td></td>
</tr>
<tr>
<td>Facilitates further searches for appropriate information</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Good exercise videos</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exercise videos are better and more motivating than instructions on paper</td>
<td></td>
</tr>
<tr>
<td>Exercises are well explained, which was not the case with the results of an internet search</td>
<td></td>
</tr>
</tbody>
</table>
**Textbox 6.** Added value of the web portal to the primary care physician (PCP) consultation (N=26).

<table>
<thead>
<tr>
<th><strong>Additional information to the PCP consultation</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>To repeat:</strong></td>
<td></td>
</tr>
<tr>
<td>To be able to read at leisure again or recall what the PCP said</td>
<td></td>
</tr>
<tr>
<td>No need to remember everything from the conversation because patients could read it again later</td>
<td></td>
</tr>
<tr>
<td>Reading up later removes uncertainty</td>
<td></td>
</tr>
<tr>
<td><strong>To deepen:</strong></td>
<td></td>
</tr>
<tr>
<td>To deepen what the PCP said; provided targeted additional information beyond the normal consultation</td>
<td></td>
</tr>
<tr>
<td>Supplementary knowledge and new exercises</td>
<td></td>
</tr>
<tr>
<td><strong>To reflect:</strong></td>
<td></td>
</tr>
<tr>
<td>Allows comparison with what was said by the PCP</td>
<td></td>
</tr>
<tr>
<td>Be better informed to ask my PCP questions next time</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Time-flexible use</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Visit the website whenever I wanted and when I had time; always accessible</td>
<td></td>
</tr>
<tr>
<td>Glance quickly when I have a pain episode; start directly with exercises, do not have to wait for an appointment</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Independent use</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Practical solution for home, I could do something without needing a health professional</td>
<td></td>
</tr>
<tr>
<td>Can be flexibly integrated into my daily routine, one is not dependent on someone else</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Motivates engagement</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pushes me to move more; encourages me to overcome my weaker self</td>
<td></td>
</tr>
<tr>
<td>Compulsion to do something until the next consultation (to familiarize myself, to try something out)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Facilitates implementation</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exercises are well explained and easy to follow because of the videos</td>
<td></td>
</tr>
</tbody>
</table>

**Effects**

Overwhelmingly positive outcomes were mentioned by patients, highlighting the effects that using the portal had on their degree of LBP, informedness, and patient participation. Many patients were able to alleviate their LBP by using the portal, specifically as a consequence of doing the exercises. Unfortunately, 1 patient with preexisting severe LBP experienced worsening LBP while performing exercises. Patients perceived the portal as an impetus to do more exercise regularly, as well as more sport or movement in general. They also felt that doing the exercises might decrease or delay their need to visit their PCP again.

Using the portal also increased the informedness of patients with LBP. It provided them with an overview of treatments, improving their understanding of LBP, as well as its causes, while offering new perspectives on their own contribution to their LBP. Increased informedness and shared information with their PCP were seen as advantageous for upcoming consultations. Patients felt that they could (1) enter consultations with better prior knowledge, (2) ask targeted questions more easily, and (3) speak to their PCP about specific topics and exercises. Patients also assumed that increased informedness might reduce their need for PCP visits:

Do you think that...if you use the portal, it influences conversations with your PCP or with other people in the healthcare system? [Interviewer]

Yes, definitely! Definitely. Because, after all, there are many people who don’t know where back pain comes from. Or how to avoid it. I actually think that maybe you don’t need the doctor as much. [Patient 18, female]

Using the portal also facilitated patient participation, increasing patient awareness of the importance of the interaction with their PCP and encouraging them to express their thoughts and concerns through greater participation:

I have become more open in conversations with the doctor, so that I have dared more or have understood that I actually have to say what I think, only then can we really talk about it...it became clear to me that it is also from my side, yes...that I also have thoughts about my illness, or about my pain, and that I don’t just have to perceive as valid what the doctor tells me. [Patient 11, male]
For the next PCP visit, I’ll write down a few questions [in advance] and I’ll be more pushy about my problems or my wishes. [Patient 8, male]

Discussion

Principal Findings and Comparison With Prior Work

Patients accepted the portal well, appreciating its use both in the consultation and at home. PCPs mainly used the portal as an additional information resource for their patients and recommended the exercises as described. Although patients appreciated this use, it only partially exploited the information potential of the portal. The parts of tala-med, which aimed to improve the consultation and in particular shared decision-making, seem to have had little impact. With respect to these aspects, the findings suggest that tala-med or its implementation could be improved. Many patients perceived the exercises, presented as guided videos, as the most helpful part of the portal, this being the sole area of interest for some. This finding supports the suggestion of Wollmann et al [34] that videos and tutorials about health information would be well received by patients.

Patient use of the portal was facilitated through PCP behavior during the consultation, such as introducing the portal and recommending it to patients. This finding is consistent with previous studies showing that HCP recommendations and support for the DHI were facilitators of use [28]. The current evidence underlines the important role of HCPs in promoting patient use of DHIs. Our findings also showed that portal use was facilitated through further questions from patients and through new onset and moderate LBP, which also served as a reminder to patients to take action. Other levels of LBP, in particular no LBP or excessive LBP, hindered patient use of the portal. According to a current systematic review, DHIs for the self-management of LBP should be tailored to pain severity [28]; otherwise, patients would not use them [15,28,42]. Our finding that absent or severe LBP was a barrier to portal use may reflect the degree to which tala-med’s contents align with pain severity, suit patients with mild to moderate pain but less so those with absent or severe pain. This result is also consistent with a recent study by Geraghty et al [35] on the use of a DHI in primary care, which aimed to support patients in self-managing their LBP, who found mild and severe pain as barriers to DHI use. Thus, in primary care, DHIs for the self-management of LBP seem to be used primarily by patients with sufficient but not severe pain. In line with previous evidence [28], our findings showed that the use of the portal was facilitated by the high self-motivation of patients.

Barriers to the use of the portal included other more intensive back pain therapies and other acute conditions. Similar to our findings, Geraghty et al [35] described concurrent health conditions and comorbidities as barriers, although these specific comorbidities differed. Mental health conditions, especially depression, which is often associated with LBP [43], were not mentioned in previous studies as a barrier. However, the hindering effect of depression due to reduced drive and low energy has been observed with respect to the use of face-to-face pain self-management programs [44,45]. If depression hinders patient engagement in face-to-face programs, this hindering effect should be even stronger with DHIs such as tala-med, which do not involve direct contact with an HCP and thus provide less-direct guidance and encouragement for use. Furthermore, we also found that comorbidities could facilitate patient use of a DHI if this had a positive effect on both LBP and the comorbidity, for instance, in the case of hypertension and LBP. Similar to previous studies [28,29,42,46,47], we also found that technical problems with the portal or little technical skill of the patient were an important barrier to portal use. The technical requirements and required technical skills of a DHI are particularly important because they can exacerbate inequalities in access to quality health information [48,49]. For example, older people and those with lower education and lower income could be disadvantaged, as a larger proportion of these groups do not have access to or cannot use the internet [50,51]. Therefore, when developing and using a DHI, care should be taken to ensure that the information contained could be made available to patients in a nondigital format. The web portal tala-med considered this by offering a hard-copy brochure that covered all topics of the portal, as well as printable information graphics, fact sheets, checklists, and exercise sheets that contained summaries of single topics.

Overall, patients perceived tala-med as usable, rated it positively, and considered it a clear, comprehensible, trustworthy, and practical resource that they would recommend to others. Our findings are consistent with previous studies showing that approval by an HCP supported patient trust in the quality of the contents of a DHI [29,52]. In addition, they provided insights into further characteristics of the portal content or its presentation that also contributed to the portal’s trustworthiness from the patients’ perspective. The usability of tala-med could be further enhanced by offering it as a smartphone app, in addition to greater customization and the inclusion of information to help patients find or contact back pain specialists. The latter 2 suggestions corroborate previous studies in which patients with LBP felt that the DHI could be more customized to their needs and provide an opportunity to contact an HCP [15,53]. Patients perceived tala-med as offering added value to other sources of information. In particular, patients felt that they could trust the portal; its contents; and its provision of in-depth, comprehensive, and appropriate information. Trustworthiness, in particular, reflects an important feature of web-based health information [34] that is deficient in many websites [15]. Tala-med may remedy the information dilemma faced by many patients when searching for health information on the internet by adding value to self-guided web-based searches.

The practical relevance of tala-med and its reported positive effects underline the fact that patients were able to understand and make good use of the portal’s information, while also adding value to the PCP consultation. The ability to use tala-med independently and flexibly is an advantage typical of DHIs [28,42]. As a consequence of these features and the incorporated exercise videos, the portal motivates and empowers patients to manage their back pain whenever there is a need or free time to do so. By providing informational, motivational, and practical support, the portal contributed to a decrease in back pain and
reduced the need for patients to visit their PCP repeatedly because of LBP. Receiving the portal from their PCP added value to patients. It enriched preceding consultations by allowing patients to repeat and reflect on the contents of the consultation, thus increasing patient informedness while also facilitating and encouraging patient participation in future consultations through increased prior knowledge. These findings are in line with a recent systematic review, which suggests that by using DHIs, “users improved understanding of LBP and enhanced communication with their HCP during subsequent consultations” [28]. Overall, patient perceptions support the utility of the portal, especially when used in combination with PCP consultations.

Clinical Implications

PCPs could make good use of well-designed web portals for LBP as a supplement to their consultations [35]. Patients welcomed this additional web-based resource if they were familiar with digital technology and the internet. To support patient acceptance of a DHI and its positive effects, it should be integrated into consultations or patient treatment plans. Even if patients can easily use the DHI on their own, PCPs play a crucial role in deciding whether their state of health, in particular pain intensity, comorbidities, and further treatments are compatible with using a given DHI, and which one may offer the most helpful content to patients in terms of prescribing exercises or further information. PCPs and patients benefit from using DHIs such as tala-med as a supplement to their consultations [47], as it prepares patients for upcoming consultations and increases their participation. Because the aforementioned implications and their underlying findings are not unique to patients with LBP or tala-med, they may be generalized to other DHIs providing health content [21,22] used during and after PCP consultations.

Strength and Limitations

With 32 half-hour interviews, our qualitative study had a comprehensive information base, including both patients who used tala-med and those who did not. Nonetheless, our study relied on a self-selected sample of only 17% of all invited patients. As a result, negative and rare experiences with our portal may have been missed because the patients who experienced them did not participate in our study.

Compared with previous studies, a strength of our study was that patients were able to report their actual experiences with the consultation and the web portal, rather than their anticipated preferences [15]. However, for several patients, these experiences were not particularly vivid at the time of the interview, as the interviews took place at least 4 weeks after the consultation. These patient perceptions of their PCP use of the portal during the consultation may reflect their PCP’s actual behavior unreliably, as subtleties of the consultation, such as brief uses or remarks about the portal during the consultation, may have been forgotten. Recall difficulties may also have led patients to perceive distinguishable aspects of usability less distinctively owing to halo effects [54] and may have led to more socially desirable responses. When investigating details of the portal, such as its usability, it would have been helpful to have the portal open in front of patients, as they were interviewed.

Researchers from different departments developed the portal (AM and SVR) and conducted interviews (CS and M Klimmek). Nevertheless, patients may have mistakenly assumed that they were speaking with someone who had also developed the portal, as the interviewers worked at the same medical center as the portal developers. Thus, patients may have felt inhibited in expressing any criticisms of the portal. However, this limitation only related to patient experiences of the portal. The fact that the interviewers were employed at a university medical center independent of and in a different federal state to that of the PCPs appeared to offer an advantage, in that patients did not have to be concerned when speaking freely about their perceptions of the PCP consultation.

Future studies that quantitatively investigate how patients perceive and evaluate tala-med or similar informational DHIs and their effects may mitigate the aforementioned limitations. This could further expand our knowledge of the acceptance, usability, and utility of web portals for LBP.

Conclusions

Most patients accepted our web portal well. Patient perception also affirmed its usability and utility. Tala-med may thus mitigate the information dilemma of patients and seems well suited as a supplement to PCP consultations. The facilitators of and barriers to use in our study are consistent with previous findings and indicate that PCPs should consider pain severity, comorbidities, other therapies, and IT equipment and skills of patients to support their acceptance of the portal. The setting itself, that is, the distribution of the portal by PCPs, seems appropriate as it supports the perceived acceptance and trustworthiness of the portal by patients, as well as bringing added value to current and future consultations. Patient perceptions thus highlight the appropriateness of the portal and the setting. However, they also indicate that many PCPs do not make full use of the portal, rarely integrating it into their consultations. Beyond feedback on tala-med and its implementation, the insights of our study on the acceptance, usability, and utility of tala-med offer valuable suggestions for the development of DHIs and their successful use as supplements to PCP consultation.

Acknowledgments

The authors thank Natascha Anka for her valuable comments on this manuscript and Rebekka Allen for proofreading the translated transcripts of patients. This study was part of the Gut informierte Kommunikation zwischen Arzt und Patient (GAP) trial (DRKS00014279, German Clinical Trial Register), which was funded by grant 01NVF17010 from Innovationsausschuss of the Gemeinsamer Bundesausschuss. The funding agency has no role in any aspect of the trial, such as planning or conducting the

https://formative.jmir.org/2022/12/e38748 JMIR Form Res 2022 | vol. 6 | iss. 12 | e38748 | p.461 (page number not for citation purposes)
trial or in the analysis, interpretation, reporting, or dissemination of study results. We acknowledge support from the Open Access Publication Fund of the University of Freiburg.

Data Availability
The data sets generated and analyzed during this study are not publicly available because patients were assured in the informed consent form that their personal data would not be made public (according to the General Data Protection Regulation, transcripts of anonymized interviews are considered personal data); however, they are available from the corresponding author upon reasonable request.

Authors’ Contributions
CS contributed to the development of the interview guide, conducted all but 1 interview, led the data analysis, and wrote and revised the manuscript. NR contributed to the development of the interview guide and the data analysis. PvdK was responsible for the recruitment of the patients and critically revised the manuscript. ACSL prepared the data management (eg, the data protection concept), developed the methodological design and the interview guide, and critically revised the manuscript. M Klimmek conducted an interview, contributed to the data analysis, and critically revised the manuscript. M Körner critically revised the manuscript. KS contributed to the recruitment of patients. SVR was responsible for the conception and project management of the project, in which the study was embedded. He contributed to the development of the intervention and critically revised the manuscript. AM developed the intervention, described the intervention, and critically revised the manuscript. MS critically revised the manuscript and edited it as a native speaker. EFG supervised the planning and execution of the study and critically revised the manuscript. CS, NR, PvdK, ACSL, M Klimmek, M Körner, SVR, and EFG discussed the results before preparing the first draft of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Interview guide.
[DOC File , 100 KB - formative_v6i12e38748_app1.doc ]

Multimedia Appendix 2
Allocation of codes to themes.
[DOC File , 90 KB - formative_v6i12e38748_app2.doc ]

References


36. Voigt-Radloff S. Methoden-Leitfaden. Cochrane Deutschland. 2022. URL: https://g


Abbreviations

- **DHI**: digital health intervention
- **GAP**: Gut informierte Kommunikation zwischen Arzt und Patient
- **HCP**: health care professional
- **LBP**: lower back pain
- **OSOP**: one sheet of paper
- **PCP**: primary care physician
- **RCT**: randomized controlled trial

©Christian Schlett, Nicole Rötttele, Piet van der Keylen, Andrea Christina Schöpf-Lazzarino, Miriam Klimmek, Mirjam Körner, Kathrin Schnitzius, Sebastian Voigt-Radloff, Andy Maun, Mario Sofroniou, Erik Farin-Glattacker. Originally published in JMIR Formative Research (https://formative.jmir.org), 29.12.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Theoretical Approach and Scale Construction of Patient Privacy Protection Behavior of Doctors in Public Medical Institutions in China: Pilot Development Study

Jie Xu\textsuperscript{1,*}, MPhil; Lu Lu\textsuperscript{1,*}, MA; Kaichen Xing\textsuperscript{2}, BA; Huwei Shi\textsuperscript{1}, MM; Ruiyao Chen\textsuperscript{1}, MEng; Yujun Yao\textsuperscript{1}, MEng; Sichen Liu\textsuperscript{1}, BSc; Zhongzhou Xiao\textsuperscript{1}, MSc; Xinwei Peng\textsuperscript{1}, MM; Shuqing Luo\textsuperscript{1}, BM; Yun Zhong\textsuperscript{1}, BBA

\textsuperscript{1}Shanghai Artificial Intelligence Laboratory, West Bank International Artificial Intelligence Center, Shanghai, China
\textsuperscript{2}Universit\é de Montpellier, Montpellier, France
*these authors contributed equally

Corresponding Author:
Jie Xu, MPhil
Shanghai Artificial Intelligence Laboratory
West Bank International Artificial Intelligence Center
701 Yunjin Road
Shanghai, 200030
China
Phone: 86 021 23537800
Email: xujie@pjlab.org.cn

Abstract

Background: Considering the high incidence of medical privacy disclosure, it is of vital importance to study doctors’ privacy protection behavior and its influencing factors.

Objective: We aim to develop a scale for doctors’ protection of patients’ privacy in Chinese public medical institutions, following construction of a theoretical model framework through grounded theory, and subsequently to validate the scale to measure this protection behavior.

Methods: Combined with the theoretical paradigm of protection motivation theory (PMT) and semistructured interview data, the grounded theory research method, followed by the Delphi expert and group discussion methods, a theoretical framework and initial scale for doctors in Chinese public medical institutions to protect patients’ privacy was formed. The adjusted scale was collected online using a WeChat electronic survey measured using a 5-point Likert scale. Exploratory and confirmatory factor analysis (EFA and CFA) and tests to analyze reliability and validity were performed on the sample data. SPSS 19.0 and Amos 26.0 statistical analysis software were used for EFA and CFA of the sample data, respectively.

Results: According to the internal logic of PMT, we developed a novel theoretical framework of a “storyline,” which was a process from being unaware of patients’ privacy to having privacy protection behavior, that affected doctors' cognitive intermediary and changed the development of doctors' awareness, finally affecting actual privacy protection behavior in Chinese public medical institutions. Ultimately, we created a scale to measure 18 variables in the theoretical model, comprising 63 measurement items, with a total of 208 doctors participating in the scaling survey, who were predominantly educated to the master’s degree level (n=151, 72.6%). The department distribution was relatively balanced. Prior to EFA, the Kaiser-Meyer-Olkin (KMO) value was 0.702, indicating that the study was suitable for factor analysis. The minimum value of Cronbach $\alpha$ for each study variable was .754, which met the internal consistency requirements of the scale. The standard factor loading value of each potential measurement item in CFA had scores greater than 0.5, which signified that all the items in the scale could effectively converge to the corresponding potential variables.

Conclusions: The theoretical framework and scale to assess doctors’ patient protection behavior in public medical institutions in China fills a significant gap in the literature and can be used to further the current knowledge of physicians’ thought processes and adoption decisions.

(JMIR Form Res 2022;6(12):e39947) doi:10.2196/39947
KEYWORDS
scale; Chinese public medical institutions; doctors’ protection behavior of patients’ privacy

Introduction

Background

Privacy disclosure [1] refers to the release, transfer, access, or disclosure of information in any way to an individual or group outside of the entity holding the information. According to a Verizon data disclosure survey, the medical industry is the only industry with an internal threat higher than an external threat, considering that a significant number of medical data leaks are associated with internal medical staff [2]. The high incidence of medical data [3-5] and patient information leakages may cause patient identity violations [6] and financial losses [7], alongside potentially more severe social effects. Currently, in China, organizations at all levels regulate the privacy protection behavior of medical staff by publishing relevant policies and setting privacy protection requirements for medical staff [8-10]. Generally, hospitals also have privacy disclosure restrictions, medical practitioners must adhere to for patient privacy protection. However, even with multiple patient privacy protection requirements, the leakage of patient privacy remains frequent. Unfortunately, as those with direct contact with medical information, the negligence or improper behavior of doctors has become 1 of the primary reasons for this [11,12]. Therefore, it is vital to study doctors’ privacy protection behavior in the hospital setting. Public medical institutions, which are government interventions in the medical market, are of universal significance worldwide. They provide inexpensive welfare services for the public rather than high-priced private medical services. Current studies focus on the primary influencing factors affecting doctors’ motivation to comply with data protection [13], the influencing factors of electronic medical record (EMR) privacy protection by doctors [7], and the reaction mechanism of doctors toward patients’ privacy protection requirements [14]. Furthermore, personal factors, including age, gender, educational background, professional title, working years, position, and understanding of laws and regulations [15,16], alongside environmental factors, such as a strict patient privacy protection system, systematic training, sufficient materials for patient privacy protection, and demonstrations by managers [17], all had an impact on doctors’ privacy protection behavior toward patients. Currently, research into the privacy protection behavior of doctors, including the factors that influence behavior and intention, remains insufficient. Similarly, a theoretical basis and measurement scale of patient privacy protection behavior of doctors in public medical institutions in China are yet to be formed.

Consequently, this study aims to use the method of grounded theory to construct a theoretical model framework of the patient privacy protection behavior of doctors in public medical institutions in China. The measurement items of each variable were defined in combination with the results of coding analysis. The measurement scale was created, and the data were analyzed by exploratory factor analysis (EFA) and confirmatory factor analysis (CFA).

Theory

Noar [18] proposed that the selection of a theoretical framework requires comparisons of multiple theoretical frameworks. The theory of planned behavior [13,19], protection motivation theory (PMT) [20], and the Health Belief Model [7] are often included in the theoretical basis of privacy protection. Comparison of these 3 theories shows that for the privacy protection behavior of doctors, fear of negativity is an important motivation for behavior change. Threat appraisal (TA), coping appraisal (CA), social norms (SN), and ethical personal characteristics are supposed to influence the development of doctors’ awareness of the protection of patient privacy, thus leading to modifications in the actual behavior of doctors. The criteria for designating the theoretical framework were the related behavioral theories adopted by the current studies on privacy protection, followed by domestic and international studies on the influence factors of health care workers’ privacy protection behavior, in which the main influence factors should be contained in the selected dimensions. Based on the fear of negativity, the privacy protection behavior of doctors in public medical institutions in China alters the motivation of protection behavior through obtaining relevant cognitive information and thus affects the individual’s protection behavior. Consequently, the framework of PMT is in line with the theoretical paradigm of this study. PMT was developed using Health Belief Model by Rogers et al [21] in 1975. The factors affecting health-related behavior include perceived severity (PSE), perceived susceptibility (PSU), self-efficacy (SE), and response cost (RC), in addition to the object’s perceived intrinsic rewards (IRE) and extrinsic rewards (ERE) [22,23]. However, patients’ privacy protection by doctors in public medical institutions in China is the otherness behavior of non-right holders. The effect of social norms, attitudes, personal characteristics, and other factors on behavioral intentions are not considered in PMT. The mechanism of privacy protection by public medical institution doctors in China is yet to be fully explored. Exploratory research was required to construct a theoretical model of this study.

Methods

Theoretical Construction

Considering the practical problem of how to promote the protection of patients’ privacy in public medical institutions in China, we used the the theoretical paradigm of PMT. Through theoretical sampling, we selected representative interviewees and subsequently interviewed them using a semi-structured interview. The interview period spanned from January 25 to February 25, 2022, which was a total of 32 days. The original data of grounded theory coding analysis was generated from the interviews. Subsequently, program-based grounded theory [24] was used to analyze the coding based on the original interview data and refine the scope of the study, alongside discussing the logical relationship between them and building the theoretical model framework [25-27].
Scale Design and Optimization

Drawing on the methodology for scale development proposed by Churchill [28], a scale was designed based on the 3 principles of content, function, and overall uniformity. The process of scale construction is shown in Figure 1. Combined with the coding analysis results of the grounded theory method in the previous section, the key concept of interviews from the records of public medical institution doctors in China were extracted and the measurement items of the variables in this study were processed and separated. Regarding the initial scale, we had to make some adjustments to the items of the scale following the Delphi method [29] and a group discussion, including merging and deleting items with similar meanings in the scale, merging and adjusting items with an inclusion relationship, and adjusting the wording to ensure the semantic readability was concise and that the sentences were easy to understand to prevent misunderstandings.

Figure 1. A Consolidated Standards of Reporting Trials (CONSORT) table of the process of the scale construction derived from Churchill's scale development.

Sample Preparation

The criteria for recruitment of doctors to be interviewed were as follows: (1) serving public medical institutions in China, (2) definition of “doctors” corresponding to the indicators of the China Health Statistical Yearbook, and (3) voluntary participation in this study. The survey adopted convenience and snowball sampling and was sent in the form of an electronic survey scale through WeChat. Data collection ran from April 1 to 25, 2022. In this study, the explicative items of threat, coping, support, and ethical appraisal were measured in the form of a 5-point Likert scale [30]: 1=completely disagree, 2=disagree, 3=uncertain, 4=agree, and 5=fully agree. In addition, IRE, ERE, and RC were inversely assigned. The explained variables, such as consciousness formation, body privacy, information privacy, and related privacy, were measured and assigned “yes” or “no” using binary variables, corresponding to 1 or 0, respectively.
Data Analysis

First, we conducted EFA, including a reliability evaluation using Cronbach α, which was the optimum method to evaluate the reliability of internal consistency. It is generally accepted that a Cronbach α score above 0.8 indicates excellent internal consistency, .6-.8 implies good consistency, and below .6 suggests poor internal consistency [31,32]. To ensure that the items involved in the measurement comprehensively and accurately measured the corresponding variables, we used EFA to assess the content validity of the scale. Although EFA is not an accurate method to test theoretical assumptions, it allowed us to draw conclusions regarding the construct validity of the proposed scale [33,34]. Prior to EFA, the Kaiser-Meyer-Olkin (KMO) and Bartlett sphericity test was conducted on the scale to determine whether the scale is suitable for factor analysis. According to the judgment standard of KMO values, when the KMO value is above 0.6, the scale can be subject to factor analysis, while if it is above 0.8, the scale is suitable for factor analysis [35]. The variance maximization rotation for principal component analysis of the measurement scale and the Kaiser normalization maximum variance method for rotation were used in the EFA of this study. The rotation was confirmed to have converged following 7 iterations. In this study, SPSS 19.0 statistical analysis software was used for EFA of the sample data.

CFA was helpful to verify whether the subordinate relationship between the items in the scale and the extracted factors were correct or whether there were any wrong attributions to dimension problems [36,37]. Concerning the CFA result, if the standardized factor load of the item is greater than 0.5, it is accepted that the item can converge to its corresponding latent variable. The maximum likelihood was used in the model estimation. The χ² (df) value, the root-mean-square error of approximation (RMSEA), the standardized root-mean-square residual (SRMR), the Tucker-Lewis index (TLI), and the comparative fit index (CFI) were calculated to evaluate the model fit [38,39]. A model with good fit is achieved if χ² (df) is lower than 3 [40]. An RMSEA value below 0.05 indicates that the model is good [40]. SRMR values below 0.1 suggest that the model is acceptable [41]. The CFI and TLI values should be greater than 0.95 [42]. In addition, we evaluated the reliability of the scale by calculating the comprehensive reliability score [43,44] and analyzed both the convergence and discrimination effectiveness by comparing the average variance extracted (AVE) and the square correlation value [45,46]. If the variance of potential structure interpretation is greater than the variance according to measurement error (if the AVE value is higher than 0.5), the convergence effectiveness is clear [46]. If the AVE value is greater than the square correlation value, the discrimination effectiveness is obvious [46]. In conclusion, aggregate validity and discriminant validity are powerful indicators of structural validity [45,47]. Throughout this research, Amos 26.0 statistical analysis software was used for CFA of the samples.

Ethical Considerations

Survey recipients were informed that participation was anonymous and voluntary, that all responses would be kept confidential, and that the collected data would be used for academic research only. The survey was approved by the Institutional Review Board at Huadong Sanatorium (approval no. (2022)13 of the Ethic Committee), and all participants provided written informed consent.

Results

Theoretical Model

In total, 26 public medical institution doctors in China were selected, 10 (38.5%) of whom had personal, in-depth interviews, while the remaining 16 (61.5%) had 2 online focus group interviews according to their time arrangement. Finally, we obtained 12 interview records of over 50,000 words. Based on coding analysis and the theoretical saturation test, the results are detailed in Multimedia Appendix 1. According to the internal logic of PMT, the cognitive intermediary of doctors in public medical institutions in China regarding patient privacy protection would affect the doctors' behavior by altering the development of their awareness of the protection of patient privacy. The protection of patients’ privacy under the awareness of public medical institutions would lead to modifications in the actual behavior of doctors. Consequently, in this study, we considered doctors in public medical institutions in China to move through a process, from being unaware of patients’ privacy to having privacy protection behavior. We regarded that this process affected doctors' cognitive intermediary and changed the development of their awareness of patients’ privacy protection in public medical institutions in China in order to affect actual privacy protection behavior. According to the logical relationship of this “storyline,” we developed a novel theoretical framework, which is the theoretical model framework of the mechanism of doctors' protection of patients' privacy in public medical institutions in China, as illustrated in Figure 2.
Figure 2. The theoretical model framework of doctors’ privacy protection behavior for patients in public medical institutions in China.

Optimization of the Initial Scale
The results of the initial scale are displayed in Multimedia Appendix 2. A total of 15 items were corrected. Following the aforementioned correction and adjustment of measurement items, an initial scale to measure 18 direct measurement variables in the theoretical model of doctors’ behavior mechanism of protecting patients’ privacy in public medical institutions in China was formed. This also included 63 measurement items, which were coded. Tables 1-5 illustrates the specific codes and corresponding measurement items.
### Table 1. Item setting of the initial scale for TA\(^a\).

<table>
<thead>
<tr>
<th>Variable and code</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSE(^b)</strong></td>
<td></td>
</tr>
<tr>
<td>PSE1</td>
<td>I think it is very serious and dangerous that the disclosure of patient privacy information will incur punishment by laws and regulations.</td>
</tr>
<tr>
<td>PSE2</td>
<td>I think it is very serious and dangerous that the disclosure of patient privacy information will protect patients' rights and deepen the contradiction between doctors and patients.</td>
</tr>
<tr>
<td>PSE3</td>
<td>I think it is very serious and dangerous that the disclosure of patient privacy information will incur punishment according to the hospital standard system.</td>
</tr>
</tbody>
</table>

| **PSU\(^c\)**     |                                                                                                                                       |
| PSU1              | I think that laws and regulations pay increasing attention to the protection of patients' privacy and have the tendency to make mandatory punishment measures for privacy disclosure. |
| PSU2              | I think that patients' awareness of protecting rights is progressively becoming stronger, and the protection of personal privacy is paid increasing attention. The leakage of patient privacy will further deepen the contradiction between doctors and patients. |
| PSU3              | I think hospitals pay increasing attention to the privacy protection of patients, and the standards and systems will be more and more rigorous, and privacy disclosure incidents will be punishable. |

| **IRE\(^d\)**     |                                                                                                                                       |
| IRE1              | I think that the disclosure of patients' privacy can be exchanged for certain financial returns.                                 |
| IRE2              | I think it is inevitable that patient privacy will be leaked in the process of scientific research output.                        |
| IRE3              | I think meeting celebrities or attending new events at work will 'get out' on personal social platforms.                        |

| **ERE\(^e\)**     |                                                                                                                                       |
| ERE1              | I've heard about the exchange of property through patient privacy information.                                                  |
| ERE2              | I hear that the easier it is for individuals or institutions to get patient data, the greater the output of scientific research.  |
| ERE3              | I have heard that doctors have exposed some medical information or personal information about celebrities and related people on social platforms. |

\(^{a}\)TA: threat appraisal.  
\(^{b}\)PSE: perceived severity.  
\(^{c}\)PSU: perceived susceptibility.  
\(^{d}\)IRE: intrinsic rewards.  
\(^{e}\)ERE: extrinsic rewards.
**Table 2.** Item setting of the initial scale for CA\(^a\).

<table>
<thead>
<tr>
<th>Variable and code</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SE(^b)</strong></td>
<td>I think it's easy for me to protect the privacy of patients.</td>
</tr>
<tr>
<td></td>
<td>I think it's convenient for me to protect the privacy of patients.</td>
</tr>
<tr>
<td></td>
<td>I have the ability to protect the privacy of patients from being disclosed.</td>
</tr>
<tr>
<td><strong>RE(^c)</strong></td>
<td>I think the doctors' protection measures to ensure the privacy of patients can effectively prevent the leakage of patients' privacy.</td>
</tr>
<tr>
<td></td>
<td>I think the privacy protection measures of doctors can keep patients' privacy in a safe environment.</td>
</tr>
<tr>
<td></td>
<td>I think the privacy protection measures of doctors for patients can better protect the privacy of patients.</td>
</tr>
<tr>
<td><strong>RC(^d)</strong></td>
<td>I think that paying attention to the protection of patients' privacy will affect the output of my overall scientific research results.</td>
</tr>
<tr>
<td></td>
<td>I think that paying attention to the privacy protection of patients will affect the development and efficiency of my clinical work and teaching.</td>
</tr>
<tr>
<td></td>
<td>I think that paying attention to the privacy protection of patients will increase my work pressure.</td>
</tr>
</tbody>
</table>

\(^a\)CA: coping appraisal.  
\(^b\)SE: self-efficacy.  
\(^c\)RE: response efficacy.  
\(^d\)RC: response cost.
### Table 3. Item setting of the initial scale for SA

<table>
<thead>
<tr>
<th>Variable and code</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SS(^b)</strong></td>
<td>I think the protection of patients' privacy needs the full-time supervision and management of a hospital department.</td>
</tr>
<tr>
<td>SS1</td>
<td>I think it is necessary for the hospital to regularly organize training and assessment according to the laws and regulations related to patient privacy protection.</td>
</tr>
<tr>
<td>SS2</td>
<td>I think it is necessary for the hospital to regularly organize training and assessment for the hospital system related to patient privacy protection and other contents related to patient privacy protection.</td>
</tr>
<tr>
<td><strong>IS(^c)</strong></td>
<td>I think it is necessary to use information technology, artificial intelligence, and other technologies to improve the information construction level of hospitals for patient privacy protection.</td>
</tr>
<tr>
<td>IS1</td>
<td>I think it is necessary to carry out reasonable authority management on the information system to protect the patient's private information.</td>
</tr>
<tr>
<td>IS2</td>
<td>I think it is necessary to impose reasonable data transmission restrictions on the information system to protect patients' private information.</td>
</tr>
<tr>
<td><strong>NS(^d)</strong></td>
<td>I think it is necessary to build a patient privacy protection system and carry it out effectively to ensure the rationalization process of patient privacy protection in doctors' work.</td>
</tr>
<tr>
<td>NS1</td>
<td>I think it is necessary to combine the patient privacy protection system with the doctor's daily work, so that the doctor's behavior of protecting the patient's privacy becomes a daily aspect of the work.</td>
</tr>
<tr>
<td>NS2</td>
<td>I think it is necessary to formulate a reasonable scientific research application system and conduct scientific research efficiently on the basis of legal and compliant patient privacy protection.</td>
</tr>
<tr>
<td><strong>ES(^e)</strong></td>
<td>I think improving the medical environment (such as independent consulting room, sound insulation treatment of consulting room) can better protect the privacy of patients.</td>
</tr>
<tr>
<td>ES1</td>
<td>I think it is necessary to maintain the order of medical treatment (for example, prevent irrelevant patients from gathering in the consulting room), which can better protect the privacy of patients.</td>
</tr>
<tr>
<td>ES2</td>
<td>I think facilities that provide patient privacy protection (such as curtains and privacy processing of bedside card information) can better protect patient privacy.</td>
</tr>
</tbody>
</table>

\(^{a}\)SA: support appraisal.  
\(^{b}\)SS: supervision support.  
\(^{c}\)IS: information support.  
\(^{d}\)NS: norm support.  
\(^{e}\)ES: environment support.
### Table 4. Item setting of the initial scale for EA\(^a\).

<table>
<thead>
<tr>
<th>Variable and code</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RS(^b)</strong></td>
<td>I think it is the duty of doctors to protect patients' privacy.</td>
</tr>
<tr>
<td></td>
<td>I believe that doctors should protect patients' privacy.</td>
</tr>
<tr>
<td></td>
<td>I think my sense of responsibility urges me to protect patients' privacy in my daily work.</td>
</tr>
<tr>
<td><strong>PM(^c)</strong></td>
<td>I think doctors' protection of patients' privacy is a requirement of their own professional ethics.</td>
</tr>
<tr>
<td></td>
<td>I think my sense of professional ethics urges me to protect patients' privacy in my daily work.</td>
</tr>
<tr>
<td></td>
<td>From education to work, the protection of patients' private information is a professional ethic repeatedly emphasized by doctors.</td>
</tr>
<tr>
<td><strong>EH(^d)</strong></td>
<td>I think doctors should consider the harm of privacy information disclosure from the perspective of patients, to become more aware of protecting the privacy of patients.</td>
</tr>
<tr>
<td></td>
<td>I have had a personal information disclosure experience as a patient, so I am more aware of protecting the privacy of patients.</td>
</tr>
<tr>
<td></td>
<td>I think that I can ‘push myself to others’ to protect my patients’ privacy in my daily work.</td>
</tr>
</tbody>
</table>

\(^a\)EA: ethical appraisal.

\(^b\)RS: responsibility.

\(^c\)PM: professional moral.

\(^d\)EH: empathy heart.
Table 5. Item setting of the initial scale for CF, BP, IP, and RP.

<table>
<thead>
<tr>
<th>Variable and code</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CF</strong></td>
<td></td>
</tr>
<tr>
<td>CF1</td>
<td>I think I have developed a sense of privacy protection in my clinical work.</td>
</tr>
<tr>
<td>CF2</td>
<td>I think I have formed a sense of privacy protection in my teaching.</td>
</tr>
<tr>
<td>CF3</td>
<td>I think I have formed a sense of privacy protection in my own research work.</td>
</tr>
<tr>
<td><strong>BP</strong></td>
<td></td>
</tr>
<tr>
<td>BP1</td>
<td>Protect the patient’s privacy during surgery or examination, such as curtain pulling and preventing a third party from breaking in.</td>
</tr>
<tr>
<td>BP2</td>
<td>Effectively block the privacy of patients during live operations.</td>
</tr>
<tr>
<td>BP3</td>
<td>Medical observation or teaching requires the consent of the patient.</td>
</tr>
<tr>
<td>BP4</td>
<td>No illegal touch or peek at the patient’s privacy.</td>
</tr>
<tr>
<td><strong>IP</strong></td>
<td></td>
</tr>
<tr>
<td>IP1</td>
<td>In the situations of outpatient, ward check, case discussion, medical education and observation, the patient shall obtain the consent of the patient himself and take confidentiality measures. The privacy information of the patient shall not be publicized or publicly discussed orally, including the personal information and disease information with identifiable characteristics, such as avoiding calling the full name of the patient loudly, avoiding ‘listening’ or ‘breaking in’ by people other than patients without the consent of the patient.</td>
</tr>
<tr>
<td>IP2</td>
<td>In the face of the condition inquiry, strictly confirm and ask the status of the patient’s condition personnel, confirm as me or with my consent.</td>
</tr>
<tr>
<td>IP3</td>
<td>For patients with special conditions (for example infectious diseases involving privacy), it is necessary to talk to the patients individually.</td>
</tr>
<tr>
<td>IP4</td>
<td>Deliberately disclose and disseminate the privacy of patients without using their duties, such as taking the bedside card test sheets of celebrities to the internet.</td>
</tr>
<tr>
<td>IP5</td>
<td>Protect medical documents such as inspection and medical records without random placing, damage, loss, and prevent theft and being wrongly picked up.</td>
</tr>
<tr>
<td>IP6</td>
<td>Under the unnecessary diagnosis and treatment process, without the consent of the patient, the medical documents shall not be checked, copied, or borrowed during the hospitalization of the patient.</td>
</tr>
<tr>
<td>IP7</td>
<td>Use personal information system account number as required, and login to view patient information without borrowing non-authorised people.</td>
</tr>
<tr>
<td>IP8</td>
<td>Not disclose the privacy information of the patient for any benefit reasons to obtain business, advertise or defraud.</td>
</tr>
<tr>
<td>IP9</td>
<td>When leaving the office seat, protect the pages with patient privacy information and lock the screen of the computer.</td>
</tr>
<tr>
<td>IP10</td>
<td>Scientific research, including the mining of electronic medical record information, whether it is the steps of data acquisition, viewing, processing or analysis, is strictly done to de privacy.</td>
</tr>
<tr>
<td>IP11</td>
<td>In the form of talks or written (case discussion, writing medical treatises, scientific research papers), for example, when communicating and learning on medical social network platform to share typical cases, do well in privacy treatment.</td>
</tr>
<tr>
<td><strong>RP</strong></td>
<td></td>
</tr>
<tr>
<td>RP1</td>
<td>Do not disclose information about family members and other personal relationships of any patient.</td>
</tr>
<tr>
<td>RP2</td>
<td>Do not disclose family members and other personal relationship information of any patient on social platforms.</td>
</tr>
<tr>
<td>RP3</td>
<td>Do not verbally promote or publicly discuss family members and other personal relationship information of any patient.</td>
</tr>
</tbody>
</table>

---

*CF*: consciousness formation.  
*BP*: body privacy.  
*IP*: information privacy.  
*RP*: related privacy.  

**Descriptive Analysis Results**

The survey we issued was scanned a total of 278 times, and 208 valid questionnaires were identified following recovery; thus, the effective recovery rate was 74.8%. The gender ratio of men to women was relatively balanced, with 46.6% (n=97) of the participants being men. The majority of the respondents were 26-35 years old, accounting for 63.9% (n=133) of the total sample. The respondents were predominantly educated to the master’s degree level, accounting for 72.6% (n=151), which was consistent with the general education background of doctors. The department distribution was relatively balanced. Regarding urban distribution, Shanghai accounted for the highest proportion (n=131, 63.0%) due to convenience sampling. The
detailed characteristics of the pretest samples are displayed in Table 6.

<table>
<thead>
<tr>
<th>Sample characteristics and measurement items</th>
<th>Sample size (N=208), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>97 (46.6)</td>
</tr>
<tr>
<td>Female</td>
<td>111 (53.4)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>9 (4.3)</td>
</tr>
<tr>
<td>26-35</td>
<td>133 (63.9)</td>
</tr>
<tr>
<td>36-50</td>
<td>61 (29.3)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td><strong>Educational background</strong></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>41 (19.7)</td>
</tr>
<tr>
<td>Master</td>
<td>151 (72.6)</td>
</tr>
<tr>
<td>Doctor</td>
<td>16 (7.7)</td>
</tr>
<tr>
<td><strong>Department</strong></td>
<td></td>
</tr>
<tr>
<td>Otorhinolaryngology</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Infectious diseases</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Pulmonology</td>
<td>16 (7.7)</td>
</tr>
<tr>
<td>Severe medicine</td>
<td>9 (4.3)</td>
</tr>
<tr>
<td>Clinical laboratory</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Endocrinology</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Anesthesiology</td>
<td>24 (11.5)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>23 (11.1)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>23 (11.1)</td>
</tr>
<tr>
<td>Burns and plastic surgery</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Internal medicine: cardiovascular</td>
<td>16 (7.7)</td>
</tr>
<tr>
<td>Surgery</td>
<td>9 (4.3)</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>9 (4.3)</td>
</tr>
<tr>
<td>Medical service</td>
<td>9 (4.3)</td>
</tr>
<tr>
<td>Imaging</td>
<td>18 (8.7)</td>
</tr>
<tr>
<td>Oncology</td>
<td>9 (4.3)</td>
</tr>
<tr>
<td>Dental</td>
<td>18 (8.7)</td>
</tr>
<tr>
<td><strong>City</strong></td>
<td></td>
</tr>
<tr>
<td>Beijing</td>
<td>20 (9.6)</td>
</tr>
<tr>
<td>Changzhou, Jiangsu Province</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Huai'an, Jiangsu Province</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Nanjing, Jiangsu Province</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Nantong, Jiangsu Province</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Wuxi, Jiangsu Province</td>
<td>32 (15.4)</td>
</tr>
<tr>
<td>Zhenjiang, Jiangsu Province</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Shanghai</td>
<td>131 (63.0)</td>
</tr>
</tbody>
</table>
Exploratory and Verifiable Analysis

The Cronbach $\alpha$ of the whole scale was determined to be .768 by calculating the consistency coefficient of the scale, which was between 0.6 and 0.8, indicating that the scale possessed good internal consistency. According to the results illustrated in Table 7, the KMO value was greater than 0.6, indicating that the study is suitable for factor analysis, theoretically.

Following the factor analysis operation, 18 common factors were screened. The cumulative interpretation total variance of factor analysis was 71.49%, implying that this research had good explanatory ability. The contribution of single-factor variance was less than 40%, demonstrating that this scale could exclude any possible homologous deviation [48]. In general, this scale conformed to the preassumed theoretical structure and possessed good content validity. From the factor loading of each dimension, it was clear that the measurement items were independent of common factors, and the load was above 0.7, far greater than the standard of 0.4. Conversely, the absolute value of the load of the 18-factor measurement items on other factors was below 0.4. This indicates that the items of variables in this study could both effectively converge on their own common factors and effectively be different from other common factors. The minimum value of the Cronbach $\alpha$ for each study variable was .754; thus, the coefficients for each study variable were between 0.6 and 0.8, which met the internal consistency requirements of the scale. Consequently, the scale in this study could be considered to have good convergence validity and internal consistency [49]. The results are stated in Multimedia Appendix 3.

According to the fitting results of the model data in Table 8, most of the fitting indexes met the requirements of a critical value, indicating that the confirmatory factor model was well fit. According to the results of CFA in Table 9, the standard factor loading value of each potential measurement item in this study had scores greater than 0.5. The critical ratio (CR) values were greater than 7, and all had statistical significance levels within the range of $P<.001$. All the composite reliability (CPR) values were greater than 0.7, and the value of AVE scores were in excess of 0.5. These indexes were in accordance with the standards, which signified that all the items in the scale can effectively converge to the corresponding potential variables. The data displayed in Table 10 show that the value of the square root of the AVE of each variable was greater than 0.7. The score was significantly greater than the correlation value of the row and column in which it was located, namely the value below the diagonal. This demonstrated that there were significant differences among variables and confirmed that the scale in this study has good discriminative validity.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMO metric for sufficient sampling</td>
<td>0.702</td>
</tr>
</tbody>
</table>

**Bartlett sphericity test**

| Approximate $\chi^2$ (df) | 6130.640 (1953) |
| Significance | 0.000 |

*KMO: Kaiser-Meyer-Olkin.*

<table>
<thead>
<tr>
<th>Model fitting index</th>
<th>Critical value</th>
<th>Model fitting index value</th>
<th>Model fit judgment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$/df $^a$</td>
<td>$&lt;$3</td>
<td>1.138</td>
<td>Yes</td>
</tr>
<tr>
<td>RMSEA $^b$</td>
<td>$&lt;$0.08</td>
<td>0.026</td>
<td>Yes</td>
</tr>
<tr>
<td>SRMR $^c$</td>
<td>$&lt;$0.1</td>
<td>0.0474</td>
<td>Yes</td>
</tr>
<tr>
<td>CFI $^d$</td>
<td>$&gt;$0.95</td>
<td>0.951</td>
<td>Yes</td>
</tr>
<tr>
<td>TLI $^e$</td>
<td>$&gt;$0.95</td>
<td>0.945</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*CF: confirmatory factor analysis.*

$^a$RMSEA: root-mean-square error of approximation.

$^b$SRMR: standardized root-mean-square residual.

$^c$CFI: comparative fit index.

$^d$TLI: Tucker-Lewis index.
Table 9. Results of validation factor analysis.

<table>
<thead>
<tr>
<th>Variable and item</th>
<th>Standard factor load</th>
<th>SE</th>
<th>CR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSE</strong>&lt;sup&gt;b&lt;/sup&gt; (AVE=0.301, CPR&lt;sup&gt;d&lt;/sup&gt;=0.819)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSE1</td>
<td>0.760</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PSE2</td>
<td>0.794</td>
<td>0.095</td>
<td>9.997</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PSE3</td>
<td>0.771</td>
<td>0.095</td>
<td>9.869</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>PSU</strong>&lt;sup&gt;f&lt;/sup&gt; (AVE=0.580, CPR=0.805)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSU1</td>
<td>0.720</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PSU2</td>
<td>0.752</td>
<td>0.112</td>
<td>9.199</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PSU3</td>
<td>0.810</td>
<td>0.119</td>
<td>9.454</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>IRE</strong>&lt;sup&gt;g&lt;/sup&gt; (AVE=0.567, CPR=0.797)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRE1</td>
<td>0.778</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IRE2</td>
<td>0.708</td>
<td>0.101</td>
<td>8.951</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IRE3</td>
<td>0.770</td>
<td>0.130</td>
<td>9.341</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>ERE</strong>&lt;sup&gt;h&lt;/sup&gt; (AVE=0.541, CPR=0.780)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERE1</td>
<td>0.706</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ERE2</td>
<td>0.747</td>
<td>0.149</td>
<td>8.513</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ERE3</td>
<td>0.753</td>
<td>0.133</td>
<td>8.535</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>SE</strong>&lt;sup&gt;i&lt;/sup&gt; (AVE=0.603, CPR=0.819)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE1</td>
<td>0.697</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SE2</td>
<td>0.841</td>
<td>0.122</td>
<td>9.699</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SE3</td>
<td>0.784</td>
<td>0.111</td>
<td>9.515</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>RE</strong>&lt;sup&gt;j&lt;/sup&gt; (AVE=0.569, CPR=0.798)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE1</td>
<td>0.799</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>RE2</td>
<td>0.792</td>
<td>0.110</td>
<td>9.441</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RE3</td>
<td>0.665</td>
<td>0.100</td>
<td>8.641</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>RC</strong>&lt;sup&gt;k&lt;/sup&gt; (AVE=0.567, CPR=0.796)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RC1</td>
<td>0.702</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>RC2</td>
<td>0.731</td>
<td>0.137</td>
<td>8.753</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RC3</td>
<td>0.820</td>
<td>0.145</td>
<td>9.048</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>SS</strong>&lt;sup&gt;l&lt;/sup&gt; (AVE=0.532, CPR=0.773)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS1</td>
<td>0.719</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SS2</td>
<td>0.769</td>
<td>0.132</td>
<td>8.670</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SS3</td>
<td>0.699</td>
<td>0.125</td>
<td>8.290</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>IS</strong>&lt;sup&gt;m&lt;/sup&gt; (AVE=0.568, CPR=0.797)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS1</td>
<td>0.719</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IS2</td>
<td>0.783</td>
<td>0.118</td>
<td>9.266</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IS3</td>
<td>0.757</td>
<td>0.108</td>
<td>9.124</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>NS</strong>&lt;sup&gt;n&lt;/sup&gt; (AVE=0.586, CPR=0.809)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NS1</td>
<td>0.770</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>NS2</td>
<td>0.768</td>
<td>0.104</td>
<td>9.694</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>NS3</td>
<td>0.758</td>
<td>0.100</td>
<td>9.630</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variable and item</td>
<td>Standard factor load</td>
<td>SE</td>
<td>CR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>P value</td>
</tr>
<tr>
<td>------------------</td>
<td>----------------------</td>
<td>----</td>
<td>----------------</td>
<td>---------</td>
</tr>
<tr>
<td><strong>ES&lt;sup&gt;b&lt;/sup&gt; (AVE=0.567, CPR=0.797)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES1</td>
<td>0.768</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ES2</td>
<td>0.737</td>
<td>0.098</td>
<td>9.329</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ES3</td>
<td>0.753</td>
<td>0.095</td>
<td>9.448</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>RS&lt;sup&gt;b&lt;/sup&gt; (AVE=0.547, CPR=0.784)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS1</td>
<td>0.719</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>RS2</td>
<td>0.770</td>
<td>0.108</td>
<td>8.685</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RS3</td>
<td>0.729</td>
<td>0.120</td>
<td>8.524</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>PM&lt;sup&gt;b&lt;/sup&gt; (AVE=0.545, CPR=0.782)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM1</td>
<td>0.695</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PM2</td>
<td>0.776</td>
<td>0.131</td>
<td>8.427</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PM3</td>
<td>0.742</td>
<td>0.122</td>
<td>8.350</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>EH&lt;sup&gt;c&lt;/sup&gt; (AVE=0.539, CPR=0.778)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EH1</td>
<td>0.722</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EH2</td>
<td>0.748</td>
<td>0.094</td>
<td>8.471</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EH3</td>
<td>0.732</td>
<td>0.097</td>
<td>8.407</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>CF&lt;sup&gt;c&lt;/sup&gt; (AVE=0.513, CPR=0.757)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CF1</td>
<td>0.801</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CF2</td>
<td>0.610</td>
<td>0.10</td>
<td>7.074</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CF3</td>
<td>0.724</td>
<td>0.122</td>
<td>7.480</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>BP&lt;sup&gt;c&lt;/sup&gt; (AVE=0.552, CPR=0.831)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP1</td>
<td>0.701</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>BP2</td>
<td>0.736</td>
<td>0.111</td>
<td>9.072</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BP3</td>
<td>0.792</td>
<td>0.119</td>
<td>9.539</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BP4</td>
<td>0.740</td>
<td>0.116</td>
<td>9.110</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>IP&lt;sup&gt;c&lt;/sup&gt; (AVE=0.532, CPR=0.926)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP1</td>
<td>0.743</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IP2</td>
<td>0.718</td>
<td>0.094</td>
<td>10.391</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP3</td>
<td>0.717</td>
<td>0.094</td>
<td>10.381</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP4</td>
<td>0.723</td>
<td>0.094</td>
<td>10.468</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP5</td>
<td>0.744</td>
<td>0.090</td>
<td>10.796</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP6</td>
<td>0.806</td>
<td>0.095</td>
<td>11.802</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP7</td>
<td>0.733</td>
<td>0.094</td>
<td>10.632</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP8</td>
<td>0.67</td>
<td>0.091</td>
<td>9.703</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP9</td>
<td>0.765</td>
<td>0.091</td>
<td>11.136</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP10</td>
<td>0.704</td>
<td>0.093</td>
<td>10.171</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IP11</td>
<td>0.689</td>
<td>0.089</td>
<td>9.942</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>RP&lt;sup&gt;c&lt;/sup&gt; (AVE=0.574, CPR=0.802)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP1</td>
<td>0.736</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>RP2</td>
<td>0.781</td>
<td>0.116</td>
<td>9.043</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variable and item</td>
<td>Standard factor load</td>
<td>SE</td>
<td>CR(^a)</td>
<td>P value</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------</td>
<td>-----</td>
<td>----------</td>
<td>---------</td>
</tr>
<tr>
<td>RP3</td>
<td>0.756</td>
<td>0.110</td>
<td>8.984</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)CR: critical ratio.  
\(^b\)PSE: perceived severity.  
\(^c\)AVE: average variance extracted.  
\(^d\)CPR: composite reliability.  
\(^e\)N/A: not applicable.  
\(^f\)PSU: perceived susceptibility.  
\(^g\)IRE: intrinsic rewards.  
\(^h\)ERE: extrinsic rewards.  
\(^i\)SE: self-efficacy.  
\(^j\)RE: response efficacy.  
\(^k\)RC: response cost.  
\(^l\)SS: supervision support.  
\(^m\)IS: information support.  
\(^n\)NS: norm support.  
\(^o\)ES: environment support.  
\(^p\)RS: responsibility.  
\(^q\)PM: professional moral.  
\(^r\)EH: empathy heart.  
\(^s\)CF: consciousness formation.  
\(^t\)BP: body privacy.  
\(^u\)IP: information privacy.  
\(^v\)RP: related privacy.
### Table 10. Results of validity test.

<table>
<thead>
<tr>
<th>Variables</th>
<th>RP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>IP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>BP&lt;sup&gt;c&lt;/sup&gt;</th>
<th>CI&lt;sup&gt;d&lt;/sup&gt;</th>
<th>EH&lt;sup&gt;e&lt;/sup&gt;</th>
<th>PM&lt;sup&gt;f&lt;/sup&gt;</th>
<th>RS&lt;sup&gt;g&lt;/sup&gt;</th>
<th>ES&lt;sup&gt;h&lt;/sup&gt;</th>
<th>NS&lt;sup&gt;i&lt;/sup&gt;</th>
<th>IS&lt;sup&gt;j&lt;/sup&gt;</th>
<th>SS&lt;sup&gt;k&lt;/sup&gt;</th>
<th>RC&lt;sup+l&lt;/sup&gt;</th>
<th>RE&lt;sup&gt;m&lt;/sup&gt;</th>
<th>SE&lt;sup&gt;n&lt;/sup&gt;</th>
<th>ERE&lt;sup&gt;o&lt;/sup&gt;</th>
<th>IRE&lt;sup&gt;p&lt;/sup&gt;</th>
<th>PSU&lt;sup&gt;q&lt;/sup&gt;</th>
<th>PSE&lt;sup&gt;r&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP</td>
<td>0.758&lt;sup&gt;z&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;t&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IP</td>
<td>0.046</td>
<td>0.730&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>BP</td>
<td>-0.145</td>
<td>0.015&lt;sup&gt;k&lt;/sup&gt;</td>
<td>0.743&lt;sup&gt;z&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CF</td>
<td>-0.110</td>
<td>-0.069</td>
<td>0.045&lt;sup&gt;s&lt;/sup&gt;</td>
<td>0.716&lt;sup&gt;t&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EH</td>
<td>0.010</td>
<td>-0.006</td>
<td>0.105</td>
<td>-0.001</td>
<td>0.734&lt;sup&gt;z&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PM</td>
<td>-0.021</td>
<td>0.079</td>
<td>-0.029</td>
<td>-0.041</td>
<td>0.336</td>
<td>0.738&lt;sup&gt;z&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>RS</td>
<td>0.058</td>
<td>-0.038</td>
<td>0.034</td>
<td>-0.034</td>
<td>0.436</td>
<td>0.357</td>
<td>0.740&lt;sup&gt;z&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>ES</td>
<td>0.066</td>
<td>0.044</td>
<td>-0.026</td>
<td>-0.027</td>
<td>-0.002</td>
<td>-0.006</td>
<td>0.753&lt;sup&gt;z&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td>-0.036</td>
<td>-0.010</td>
<td>-0.047</td>
<td>-0.053</td>
<td>-0.007</td>
<td>0.028</td>
<td>0.425</td>
<td>0.765&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>IS</td>
<td>-0.104</td>
<td>-0.012</td>
<td>0.047</td>
<td>-0.154</td>
<td>0.055</td>
<td>0.002</td>
<td>-0.003</td>
<td>0.489</td>
<td>0.408</td>
<td>0.755&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SS</td>
<td>0.008</td>
<td>-0.019</td>
<td>-0.009</td>
<td>-0.014</td>
<td>-0.075</td>
<td>0.038</td>
<td>0.482</td>
<td>0.396</td>
<td>0.451</td>
<td>0.730&lt;sup&gt;z&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>RC</td>
<td>-0.073</td>
<td>-0.010</td>
<td>0.062</td>
<td>0.025</td>
<td>-0.021</td>
<td>0.035</td>
<td>0.060</td>
<td>-0.054</td>
<td>0.060</td>
<td>-0.003</td>
<td>0.008</td>
<td>0.755&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>RE</td>
<td>-0.056</td>
<td>0.053</td>
<td>0.035</td>
<td>0.011</td>
<td>-0.001</td>
<td>0.027</td>
<td>0.009</td>
<td>-0.007</td>
<td>0.108</td>
<td>0.058</td>
<td>0.104</td>
<td>0.355</td>
<td>0.755&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SE</td>
<td>-0.046</td>
<td>0.005</td>
<td>0.012</td>
<td>-0.043</td>
<td>0.013</td>
<td>0.078</td>
<td>-0.004</td>
<td>-0.051</td>
<td>0.001</td>
<td>0.038</td>
<td>0.112</td>
<td>0.458</td>
<td>0.350</td>
<td>0.776&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ERE</td>
<td>0.043</td>
<td>0.012</td>
<td>0.106</td>
<td>-0.068</td>
<td>0.039</td>
<td>0.053</td>
<td>0.076</td>
<td>0.014</td>
<td>-0.000</td>
<td>0.028</td>
<td>-0.001</td>
<td>-0.002</td>
<td>0.001</td>
<td>0.738&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IRE</td>
<td>0.049</td>
<td>0.068</td>
<td>0.103</td>
<td>0.071</td>
<td>-0.017</td>
<td>0.083</td>
<td>-0.021</td>
<td>0.060</td>
<td>0.035</td>
<td>0.007</td>
<td>0.076</td>
<td>-0.009</td>
<td>0.010</td>
<td>0.124</td>
<td>0.755&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PSU</td>
<td>0.118</td>
<td>0.017</td>
<td>0.066</td>
<td>-0.002</td>
<td>-0.001</td>
<td>0.056</td>
<td>0.002</td>
<td>-0.003</td>
<td>-0.028</td>
<td>0.023</td>
<td>-0.005</td>
<td>0.030</td>
<td>0.079</td>
<td>0.044</td>
<td>0.369</td>
<td>0.762&lt;sup&gt;s&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>PSE</td>
<td>0.108</td>
<td>0.050</td>
<td>0.060</td>
<td>-0.032</td>
<td>-0.071</td>
<td>0.047</td>
<td>0.008</td>
<td>-0.008</td>
<td>0.001</td>
<td>-0.004</td>
<td>0.028</td>
<td>0.030</td>
<td>0.020</td>
<td>0.036</td>
<td>0.395</td>
<td>0.335</td>
<td>0.372</td>
<td>0.775&lt;sup&gt;s&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Rp: related privacy.  
<sup>b</sup>IP: information privacy.  
<sup>c</sup>BP: body privacy.  
<sup>d</sup>CF: consciousness formation.  
<sup>e</sup>EH: empathy heart.  
<sup>f</sup>PM: professional moral.  
<sup>g</sup>RS: responsibility.  
<sup>h</sup>ES: environment support.  
<sup>i</sup>NS: norm support.  
<sup>j</sup>IS: information support.  
<sup>k</sup>SS: supervision support.  
<sup>l</sup>RC: response cost.  
<sup>m</sup>RE: response efficacy.  
<sup>n</sup>SE: self-efficacy.  
<sup>o</sup>ERE: extrinsic rewards.  
<sup>p</sup>IRE: intrinsic rewards.  
<sup>q</sup>PSU: perceived susceptibility.  
<sup>r</sup>PSE: perceived severity.  
<sup>t</sup>Italicized values are significant.  
<sup>u</sup>N/A: not applicable.

**Scale Determination**

We ultimately designed a scale with high reliability and validity and a correct subordination structure between factors. The scale determined 63 measurement items around 18 direct measurement variables in the theoretical model of this study to create a formal scale for this study. The specific contents are illustrated in Table 11.
<table>
<thead>
<tr>
<th>Variable and code</th>
<th>Measurement item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSE</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I think it is very serious and dangerous that the disclosure of patient privacy information will incur punishment by laws and regulations.</td>
</tr>
<tr>
<td>PSE1</td>
<td>I think it is very serious and dangerous that the disclosure of patient privacy information will protect patients' rights and deepen the contradiction between doctors and patients.</td>
</tr>
<tr>
<td>PSE2</td>
<td>I think it is very serious and dangerous that the disclosure of patient privacy information will incur punishment according to the hospital standard system.</td>
</tr>
<tr>
<td><strong>PSU</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td>I think that laws and regulations pay increasing attention to the protection of patients' privacy and have the tendency to make mandatory punishment measures for privacy disclosure.</td>
</tr>
<tr>
<td>PSU1</td>
<td>I think that patients' awareness of protecting rights is progressively becoming stronger, and the protection of personal privacy is paid increasing attention. The leakage of patient privacy will further deepen the contradiction between doctors and patients.</td>
</tr>
<tr>
<td>PSU2</td>
<td>I think hospitals pay increasing attention to the privacy protection of patients, and the standards and systems will be more and more rigorous, and privacy disclosure incidents will be punishable.</td>
</tr>
<tr>
<td><strong>IRE</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td>I think that the disclosure of patients' privacy can be exchanged for certain financial returns.</td>
</tr>
<tr>
<td>IRE1</td>
<td>I think it is inevitable that patient privacy will be leaked in the process of scientific research output.</td>
</tr>
<tr>
<td>IRE2</td>
<td>I think meeting celebrities or attending new events at work will 'get out' on personal social platforms.</td>
</tr>
<tr>
<td><strong>ERE</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td>I've heard about the exchange of property through patient privacy information.</td>
</tr>
<tr>
<td>ERE1</td>
<td>I hear that the easier it is for individuals or institutions to get patient data, the greater the output of scientific research.</td>
</tr>
<tr>
<td>ERE2</td>
<td>I have heard that doctors have exposed some medical information or personal information about celebrities and related people on social platforms.</td>
</tr>
<tr>
<td><strong>SE</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td>I think it's easy for me to protect the privacy of patients.</td>
</tr>
<tr>
<td>SE1</td>
<td>I think it's convenient for me to protect the privacy of patients.</td>
</tr>
<tr>
<td>SE2</td>
<td>I have the ability to protect the privacy of patients from being disclosed.</td>
</tr>
<tr>
<td><strong>RE</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td>I think the doctors' protection measures to ensure the privacy of patients can effectively prevent the leakage of patients' privacy.</td>
</tr>
<tr>
<td>RE1</td>
<td>I think the privacy protection measures of doctors can keep patients' privacy in a safe environment.</td>
</tr>
<tr>
<td>RE2</td>
<td>I think the privacy protection measures of doctors for patients can better protect the privacy of patients.</td>
</tr>
<tr>
<td><strong>RC</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td>I think that paying attention to the protection of patients' privacy will affect the output of my overall scientific research results.</td>
</tr>
<tr>
<td>RC1</td>
<td>I think that paying attention to the privacy protection of patients will affect the development and efficiency of my clinical work and teaching.</td>
</tr>
<tr>
<td>RC2</td>
<td>I think that paying attention to the privacy protection of patients will increase my work pressure.</td>
</tr>
<tr>
<td><strong>SS</strong>&lt;sup&gt;h&lt;/sup&gt;</td>
<td>I think the protection of patients' privacy needs the full-time supervision and management of a hospital department.</td>
</tr>
<tr>
<td>SS1</td>
<td>I think it is necessary for the hospital to regularly organize training and assessment according to the laws and regulations related to patient privacy protection.</td>
</tr>
<tr>
<td>SS2</td>
<td>I think it is necessary for the hospital to regularly organize training and assessment for the hospital system related to patient privacy protection and other contents related to patient privacy protection.</td>
</tr>
<tr>
<td><strong>IS</strong>&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Variable and code</td>
<td>Measurement item</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>IS1</td>
<td>I think it is necessary to use information technology, artificial intelligence, and other technologies to improve the information construction level of hospitals for patient privacy protection.</td>
</tr>
<tr>
<td>IS2</td>
<td>I think it is necessary to carry out reasonable authority management on the information system to protect the patient's private information.</td>
</tr>
<tr>
<td>IS3</td>
<td>I think it is necessary to impose reasonable data transmission restrictions on the information system to protect patients’ private information.</td>
</tr>
<tr>
<td>NS1</td>
<td>I think it is necessary to build a patient privacy protection system and carry it out effectively to ensure the rationalization process of patient privacy protection in doctors' work.</td>
</tr>
<tr>
<td>NS2</td>
<td>I think it is necessary to combine the patient privacy protection system with the doctor's daily work, so that the doctor's behavior of protecting the patient's privacy becomes a daily aspect of the work.</td>
</tr>
<tr>
<td>NS3</td>
<td>I think it is necessary to formulate a reasonable scientific research application system and conduct scientific research efficiently on the basis of legal and compliant patient privacy protection.</td>
</tr>
<tr>
<td>ES1</td>
<td>I think improving the medical environment (such as independent consulting room, sound insulation treatment of consulting room) can better protect the privacy of patients.</td>
</tr>
<tr>
<td>ES2</td>
<td>I think it is necessary to maintain the order of medical treatment (for example, prevent irrelevant patients from gathering in the consulting room), which can better protect the privacy of patients.</td>
</tr>
<tr>
<td>ES3</td>
<td>I think facilities that provide patient privacy protection (such as curtains and privacy processing of bedside card information) can better protect patient privacy.</td>
</tr>
<tr>
<td>RS1</td>
<td>I think it is the duty of doctors to protect patients' privacy.</td>
</tr>
<tr>
<td>RS2</td>
<td>I believe that doctors should protect patients' privacy.</td>
</tr>
<tr>
<td>RS3</td>
<td>I think my sense of responsibility urges me to protect patients’ privacy in my daily work.</td>
</tr>
<tr>
<td>PM1</td>
<td>I think doctors' protection of patients' privacy is a requirement of their own professional ethics.</td>
</tr>
<tr>
<td>PM2</td>
<td>I think my sense of professional ethics urges me to protect patients' privacy in my daily work.</td>
</tr>
<tr>
<td>PM3</td>
<td>From education to work, the protection of patients' private information is a professional ethic repeatedly emphasized by doctors.</td>
</tr>
<tr>
<td>EH1</td>
<td>I think doctors should consider the harm of privacy information disclosure from the perspective of patients, to become more aware of protecting the privacy of patients.</td>
</tr>
<tr>
<td>EH2</td>
<td>I have had a personal information disclosure experience as a patient, so I am more aware of protecting the privacy of patients.</td>
</tr>
<tr>
<td>EH3</td>
<td>I think that I can ‘push myself to others’ to protect my patients' privacy in my daily work.</td>
</tr>
<tr>
<td>CF1</td>
<td>I think I have developed a sense of privacy protection in my clinical work.</td>
</tr>
<tr>
<td>CF2</td>
<td>I think I have formed a sense of privacy protection in my teaching.</td>
</tr>
<tr>
<td>CF3</td>
<td>I think I have formed a sense of privacy protection in my own research work.</td>
</tr>
<tr>
<td>BP1</td>
<td>Protect the patient's privacy during surgery or examination, such as curtain pulling and preventing a third party from breaking in.</td>
</tr>
<tr>
<td>BP2</td>
<td>Effectively block the privacy of patients during live operations.</td>
</tr>
<tr>
<td>BP3</td>
<td>Medical observation or teaching requires the consent of the patient.</td>
</tr>
<tr>
<td>BP4</td>
<td>No illegal touch or peek at the patient's privacy.</td>
</tr>
</tbody>
</table>
In the situations of outpatient, ward check, case discussion, medical education and observation, the patient shall obtain the consent of the patient himself and take confidentiality measures. The privacy information of the patient shall not be publicized or publicly discussed orally, including the personal information and disease information with identifiable characteristics, such as avoiding calling the full name of the patient loudly, avoiding ‘listening’ or ‘breaking in’ by people other than patients without the consent of the patient.

In the face of the condition inquiry, strictly confirm and ask the status of the patient’s condition personnel, confirm as me or with my consent.

For patients with special conditions (for example infectious diseases involving privacy), it is necessary to talk to the patients individually.

Deliberately disclose and disseminate the privacy of patients without using their duties, such as taking the bedside card test sheets of celebrities to the internet.

Protect medical documents such as inspection and medical records without random placing, damage, loss, and prevent theft and being wrongly picked up.

Under the unnecessary diagnosis and treatment process, without the consent of the patient, the medical documents shall not be checked, copied, or borrowed during the hospitalization of the patient.

Use personal information system account number as required, and login to view patient information without borrowing non-authorized people.

Not disclose the privacy information of the patient for any benefit reasons to obtain business, advertise or defraud.

When leaving the office seat, protect the pages with patient privacy information and lock the screen of the computer.

Scientific research, including the mining of electronic medical record information, whether it is the steps of data acquisition, viewing, processing or analysis, is strictly done to de privacy.

In the form of talks or written (case discussion, writing medical treatises, scientific research papers), for example, when communicating and learning on medical social network platform to share typical cases, do well in privacy treatment.

Do not disclose information about family members and other personal relationships of any patient.

Do not disclose family members and other personal relationship information of any patient on social platforms.

Do not verbally promote or publicly discuss family members and other personal relationship information of any patient.

Discussion

Principal Findings

The results of both EFA and CFA revealed the development of awareness and the behavior of public medical institutions in China regarding patients’ privacy protection behavior, which could be measured by the scale proposed in this research. The scale consisted of 18 diverse dimensions, which were theoretically meaningful.

We suggest that the threat assessment process involves 4 dimensions: PSE, PSU, IRE, and ERE. Rogers [21] defines PSE as the judgment of the degree of harmfulness caused by a threat.
medical ethics, including RS, PM, and EH. Previous studies that promote doctors’ privacy protection behavior, for example, curtains, and privacy processing of bedside card providing facilities to prevent patient privacy leakage, for the medical environment, maintaining the medical order, and out scientific research efficiently on the basis of legal and reasonable scientific research application system, and carrying establishment and development of a patient privacy protection and safety of patients are protected. NS includes the information construction of the hospital and ensuring the privacy training and assessments on privacy protection laws and regulations on patients’ privacy protection by doctors, as well as providing must designate a department to perform full-time supervision summaries as SS, IS, NS, and ES. SS means that the hospital successfully carry out patient privacy protection, which can be hospital support are greatly significant for doctors to was predominantly in the context of hospitals. All aspects of data flow process...” Throughout this study, support evaluation construction and better protect patient information. In fact, we much, if possible, hospitals should improve information that, “...for clinical work, doctors are too busy to notice so much, if possible, hospitals should improve information construction and better protect patient information. In fact, we can make a proposition on how to protect patient privacy in the data flow process...” Throughout this study, support evaluation was predominantly in the context of hospitals. All aspects of hospital support are greatly significant for doctors to successfully carry out patient privacy protection, which can be summarized as SS, IS, NS, and ES. SS means that the hospital must designate a department to perform full-time supervision of patients’ privacy protection by doctors, as well as providing training and assessments on privacy protection laws and regulations. IS refers to the improvement in the overall information construction of the hospital and ensuring the privacy and safety of patients are protected. NS includes the establishment and development of a patient privacy protection system, determining the privacy protection process and a reasonable scientific research application system, and carrying out scientific research efficiently on the basis of legal and compliant patient privacy protection. ES refers to improving the medical environment, maintaining the medical order, and providing facilities to prevent patient privacy leakage, for example, curtains, and privacy processing of bedside card information. EA means to analyze and extract relevant factors that promote doctors’ privacy protection behavior according to medical ethics, including RS, PM, and EH. Previous studies have demonstrated that to protect medical privacy, all medical staff who protect others have the responsibility to protect medical privacy. Responsibility ethics is a form of moral thinking that includes other thinking. The lack of moral quality in data application subjects is 1 of the primary subjective factors of anomie of data privacy ethics [51,52]. The original interview stated that “...the main responsibility of doctors is to treat and save patients...” In this study, RS determined that protecting patients’ privacy is both the doctor’s job and social responsibility. The medical ethics of doctors is mentioned in the norms and implementation measures for medical ethics of medical personnel, according to the Ministry of Health [8] issued on December 15, 1988. It discusses the ideological qualities that medical personnel should possess and the sum of the relationship between medical personnel, patients, and society. The implication of medical ethics is to attempt to do everything within your means to be good for patients [53]. “Keeping medical secrets for patients and not divulging patients’ privacy and secrets” is 1 of the provisions mentioned in the code of medical ethics. Similarly, the international code of medical ethics stipulates that “due to the trust of patients, a doctor must absolutely keep patients’ privacy” [54]. The original interview stated that “…for my own consideration of professional ethics, I try my best to protect patients’ privacy in clinical and scientific research work...” In this study, the protection of the privacy of patients is a requirement of the doctors’ PM. It is repeatedly emphasized that patients’ private information must be protected by doctors from the educational stage to the work stage. Empathy was first introduced to the field of psychology by the humanistic psychologist Rogers. This refers to an individual understanding of the experience and emotional state of others [55]. Empathetic doctors will convey their understanding to patients [56] and even map the patient’s experience, transforming the patient’s point of view to become a self-centered point of view [57]. According to the analysis of the interview data, a conclusion of this study on empathy was formed, including that doctors can consider the harm of disclosing private information from the perspective of patients and the experience of privacy information disclosure when doctors are patients. Referring to the original text “…imagine that your information will be leaked, commercial and public. Isn’t it terrible...do multi-centre research, and I especially emphasize whether the information is desensitized...lack of empathy to protect the patient’s privacy. It’s different after thinking about yourself...”

The motivation for protection in PMT has typical characteristics of motivation, which can cause, maintain, and guide activities. Generally, the results of cognitive assessment cause individuals to display greater intention of protective behavior [58]. The concept of protection motivation, in combination with various research scenarios, has evolved into individual intentions of protection behavior, for example, the intention of hot-spring tourists to revisit [59], the intention regarding self-care of elderly patients with chronic diseases [60], and the intention of self-management of diabetic retinopathy [61]. The original interview data discussed that “…the doctors’ work is too busy, and the awareness of patients’ privacy protection is not strong...” Throughout this study, the meaning of doctors’ motivation for patients’ privacy protection in public medical institutions in
China is whether doctors develop an awareness of the importance of patient privacy protection.

According to the results of the coding analysis, the privacy protection behavior of doctors includes protecting the private space of patients (BP), protecting the patients’ data (IP), and protecting family members and other personal relations (RP). The protection of BP refers to the protection of the patient’s body privacy by the doctor. Meanwhile, the protection of patient IP refers to the doctor’s protection of the patient’s information privacy. Finally, the protection of patient RP refers to the doctor’s protection of the patient’s associated privacy, including not disclosing or promoting the family members and other personal relationship information about any patient.

Our interviews and scales were created with input from the expected target population, that is, Chinese medical institutions. EFA revealed a unified structure of factor loads without cross loads, allowing a clear interpretation of all potential configurations. CFA confirmed the structure of the scale, meaning the subordinate relationship between each item and the extracted factors was correct. The primary fitting indexes met the requirements of the critical value, and the fitting of CFA was acceptable. It is known that model fit assessment is challenging, considering a small sample size [42], and thus, we agree that further goodness-of-fit assessments with a larger sample size will be necessary in future studies.

**Limitations**

This study was subject to various limitations. First, the sample size used was small. Although a general minimum sample size is yet to be defined [34], the authors recommended a sample size at least 5-10 times that of the items [30]. Another limitation was the poor representativeness of samples. In the process of selecting interviewees, the feasibility of obtaining interview samples was considered. Due to the full nature of doctors’ schedules, it was challenging to coordinate a time and place, especially when conducting focus group interviews. Thus, the overall sampling was concentrated in East China. The scale survey was also predominantly based on the principle of convenience sampling, and the regions from which samples were taken mainly included East and North China. Considering the understanding of doctors’ privacy protection behavior by interviewees and respondents, hospitals in different regions have different norms and requirements for doctors’ privacy protection behavior, which would lead to a certain selection bias. In addition, doctors’ privacy protection for patients was not merely a problem of doctors’ behavior but was also due to hospital management. Furthermore, when doctors were interviewed, they might have reservations regarding their true ideas.

**Implications for Future Research**

First, we must sample public medical institutions across all 7 regions of China to further verify the reliability and validity of the scale and of doctors’ privacy protection behavior. Subsequently, under the influence of various cognitive mediating factors, doctors’ awareness of patient privacy protection will be affected, resulting in actual privacy protection behavior. The variables will be measured using the scale proposed in this research, and the key factors to promote doctors’ privacy protection behavior will be identified, with the aim of improving it from the perspective of management. In addition to the theoretical model factors, personal factors, including age, gender, educational background, professional title, religious belief, and working years, as well as the environmental policy factors of the region and department of hospitals, also affect doctors’ privacy protection behavior. Nevertheless, to gain additional insights into these relationships and the relative importance of different factors, further research including the scale is needed.

**Conclusion**

The theoretical framework and the scale of doctors’ protective behavior of patients’ privacy in public medical institutions fill a crucial gap in the literature and can be used to further the current knowledge of physicians’ thought processes and decisions regarding patients’ privacy protection.
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Background: Physical education teachers often experience stress and job disengagement.

Objective: This study's aims were as follows: (1) to adapt in the Arabic language and test the reliability and the validity of the work–family conflict (WFC) and family–work conflict (FWC) scales, (2) to develop and assess the psychometric properties of work disengagement among physical education teachers, and (3) to evaluate an explanatory model by presenting the mediating role of perceived stress as a major influencing factor in work disengagement and job satisfaction.

Methods: A total of 303 primary and secondary school physical education teachers, comprising 165 (54.5%) men and 138 (45.5%) women participated voluntarily in our study. The measuring instruments are the Work Disengagement Scale, the Perceived Stress Scale, the WFC scale, the FWC scale, and the 9-item Teacher of Physical Education Job Satisfaction Inventory.

Results: The Arabic language versions of the WFC and FWC scales had reasonably adequate psychometric properties, which were justified by confirmatory factor analyses and by the measurement of reliability, convergent, and discriminant validity through the measurement model using SmartPLS software. Similarly, the structural model established with SmartPLS confirmed strong links of the concepts of WFC, FWC, the job satisfaction questionnaire, and perceived stress with work disengagement among teachers of physical education.

Conclusions: There is a growing interest in helping teachers cope with the daily pressures of work and family. A positive organizational context is a context with clear values regarding work priorities, which constitutes the basis of a feeling of shared responsibility and professional support. Good conditions can act as protective factors reducing work stress and positively influencing personal well-being, work attitudes, work commitment, and professional efficiency. Additional research on teachers is needed to examine the relationship between perceived work stress and the role of families, along with the extent to which this association can have a significant impact on teachers’ commitment to work.
Introduction

The problem of perceived stress has a great impact on the psychological health and well-being of employees, and it is always a very important factor to study [1].

Perceived stressors have been associated with a wide range of both mental and physical health issues, including depression and anxiety disorders, suicide, workplace accidents and injuries, and cardiovascular risk. Researchers generally agree that stress is a serious problem in many countries and has a very negative impact in the professional world. Contemporary organizations have opted for individual and organizational stress management [2]. However, it is frequently reported that the majority of stress management interventions are ineffective [3] and lead to disengagement from work. Other psychosocial factors, such as work–family conflict (WFC) and family–work conflict (FWC), can also increase stress. WFC can occur when demands from one role at home can affect one's ability to meet the demands associated with another role at the workplace. The reverse is known as FWC, with issues at work clashing with family responsibilities and duties. FWC refers to “a form of inter-role conflict in which the general demands, the time spent, and the tensions created by the family interfere with the execution of work-related responsibilities” [4].

The features of a successful teacher include personal characteristics, topic knowledge, and highly qualified teaching skills, all of which can have an impact on pupils [5]. Looking into how students perceive their physical education teachers’ skill sets may help improve academic quality and boost participation in both extracurricular sports and physical education programs. This strategy for increasing physical activity has been developed as a result of the discovery that students’ perceptions of the school setting were in fact associated with their well-being, academic success, and positive attitudes toward school-based physical exercises. The physical education teacher, as physical activity specialist, should give a positive primary representation of this environment and should act as a role model for the pupils in terms of preserving physical health and leading an active life. Teachers’ influences are much more nuanced than merely imparting knowledge and transferring abilities. Recent social and economic developments have prompted researchers to look for new strategies for enhancing teachers’ professionalism, given that, in recent years, the condition of physical education teachers has changed because of the introduction of new programs and stringent quality checks: perceived stress and professional disengagement linked to the profession among many teachers has been increasing and has become dramatically remarkable [1].

It is, therefore, very important to focus on the professional disengagement linked to the professional stress among physical education teachers and to highlight 4 factors that are likely to increase it: relations with superiors, the professional environment, the family circle, and job satisfaction. In this regard, relationships and interactions with colleagues and students sometimes create a critical organizational environment and are, therefore, often potential sources of stress. Good interpersonal relationships help achieve personal goals among individuals and organizational goals of whole teams, while poor interpersonal relationships cause stress and affect teachers’ performance and well-being.

In Arab countries including Tunisia, we lack valid and reliable tools to measure concepts such as WFC, FWC, and work engagement. Therefore, to test relational models, it is necessary to adapt or validate measurement scales in Arabic.

The objective of this study was to develop a measurement scale of job disengagement among physical education teachers to verify the psychometric properties of WFC and FWC and to present an explanatory model describing the mediating role of perceived stress and job satisfaction, along with the relationships between family and work as an indirect effect.

Methods

Participants

We used a snowball sampling procedure to collect cross-sectional data for physical education teachers in Tunisia. Overall, 303 physical education teachers with a mean age of 36.46 (SD 7.92) years participated in the study. The sample comprised 165 (54.5%) males and 138 (45.5%) females. Furthermore, 162 (53.5%) of them were physical education teachers at primary school and 141 (46.5%) of them taught at secondary school. All teachers have more than 15 years of experience in their professional careers.
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**Instruments**

**Arabic Version of the Perceived Stress Scale**

The 10-item Perceived Stress Scale [6] measures global perceived stress experienced across the past 30 days, on a 5-point scale (0=“never,” 1=“almost never,” 2=“once in a while,” 3=“often,” and 4=“very often”). The validity and reliability of the Arabic version of the Perceived Stress Scale were assessed with acceptable results. The overall Cronbach α coefficient was .80 for the Arabic version of the Perceived Stress Scale. The test-retest reliability had an intraclass correlation coefficient of .90 [7].

**WFC and FWC**

We used 5 items of 2 Arabic versions of the WFC and FWC scales [4]. The psychometric properties of the 2 original instruments were satisfactory and tested on 3 different samples. The reference model shows an adequate fit and factor invariance across the goodness-of-fit index (GFI) and the comparative fit and Tucker-Lewis indices, which are in the range of .90 and above. Responses were rated on a 5-point Likert scale ranging from 1=“strongly disagree” to 5=“strongly agree.”

A discussion group was organized with experts of the Arabic language, sports, and physical education, as well as the humanities and applied sciences to translate the items of the 2 tools. Then, several corrections made it possible to reformulate the questions that seemed unclear. This has improved the tool. Finally, a pilot study was carried out to test the preliminary properties and the readability of the questionnaires—this test confirmed the validity of this work.

**Job Dissatisfaction**

Job dissatisfaction was assessed with an inverse score based on a 5-point Likert scale—the Arabic version of the 9-item Teacher of Physical Education Job Satisfaction Inventory (TPEJSI-9) [8].

Internal consistency α coefficients of the TPEJSI were all >.80: for satisfaction with colleagues, α=.87; for satisfaction with parents, α=.87; and for satisfaction with students, α=.86. The tool also provides good exploratory factor analysis factor loadings, acceptable confirmatory factor analysis (CFA) fit indices, and excellent convergent validity.

**The Work Disengagement Scale**

The Work Disengagement Scale (WDES) was developed in the Arabic language from the Utrecht Work Engagement Scale validated by Schaufeli et al [9]. This scale contains 9 items that present disengagement from work on a 6-point Likert scale.

**Procedure**

The first step of the validation process was the translation of the original English versions of the WFC and FWC scales to classical Arabic by a committee. After informed consent was obtained, the selected participants answered a paper version structured questionnaire that included all scales (Multimedia Appendix 1). The entire procedure of questionnaire administration lasted over 2 months. A proper time period (approximately 60 minutes) was ensured for each participant to answer the questionnaire thoroughly.

**Statistical Analysis**

Analyses were performed in SPSS Statistics software (version 22.0; IBM Corp) and SmartPLS (version 3.2.9; SmartPLS GmbH).

Before commencing any statistical analysis, data were visually inspected for potential outliers. The normality of data distribution was checked using the Pearson-D’Agostino omnibus test. Means and SDs for ordinal data were computed for the entire sample. Questionnaires’ scores were also checked for skewness and kurtosis, computing the Mardia multivariate skewness and kurtosis statistics [10]. CFA was used to verify the psychometric properties of the WFC and FWC scales and the WDES. Several fit indices were evaluated to determine model fit.

When the model was tested using CFA, as suggested and recommended by many scholars, a wide range of fit indices was calculated and reported, including the following: (1) discrepancy indices (including the chi-square and the Steiger and Lind [11] root mean square error of approximation), (2) tests comparing the target model with the null model (including the Bentler and Bonett [12] normed fit index; the Bentler and Bonett [12] nonnormed fit index, known also as the Tucker-Lewis index; the Bentler comparative fit index; and the James-Mulaik-Brett parsimony GFI [13]), and (3) information theory goodness-of-fit measures (the Joreskog GFI and the Joreskog adjusted GFI).

For the estimation of the model, we used the SmartPLS software (version 3.2.9) to analyze the path model. The PLS method uses least squares regression techniques to estimate the models. The objective of PLS modeling is to maximize the explained variance of the dependent latent variable, whereas that of covariance-based methods is to reproduce the theoretical covariance matrix.

The measurement model defines the relationships between the latent and observable variables. It contains indications of the operationalization of the theoretical concepts of a study. The need to evaluate the measurement model is an essential need since the relationships between the latent variables and the theoretical concept or among the different concepts may be inaccurate. For the different measurement scales, the reflective model was adopted following bibliographic recommendations. In a reflective measurement scale, the direction of causality is from the latent variable to the indicators (represented in blue and yellow, respectively, in Figures 1 and 2). If the indicators are highly correlated and interchangeable, they are reflective and their reliability and validity must be thoroughly examined [14-16].
Figure 1. SmartPLS model. FWC: family–work conflict; JD: job dissatisfaction; PS: perceived stress; WD: work disengagement; WDES: Work Disengagement Scale; WFC: work–family conflict.

Figure 2. SmartPLS bootstrapping model. FWC: family–work conflict; JD: job dissatisfaction; PS: perceived stress; WD: work disengagement; WDES: Work Disengagement Scale; WFC: work–family conflict.
Results

Overview
We started with the factorial examination of the 2 adapted scales—WFC and FWC scales—as well as the constructed WDES (Table 1).

The Cronbach α coefficients were remarkable for the 3 scales: Cronbach α values were .943, .952, and .952 for the WFC scale, FWC scale, and WDES.

<table>
<thead>
<tr>
<th>Scales</th>
<th>Chi-square</th>
<th>df</th>
<th>Chi-square / df</th>
<th>Normed fit index</th>
<th>Goodness-of-fit index</th>
<th>Adjusted goodness-of-fit index</th>
<th>Tucker-Lewis index</th>
<th>Comparative fit index</th>
<th>Root mean residual</th>
<th>Root mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work–family conflict scale</td>
<td>3.47</td>
<td>5</td>
<td>0.70</td>
<td>.99</td>
<td>.99</td>
<td>.98</td>
<td>1</td>
<td>1</td>
<td>.02</td>
<td>0</td>
</tr>
<tr>
<td>Family–work conflict scale</td>
<td>7.41</td>
<td>5</td>
<td>1.48</td>
<td>.995</td>
<td>.99</td>
<td>.97</td>
<td>.997</td>
<td>.998</td>
<td>.020</td>
<td>.040</td>
</tr>
<tr>
<td>Work Disengagement Scale</td>
<td>59.62</td>
<td>27</td>
<td>2.21</td>
<td>.97</td>
<td>.96</td>
<td>.93</td>
<td>.98</td>
<td>.98</td>
<td>.03</td>
<td>.063</td>
</tr>
</tbody>
</table>

Evaluation of the Measurement Model

The findings of the SmartPLS algorithm are pictorially shown in Figure 1.

Hair et al [17] argue that to verify the measurement model, it is necessary to verify its reliability using composite reliability (CR) and its validity by measuring convergent validity and discriminant validity. According to Fornell and Larcker [18], the CR must be ≥.6 to have a reliable construct. Here, we obtained values of .963, .939, .934, .946, .923, .959, and .956 for the variables “FWC,” “JDF1,” “JDF2,” “JDF3,” “PS,” “WDES,” and “WFC” respectively (Table 2). These values are well above the recommended threshold. This indicates that our measurement model is reliable.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cronbach α</th>
<th>PA</th>
<th>Composite reliability</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family–work conflict</td>
<td>.952</td>
<td>.952</td>
<td>963</td>
<td>.838</td>
</tr>
<tr>
<td>Job dissatisfaction (F1)</td>
<td>.902</td>
<td>.904</td>
<td>939</td>
<td>.836</td>
</tr>
<tr>
<td>Job dissatisfaction (F2)</td>
<td>.893</td>
<td>.894</td>
<td>934</td>
<td>.824</td>
</tr>
<tr>
<td>Job dissatisfaction (F3)</td>
<td>.914</td>
<td>.917</td>
<td>946</td>
<td>.854</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>.907</td>
<td>.907</td>
<td>923</td>
<td>.545</td>
</tr>
<tr>
<td>Work disengagement</td>
<td>.952</td>
<td>.952</td>
<td>959</td>
<td>.721</td>
</tr>
<tr>
<td>Work–family conflict</td>
<td>.943</td>
<td>.943</td>
<td>956</td>
<td>.814</td>
</tr>
</tbody>
</table>

Convergent validity is measured using the loading factor, which must be >.6 [19] and the average variance extracted (AVE), which must be >.5 [18]. Our results show that all measures—Cronbach α, PA, and CR—of the variables are >.7 and the AVE is >.5 (Table 2). These values respect the recommendations of the authors, which indicates that the measures of each variable of the converging model allow us to properly represent the variable in question.

The discriminant validity of a construct can be assessed by comparing the square root of the values of the AVE with correlations of latent variables [18]. The square roots of the AVE coefficients are presented in the correlation matrix along the diagonal. The square root of the AVE of each construct must be greater than its strongest correlation with any other construct to demonstrate discriminant validity [15].

Table 3 shows that the square root of the AVE of each variable is greater than its correlation coefficients with other variables. These results indicate that the measurement model has good discriminant validity. Based on the results of CR, convergent validity, and discriminant validity, we can thus deduce that our measurement model is reliable and valid. Hence, after evaluating the measurement model, we will now evaluate our structural model.
Table 3. Reliability and average variance extracted.

<table>
<thead>
<tr>
<th>Variable</th>
<th>PS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>FWC&lt;sup&gt;b&lt;/sup&gt;</th>
<th>JD&lt;sup&gt;c&lt;/sup&gt;F1</th>
<th>JDF2</th>
<th>JDF3</th>
<th>WDES&lt;sup&gt;d&lt;/sup&gt;</th>
<th>WFC&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>.738</td>
<td>.915</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FWC</td>
<td>.794</td>
<td>.675</td>
<td>.914</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>JDF1</td>
<td>.684</td>
<td>.585</td>
<td>.644</td>
<td>.908</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>JDF2</td>
<td>.799</td>
<td>.642</td>
<td>.679</td>
<td>.614</td>
<td>.924</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>JDF3</td>
<td>.836</td>
<td>.691</td>
<td>.644</td>
<td>.577</td>
<td>.670</td>
<td>.849</td>
<td>—</td>
</tr>
<tr>
<td>WDES</td>
<td>.792</td>
<td>.815</td>
<td>.614</td>
<td>.586</td>
<td>.631</td>
<td>.677</td>
<td>.902</td>
</tr>
</tbody>
</table>

<sup>a</sup>PS: perceived stress.

<sup>b</sup>FWC: family–work conflict.

<sup>c</sup>JD: job dissatisfaction.

<sup>d</sup>WDES: Work Disengagement Scale.

<sup>e</sup>WFC: work–family conflict.

<sup>f</sup>Not applicable.

Assessment of the Structural Model

Evaluation of the structural model was carried out by calculating the path coefficients to evaluate the hypotheses, the coefficient of determination ($R^2$), the effect size ($f^2$), and the predictive relevance ($Q^2$) [17,20].

$R^2$ represents the explanation's power of the dependent variable by the independent variables. Falk and Miller [21] propose .10 as the minimum value of $R^2$ for it to be accepted. The results of our model show that the $R^2$ of the variables perceived stress (PS) and WDES are equal to .823 and .699, respectively. This indicates that the influence of job dissatisfaction (JD), WFC, and FWC represents 82% of the variance of PS. Similarly, the influence of all these variables explains 70% of the variance in work disengagement.

The $f^2$ represents the influence of each independent variable on the dependent variable. According to Cohen [22], (1) $f^2>.35$ implies that the independent variable has a large effect on the dependent variable, (2) $0.15<f^2<.35$ implies that the independent variable has a medium effect on the dependent variable, and (3) $0.02<f^2<.15$ implies that the independent variable has a small effect on the dependent variable. Our results show that PS has an $f^2$ of 2.32, whereas the $f^2$ for WFC, FWC, JDF1, JDF2, and JDF3 are .12, .07, .06, .03, and .27, respectively, and this has a small effect.

The predictive relevance $Q^2$ represents the predictive capacity of the model in measuring endogenous variables. Using the blindfolding method, we found that the $Q^2$ is equal to .44 and .50 for the variables PS and WDES, respectively. All these values are positive, which indicates that the model has good predictive capacity [17,23], which suggests that the $Q^2$ is greater than 0. Hypothesis testing is shown in Table 4.
Table 4. Hypothesis testing.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path coefficient</th>
<th>SD</th>
<th>t-value</th>
<th>P value</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>FWC(^a) → PS(^b)</td>
<td>0.195</td>
<td>0.047</td>
<td>4.177</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>FWC → WDES(^c)</td>
<td>0.163</td>
<td>0.039</td>
<td>4.161</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>JD(^d) F1 → PS</td>
<td>0.167</td>
<td>0.048</td>
<td>3.507</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>JDF1 → WDES</td>
<td>0.140</td>
<td>0.041</td>
<td>3.455</td>
<td>.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>JDF2 → PS</td>
<td>0.107</td>
<td>0.041</td>
<td>2.617</td>
<td>.009</td>
<td>Confirmed</td>
</tr>
<tr>
<td>JDF2 → WDES</td>
<td>0.089</td>
<td>0.035</td>
<td>2.581</td>
<td>.01</td>
<td>Confirmed</td>
</tr>
<tr>
<td>JDF3 → PS</td>
<td>0.330</td>
<td>0.045</td>
<td>7.367</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>JDF3 → WDES</td>
<td>0.276</td>
<td>0.039</td>
<td>7.151</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>PS → WDES</td>
<td>0.837</td>
<td>0.026</td>
<td>32.256</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>WFC(^e) → PS</td>
<td>0.260</td>
<td>0.046</td>
<td>5.615</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
<tr>
<td>WFC → WDES</td>
<td>0.217</td>
<td>0.038</td>
<td>5.641</td>
<td>&lt;.001</td>
<td>Confirmed</td>
</tr>
</tbody>
</table>

\(^a\)FWC: family–work conflict.  
\(^b\)PS: perceived stress.  
\(^c\)WDES: Work Disengagement Scale.  
\(^d\)JD: job dissatisfaction.  
\(^e\)WFC: work–family conflict.

**Discussion**

**Principal Findings**

Our study aimed to (1) adapt in Arabic language and examine the reliability and the validity of the WFC and FWC scales, (2) design and analyze the psychometric properties of the work disengagement among physical education instructors, and (3) explore an explanatory model by demonstrating the mediation function of perceived stress as a significant influencing factor in work disengagement and job satisfaction.

The Arabic versions of the WFC and FWC scales had reasonably adequate psychometric properties, which were justified by CFA and the measure of reliability, convergent, and discriminant validity. Similarly, the developed tool WDES showed good reliability and adequate fit indices on CFA. These results of the WDES have been supported by measurement model review established in SmartPLS.

The structural model established with SmartPLS software confirmed strong links between PS and FWC, WFC, and job satisfaction among physical education teachers. These results are in line with those of Caesens [24], which revealed relationships among perceived organizational support, job satisfaction, and PS.

In line with our results, the study by Watson et al [25] conducted with 53 beginning teachers, revealed through regression analysis that holistic well-being and PS contributed significantly to the variance in job satisfaction. Furthermore, Orgambidez-Ramos et al [26] revealed by hierarchical models that job satisfaction was significantly predicted by stress and work engagement.

Besides, perceived work stress has been found to mitigate the effect of high job demands on WFC [27]. Furthermore, significant gender differences were found in PS levels, FWCs, and commitment to work.

In another study by Gandhi et al [28] performed with 150 nurses (both male and female), the results showed that PS and perceived job satisfaction were negatively correlated. These results confirmed those of Guppy and Gutteridge [29], who found that job satisfaction was negatively linked to stress.

Among physical education teachers, Koustelios and Tsigilis [30] examined the multivariate relationship between job satisfaction and burnout as an extremely stressful situation experienced by Greek physical education teachers in school. Canonical correlation analysis revealed a negative multivariate relationship between the two constructs ($R_c=.61$).

To explain these findings, Laugaa et al [31] claimed that teaching working conditions have been deteriorating. Various researchers in Quebec, Canada, have also identified several sources of stress among teachers: workload (source most often noted) [32], lack of time [33], resources [32], and recognition or respect [33]. However, these studies have not examined relationships with families.

Furthermore, a certain degree of stress can sometimes have positive effects such as learning [34], hope, joy, passion, or satisfaction [33]; however, prolonged stress among teachers can have many negative consequences [35]: early retirement [32], effects on family life and relationships [33], and effects on satisfaction (the most stressed individuals are also the least satisfied ones [35]). Similarly, Chu [36] studied the influence of PS on WFC and mental health. The results show that PS is an effective predictor of WFC and mental health.
Limitations
This research has a number of limitations. First, the sample size did not allow a confirmatory model to be generated using the structural equation modeling approach instead of the partial least square predictive technique. Second, other factors that are related to work engagement such as grit and personality traits of study participants were not examined. Third, moderating effects such as expertise and gender were not examined. It is recommended that these moderating effects should be assessed in further work.

Conclusions
The results of the reliability and CFA suggest that the WFC scale, FWC scale, and WDES are valid and reliable and can measure all 3 concepts in a Tunisian context. These results were supported by the SmartPLS model. In addition, the structural model's results support stress as a major influencing factor for work disengagement in physical education teachers. This model also shows that this PS stems from bidirectional FWC. Therefore, there is growing interest in helping teachers cope with the daily pressures at work and family. A positive organizational context is a context with clear values regarding work priorities, which constitutes the basis of a feeling of shared responsibility and professional support. Good conditions can act as protective factors reducing work stress and positively influencing personal well-being, work attitudes, work commitment, and professional efficiency. Additional research is needed to examine the relationship between perceived work stress and the role of teachers' families and the extent to which this association can have a significant impact on teachers' commitment to work.
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Abstract

Background: Social media offer a promising channel to deliver e-cigarette cessation interventions to adolescents and young adults (AYAs); however, interventions delivered on social media face challenges of low participant retention and decreased engagement over time. Peer mentoring has the potential to ameliorate these challenges.

Objective: The aim of this study was to understand, from both the mentee and potential mentor perspective, the needs, expectations, and concerns of AYAs regarding peer mentoring to inform the development of social media–based peer mentoring interventions for e-cigarette cessation among AYAs.

Methods: Seven focus groups, including four mentee groups and three potential mentor groups, were conducted with 26 AYAs who had prior experience with e-cigarette use and attempts to quit in the context of a social media–based e-cigarette cessation intervention. Discussion focused on preferred characteristics of peer mentors, expectations about peer mentoring, mentoring mode, mentor training, incentives for peer mentors, preferred social media platforms for intervention delivery, supervision, and concerns. Focus group transcripts were coded and analyzed using a thematic analysis approach.

Results: Overall, participants were receptive to peer mentoring in social media–based cessation interventions and believed they could be helpful in assisting e-cigarette cessation. Participants identified the most important characteristics of peer mentors to be of similar age and to be abstinent from e-cigarette use. Participants expected peer mentors would share personal experiences, provide emotional support, and send check-ins and reminders. Peer mentors supporting a group of mentees in combination with one-on-one mentoring as needed was the preferred mentoring mode. A group of 10 mentees with a mentor:mentee ratio of 1:3-5 was deemed acceptable for most participants. Participants expressed that mentor training should include emotional intelligence, communication skills, and the scientific evidence about e-cigarettes. Although monetary incentives were not the main motivating factor for being a peer mentor, they were viewed as a good way to compensate mentors’ time. Instagram was considered an appropriate social media platform to deliver a peer-mentored intervention due to its functionality. Participants did not express many privacy concerns about social media–based peer mentoring, but mentioned that boundaries and community agreements should be set to keep relationships professional.

Conclusions: This study reflects the needs and preferences of young people for a peer mentoring intervention to complement a social media program to support e-cigarette cessation. The next step will be to establish the feasibility, acceptability, and preliminary efficacy of such a peer mentoring program.

(JMIR Form Res 2022;6(12):e42538) doi:10.2196/42538
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**Introduction**

Since 2014, electronic nicotine delivery systems (or “e-cigarettes”) have been the most commonly used tobacco product among US adolescents and young adults (AYAs), whose interest in these products continues to grow [1]. From 2017 to 2018, current e-cigarette use increased by 46.2% (5.2% to 7.6%) among young adults [2], 77.8% (from 11.7% to 20.8%) among high school students, and 48.5% (from 3.3% to 4.9%) among middle school students [3]. Despite a decline in e-cigarette use among young people during the COVID-19 pandemic [4], approximately 25% of adolescents (aged 15-17 years) and young adults (aged 18-24 years) reported current e-cigarette use in May 2020 [5]. Any tobacco use, including e-cigarettes, poses risks to youth and young adults. Compared with those of older adults, the brains of AYAs are more vulnerable to the harmful health effects of nicotine, because development and maturation of the prefrontal cortex occur primarily during adolescence and are fully accomplished at the age of 25 years [6]. Potential risks include nicotine addiction, reduced impulse control, mood disorders, and poor attention and thinking skills [1,7]. A report from the Truth Longitudinal Cohort, a national probability-based survey, found that among current e-cigarette users aged 15-36 years, 54.2% reported a general intention to quit and 33.3% reported a past-year quit attempt [8], suggesting that there would be interest in cessation interventions for young people.

Social media are widely used by young Americans, with 84% of adults aged 18 to 29 years and 95% of adolescents ever using one or more social media platforms [9,10]. Young people’s reliance on social media to pass time, connect with others, and learn new things [11] highlights these platforms as promising channels to deliver interventions to this group. Although few social media–based interventions addressing AYA e-cigarette use have been conducted to date [12], smoking cessation interventions delivered on social media have demonstrated feasibility, acceptability, and early efficacy [13,14]. A systematic review found that five of seven social media interventions for smoking cessation increased quit attempts and abstinence, and reduced relapse [13]. Despite the great potential for social media as a platform for intervention delivery, tobacco treatment and other behavioral interventions delivered on social media have shown low participant retention and declining engagement over time [15,16]. There is a need for strategies that can overcome these obstacles to improve intervention outcomes.

A promising finding from prior research is that having a human support component could increase participant engagement in online interventions. For instance, one study found that when participants received encouragement and perceived social support on Facebook, they engaged more deeply in cessation interventions [17]. In addition, peer mentors are a particularly promising source of support, because people feel more comfortable with those who are like them [18]. Integrating social support from peers into social media interventions has the potential to improve participant engagement and the efficacy of social media–based interventions. Although widely adopted in health behavior change interventions such as weight management and addiction recovery [19-22], and implemented in some smoking cessation programs [23,24], peer mentoring has not been studied in social media–based tobacco interventions. Therefore, the aim of this study was to understand (1) the needs and expectations for peer mentoring of AYAs who had prior experience with e-cigarette use and trying to quit (ie, the mentee perspective), and (2) the preferences and ideas of those who had interest in becoming a peer mentor to help others quit using e-cigarettes (ie, the mentor perspective). Such evidence could inform the development of peer mentoring programs for AYA e-cigarette cessation interventions delivered on social media platforms.

**Methods**

**Focus Group Guide Development**

The focus group discussion guide was adapted from the iQuit program (led by coauthor JSW), a peer mentoring program designed for a text message–based smoking cessation intervention for adult smokers [24]. Through an iterative process, the content was adapted to address young people, e-cigarettes, and interventions delivered on social media. An expert on qualitative research was consulted and provided feedback on the draft discussion guide. The final version of the guide contained seven topics: (1) characteristics of peer mentors, (2) expectations about peer mentoring, (3) mentoring mode, (4) training for peer mentors, (5) incentives for peer mentors, (6) preferred social media platforms for intervention delivery, and (7) supervision and concerns. Since the aim of the study was to understand both the mentee perspective and mentor perspective, we organized two types of focus groups: one for mentees and one for potential mentors. The wording of questions was slightly modified for each group.

**Participant Recruitment**

We recruited participants with the support of our media partner who has been running our team’s Quit the Hit (QTH) program in California, South Carolina, and Minnesota. The QTH program is an Instagram-based e-cigarette cessation intervention for AYAs. Participants receive up to 3 posts per weekday for 5 weeks in Instagram groups. The post content incorporated motivational interviewing, cognitive behavioral coping skills, and the transtheoretical model of behavior change [25-27], and utilized images, videos, and text designed to reflect the vaping experience of young people and elicit participation. Recruitment messages were sent via emails, text messages, and/or Instagram direct messages to QTH current participants and graduates who had indicated in previous surveys a willingness to participate in future studies. Given this, all participants had prior experience with e-cigarette use and trying to quit in the Instagram support groups. Any individuals from the QTH program were eligible to participate in the mentee group, regardless of whether or not they were currently using e-cigarettes. Those eligible for the mentor group had quit using e-cigarettes for at least 1 month and had at least some interest in being a peer mentor. We recruited 26 participants in total and conducted 3 mentee groups and 4 mentor groups.

**Focus Group Procedures**

Seven focus groups were conducted via web conference in February-June 2022. In addition to the discussion, participants...
completed a short questionnaire on their demographic characteristics. Two to three trained moderators facilitated each group. Within each group, one moderator was responsible for asking the questions from the discussion guide. Order and the specific language of the questions varied slightly from the guide to ensure a natural and smooth flow to the conversation. The other moderator(s) was responsible for asking follow-up questions and encouraging participants to elaborate on specific responses. Moderators encouraged less active participants to participate in the conversation. Focus groups lasted 75 to 90 minutes. The number of participants per group ranged from 2 to 9. Discussions were video-recorded and professionally transcribed.

Data Analysis
We used a thematic analysis approach [28] to analyze participant responses to questions in Dedoose, a widely used qualitative data management software. Two authors (JCL and AA) developed the initial coding guide and independently coded one randomly selected transcript from the mentor group and one from the mentee group, and then resolved any coding discrepancies through discussion. A final version of the coding guide was developed from these discussions. One coder (AA) coded the remaining transcripts in accordance with the final coding guide. Major themes for each topic were categorized through research team discussion. All authors in the research team contributed to the selection of quoted responses from participants to ensure the quotes were representative of their corresponding themes. Analytic memos were written to characterize emerging themes that did not fall into any of the seven topics and were synthesized in the results.

Ethical Considerations
This study was approved by the WCG Institutional Review Board (IRB), an independent IRB that partners with more than 3300 institutions ranging from small research sites to large academic medical centers and universities (IRB tracking number 20204627). Online informed consent was obtained before participants joined in the focus group. Participants were asked not to disclose any information regarding the focus group to others. The first author deidentified all of the transcripts before uploading them to the data management software Dedoose for analysis. Each participant received a US $60 gift card for participation in the focus group.

Results
Participant Characteristics
Of the 26 participants, 16 participated in the mentee groups and 10 in the mentor groups. Participants had a mean age of 19.4 years and 50% were women; over half self-identified as lesbian, gay, bisexual, transgender, queer, or other sexual orientation (LGBTQ+) and as non-Hispanic white; 39% reported that they lived comfortably. A large majority of participants (92%) believed that peer mentoring would help them to quit e-cigarettes. Among the participants, 35% had not quit e-cigarettes when interviewed. Details of the participant characteristics are listed in Table 1.
Table 1. Focus group participant characteristics (N=26).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>19.4 (2.8)</td>
</tr>
<tr>
<td>Sex at birth, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>13 (50)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>12 (46)</td>
</tr>
<tr>
<td>LGBTQ+</td>
<td>14 (54)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>NH white</td>
<td>15 (58)</td>
</tr>
<tr>
<td>NH Black</td>
<td>3 (12)</td>
</tr>
<tr>
<td>NH Asian</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Other/multirace</td>
<td>4 (15)</td>
</tr>
<tr>
<td><strong>Financial situation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Live comfortably</td>
<td>10 (39)</td>
</tr>
<tr>
<td>Meet needs with a little left</td>
<td>6 (23)</td>
</tr>
<tr>
<td>Just meet basic expenses</td>
<td>7 (27)</td>
</tr>
<tr>
<td>Don’t meet basic expenses</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Attitude toward peer mentoring: peer mentoring will help with quitting, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Disagree a lot</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Disagree a little</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not sure</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Agree a little</td>
<td>8 (31)</td>
</tr>
<tr>
<td>Agree a lot</td>
<td>16 (62)</td>
</tr>
<tr>
<td><strong>Quit status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not yet</td>
<td>9 (35)</td>
</tr>
<tr>
<td>Yes, &lt;1 month</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Yes, &gt;1 month but &lt;3 months</td>
<td>7 (27)</td>
</tr>
<tr>
<td>Yes, &gt;3 months</td>
<td>9 (35)</td>
</tr>
</tbody>
</table>

**Characteristics of Peer Mentors**

Most participants expressed that similar age and e-cigarette abstinence were the two most important characteristics for a mentor to have. They believed that mentors of the same age would be easier to talk to and connect with, and would better relate to participants’ e-cigarette experiences. They especially disliked having significantly younger mentors because they lacked “the same life experience” to understand the participants’ struggles. Most participants preferred older mentors but indicated that they should be no more than 10 years older (and less than 5 years older preferred). Despite this preference, no participants objected to mentoring younger mentees (although a gap of less than 5 years was preferred). Moreover, they believed it would be “very beneficial for them” because they could provide wisdom and advice to younger mentees.

Most participants emphasized the importance of having mentors who had already achieved e-cigarette abstinence. Otherwise, participants would view the mentoring as less credible and less legitimate. In discussing mentors who had not yet quit using e-cigarettes, one participant stated:

*I’d feel like “oh you might as well just be someone else in the group.” Why should I take your advice?*
Because clearly your advice hasn’t worked. Because you’re still vaping. [male, age 18 years]

Although a few participants expressed it would be “nice” to have a mentor of the same gender, most participants viewed concordance of characteristics such as gender, race, and sexual orientation as less important as long as the group was an inclusive and friendly space.

Some LGBTQ+ participants also mentioned that having an LGBTQ+-friendly group would be welcoming for members of this community. Agreeing with this comment, one participant from the LGBTQ+ group stated: “I’d probably want to be mentoring an LGBTQ group, because I can easily relate to them…It’s just easier to interact with your own community” [male, age 21 years]

Expectations About Peer Mentoring

Sharing personal experiences, emotional support, and check-ins/reminders were three items that participants expected from a peer mentor. Most participants mentioned that the mentor’s prior personal experience with e-cigarette use and trying to quit would differentiate peer mentors from a professional counselor; thus, peer mentoring can be a model to motivate others. Sharing personal experiences with e-cigarettes, including challenges with e-cigarette cessation and quit methods, would give those who were trying to quit a sense of credibility that the mentors had undertaken the same journey as them, were knowledgeable on the topic of e-cigarette cessation, and could provide useful guidance.

Most participants considered emotional support as essential to peer mentoring. For example, “I think that [emotional support]’s probably the biggest factor that I’ve found helped me. Just being in a group where everybody’s really open and the mentors facilitating that.” [female, age 20 years]

They expected mentors not only to be online but also to be available emotionally, and hoped mentors would be people who they could talk to when having a bad day and who would not shame them for failure to quit. The key words participants used to describe an ideal peer mentor were youthful, compassionate, understanding, relatable, emotionally intelligent, open-minded, optimistic, passionate, supportive, kind, gentle, peaceful, friendly, LGBTQ-friendly, respectful, trustworthy, accountable, experienced, knowledgeable, perspective, persistent, and consistent.

Many participants expected both to be able to check in with peer mentors and to receive reminders from them. They believed that would allow both the mentors and themselves to see their progress and keep on track with their goal of cessation. Many also stated that the check-ins could initiate conversation in group chats and allow the group to share more personal issues with each other, open up about their struggles, and receive helpful tips and advice from other mentees. However, participants disagreed on the appropriate frequency of check-ins. Some suggested 2-3 times a day; others felt daily check-ins were “overwhelming” because check-in messages would constantly remind them of their struggle and how they need to quit. Such participants preferred receiving messages 2-3 times a week.

Mentoring Mode

Most participants preferred that peer mentors would post questions and give advice in the group (ie, team mentoring) rather than one-on-one direct messages seen only by each individual participant. Participants reported that this type of team mentoring “[would be] helpful [for] seeing how other people are dealing with things and to all support each other through it.” It was also a nice reminder that they were not going through this process alone. At the same time, many participants also wanted the opportunity to have one-on-one interactions with peer mentors because it would make the process more personalized and would not overwhelm the group.

The majority of participants expressed a dislike of large groups, such as a 15-people group, and many mentioned that in small groups it might be easier to probe for stressors that contribute to their continued e-cigarette use. However, they also worried that small groups would easily fall silent if everyone was not actively posting. Although participants varied in their opinions of the ideal group size, most agreed that 10 mentees per group would achieve a good tradeoff. Three to five mentees per mentor was the modal preferred ratio from the perspectives of both mentors and mentees. One participant stated: “I feel like five for me would be the best numbers, like not too little, not too much, just the right amount where I feel like I would be able to keep in touch with all of them” [female, age 16 years]

As to the mentee-mentor assignment, many participants agreed that mentees should not be assigned to a mentor who they already knew in order to keep the cessation process confidential and professional. A few participants preferred same-gender mentors. However, most of the participants were fine with random assignment.

I don’t see an issue with it being random, because I feel like we can all find some level to identify with each other since we’re the same age and we’re going through similar experiences. So, I feel like the small details wouldn’t matter as much [male, age 17 years]

Training for Peer Mentors

Participants mentioned three types of training needed for a mentor to be competent: emotional intelligence training, communication skills training, and e-cigarette science training. Participants further emphasized emotional intelligence as essential to having a successful program and determining the appropriate way to help mentees.

So, if somebody needs tough love, you should be able to give them tough love. If somebody needs emotional support, to just coddle them in a way, you should be able to understand that and do that for them [male, age 18 years]

Some participants suggested that sensitivity training be included as part of the emotional intelligence training to help foster a safe space of inclusivity in the group chat. One participant stated:

There should be some sensitivity training. I think it would be pretty off-putting and probably harmful if your mentor said something that was, for example,
While talking about emotional intelligence, many participants mentioned that mentors should be trained in communication skills, including active listening and communicating in a nonjudgmental way. Participants expressed different preferences for e-cigarette science training. Most participants in the mentor group liked the idea of having science training in which mentors learned basic knowledge related to nicotine addiction, harmful effects of e-cigarette use, and relevant scientific findings to share the evidence with others. In contrast, many participants in the mentee group did not express much enthusiasm for scientific training. Instead, some participants reported they would feel “bad,” “stressful,” or “overwhelmed” if their peer mentors talked about topics they would expect from a medical professional.

It’s nice to not get things from a medical point of view because then it’s, for me, that’s really stressful and I start to panic...that tends to be more of, “Why are you doing this to your body?” And then, you feel bad even though you already feel bad because you don’t want to do it [female, age 23 years]

Incentives for Peer Mentors

Generally, the potential mentors expressed that they were self-motivated to help others quit using e-cigarettes because of the struggle they had experienced in attempting to quit and the “pay it forward” mindset they had cultivated during their journey toward achieving abstinence.

I would say if you know the struggle of addiction, whether it’s vaping or something else, that’s kind of my motivation. It’s just, addiction’s never a good thing. So, I would like to help people not be addicted to anything [male, age 17 years]

Although many participants mentioned money would not be the main motivating factor for becoming a peer mentor, potential mentors and mentees agreed that receiving money would be a good way to compensate mentoring time. Most participants agreed that being well compensated would allow mentors to take their role more seriously. Some participants in the potential mentor role noted that although there might be scheduled hours in the day to respond, a mentor would need to be flexible if a mentee needed them after these hours; thus, the role of the peer mentor could be emotionally taxing and important. When it came to the incentive amount, there was a heated discussion in one mentor group. Most participants tended to estimate the appropriate amount factoring in the time commitment, hourly wage, and the difference of this online mentoring from a job requiring physical presence. Taking a 5-week program in which peer mentoring constituted half an hour per day, despite varying answers ranging from US $100 to $350, most participants believed US $200-250 for the whole program to be reasonable.

A letter of recommendation and leadership certificate were considered attractive incentives as well. A few participants would like to become a mentor to build leadership, communication, and counseling skills that might be helpful to have on a resume and in their future career.

Preferred Social Media Platforms for Intervention Delivery

Participants were asked to openly comment on social media platforms they have used that might be appropriate for delivery of a peer-mentored vaping cessation intervention. They mentioned many social media platforms such as Snapchat, TikTok, Facebook, and Twitter, and expressed a preference for Instagram over other platforms. Many participants mentioned Instagram as a professional platform where they can communicate with mentors and mentees. In contrast, many participants said they would feel uncomfortable adding their mentors or mentees on Snapchat because they share personal things there for close friends to see. TikTok was viewed as too casual:

I use TikTok and my Tik group is full of random, funny things. I don’t think I could take the group chat seriously if it was on my TikTok. Instagram just seems like the most professional and efficient out of all of it [female, age 16 years]

Some participants mentioned they barely used Facebook and Twitter, and felt “nobody my age really uses them.” They observed that most young people already have Instagram on their phones, which would make it easy and convenient to receive program messages. Participants also stated that they like many of Instagram’s tools such as group messaging, direct messaging, audio recordings, and video and photo sharing that can make Instagram content funny and engaging. Instagram Live was also recommended by some participants to host live streams during which mentors could share their journey to cessation and respond to questions synchronously.

Supervision and Concerns

Participants generally expressed trust and comfort with offering the peer mentoring on social media and did not express much concern, provided that mentors and mentees behaved respectfully such as no sexual comments and no attacks on race, religious belief, or physical features. Most participants were open to using their social media account rather than a business account, either in the mentor or mentee role, because it would be able to provide depth to the person. They were also comfortable with being directly messaged as long as the volume of messages was not overwhelming. Maintaining contact after the program ended would not be a problem for many who believed it beneficial to have a support system outside their own family and friends.

While showing openness, most participants mentioned the need to set boundaries to keep the mentoring “professional.” They wanted the direct messaging to focus on e-cigarette cessation rather than personal details unless they related to e-cigarette use. Many participants stated that there should be a designated time of day when mentors and mentees should interact. Although the appropriate time varied by person, most participants favored the 10 AM-10 PM window. All participants opposed any romantic relationships between a mentee and mentor:

Don’t date someone in the group, especially as a mentor. Don’t make any inappropriate advances. I don’t think topics like that should be talked about in

https://formative.jmir.org/2022/12/e42538
the group...It would just be harmful for the group as a whole [female, age 24 years]

Discussion

Principal Findings

Peer mentoring has the potential to improve decreased engagement over time that is a critical barrier to successful social media interventions. This study is among the first to explore peer mentoring in social media–based interventions among AYAs. We conducted focus groups with AYAs with prior experience of e-cigarette use and attempts to quit in the context of a social media–based e-cigarette cessation intervention. Through this, we aim to understand, from both the mentee and potential mentor perspective, the needs, expectations, and concerns of AYAs regarding peer mentoring. We identified several key features of peer mentoring that can inform the development of social media–based peer mentoring interventions for e-cigarette cessation among AYAs.

In general, participants indicated high receptivity to the peer mentoring concept and believed that it could be helpful for facilitating e-cigarette abstinence. The opinions expressed by mentors and mentees were similar on this point. As to the mentor characteristics, although participants were generally open to other sociodemographic characteristics, they almost unanimously expressed that the mentors should be of similar age and a little bit older, and believed the same life experience of similar age would help them to more easily relate to each other. A large majority of participants also mentioned the importance of mentors’ e-cigarette abstinence. Younger age and having not achieved e-cigarette cessation would decrease mentor credibility. Therefore, the findings of this study indicate that future development of a peer mentoring program for social media interventions with AYAs should take age and abstinence status into consideration. A few LGBTQ+ participants expressed interest in mentoring and being mentored by members of the same community. Sexual and gender minority young adults may require more tobacco cessation support compared to their peers [29], and prefer tailoried interventions to address the particular stressors associated with tobacco use among the LGBTQ+ group, such as internalized stigma, prejudice, and discrimination [30,31]. This may indicate that peer mentoring may be especially needed for this group and deserves more exploration.

The core of peer support is to provide social and/or emotional support that combines expertise from lived experience to assist the support recipient to make a change [32,33]. This is consistent with our participants’ expectations about peer mentoring in e-cigarette cessation interventions. They valued the peer mentors’ ability to share personal experiences and believed that the mentors’ prior experiences with e-cigarette and e-cigarette abstinence, and corresponding experiential knowledge, would facilitate others to quit using e-cigarettes. Having similar struggles with quitting as the mentees’ differentiates peer mentors from professional counselors and makes the treatment-seeking AYAs feel a stronger bond. Participants also expected to receive emotional support from peer mentors, and some considered emotional support a key to successful peer mentoring. These expectations about peer mentoring were also reflected in the training that participants believed a mentor should have. For them, scientific knowledge about e-cigarettes was not the most important part of mentor training; instead, peer mentor training should place emphasis on emotional intelligence and communication skills. One reason for this finding may be because our participants came from the QTH program where evidence-based quitting strategies were provided by a professional counselor; thus, the participants did not need additional scientific information from peer mentors unless they had personal expertise. Another possible reason is that many participants believed they had adequate exposure to e-cigarette science, and too much scientific information from peer mentors would increase the mentee’s stress. In other words, the perceived need for training for mentors reflected a need for emotional support rather than informational support. Developing an effective peer training curriculum will require consideration of how mentors can provide emotional support together with insights from their personal experiences to facilitate e-cigarette cessation.

While participants showed sincerity, openness, and desire for connectedness to the peer-mentored social media intervention, they also clearly expressed the need for boundaries and moderation in communication. Most participants did not express concern about privacy disclosure, and they preferred using a personal account rather than a business account for the program. They also preferred having team mentoring so that everyone can benefit from the group discussion and sharing from others. However, while proposing the group size and ratio of mentees to mentors not to be too big to hinder rapport-building or overloading the mentors, they also disliked groups that are too small (<3 mentees per mentor), which would increase their pressure to be active contributors. Similarly, while one-one-one mentoring and direct messaging were acceptable for most participants, they wanted the communication to be professional and focused on e-cigarette use rather than unrelated personal topics. Under the umbrella of being professional, they called for establishing guidelines for contact frequency and scheduling allowable times of day for contact. Although there were large individual differences, the consensus was that overly frequent contact could backfire, such as leading participants to turn off notifications or even leave the group. The balance between being connected and being professional may be a critical challenge for peer mentoring, especially for the mentoring embedded in social media–based interventions in which participants do not have the interpersonal relationship pressure that is found using in-person interventions and thus can more easily drop out [34].

This study suggested that Instagram is a promising and well-accepted platform for delivering peer-mentored e-cigarette cessation support to AYAs. Instagram has already been an integral part of the daily lives of many young people; therefore, an Instagram-based intervention and the add-on peer mentoring would be highly accessible and easily delivered in a way that is familiar, comfortable, and convenient to AYAs. In addition, many Instagram functions can support peer mentoring. For instance, the group messaging function of Instagram makes team mentoring feasible so that intervention participants can
benefit from the group chat and sharing; direct messaging allows one-on-one mentoring to discuss relatively personal issues without involving other participants in the group. Therefore, Instagram can easily accommodate a need for a combination of team mentoring and one-on-one mentoring. However, it should be noted that all participants of the focus groups had already signed up for Instagram groups, and therefore this sample likely has a disproportionate affinity for Instagram. Therefore, our participants’ preference for Instagram may not be generalized to the conclusion that Instagram is the best platform in general.

Potential mentors generally felt that mentoring on social media would not be burdensome as they are frequently online. While monetary compensation was felt to be a fair compensation for time, many participants mentioned that due to their own experiences receiving help from others, they were quite self-motivated to provide mentoring to help others quit. Social media interventions are not confined to geographic restriction and may also assuage privacy concerns that could inhibit participation in face-to-face groups [29]. Motivating those who have successfully quit using e-cigarettes to become a peer mentor is a critical factor to scale up peer-mentored social media interventions in order to reach a large number of e-cigarette users.

Limitations
There were several limitations of this study. First, conducting the focus groups remotely by web conference does not provide the same communicative cues (eg, eye contact) as an in-person session. Second, although research staff invited a similar number of AYAs to each focus group and followed a standardized protocol to send reminders, the number of participants in each focus group varied. Varied group size may influence the group dynamics and interactive discussion among participants. Third, most of the focus group participants showed interest in being a peer mentor. While this indicates the high promise of recruiting AYA mentors to help their peers quit using e-cigarettes, we may have limited insight into how to motivate unwilling quitters to become a peer mentor.

Conclusions
AYAs who had completed a social media support group intervention were very receptive to incorporating peer mentoring into e-cigarette cessation interventions on social media. The participants reached a consensus on many key features of peer mentoring, providing important information for the development of a peer mentoring program to complement social media–based e-cigarette cessation interventions. Developing such a peer-mentored program and testing its feasibility and preliminary efficacy is a logical next step toward leveraging peer mentoring to improve social media–based e-cigarette cessation intervention outcomes.
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Abstract

Background: Approximately 110 million Farsi speakers worldwide have access to a growing mobile app market. Despite restrictions and international sanctions, Iran’s internal mobile health app market is growing, especially for Android-based apps. However, there is a need for guidelines for developing health apps that meet international quality standards. There are also no tools in Farsi that assess health app quality. Developers and researchers who operate in Farsi could benefit from such quality assessment tools to improve their outputs.

Objective: This study aims to translate and culturally adapt the Mobile Application Rating Scale in Farsi (MARS-Fa). This study also evaluates the validity and reliability of the newly developed MARS-Fa tool.

Methods: We used a well-established method to translate and back translate the MARS-Fa tool with a group of Iranian and international experts in Health Information Technology and Psychology. The final translated version of the tool was tested on a sample of 92 apps addressing smartphone addiction. Two trained reviewers completed an independent assessment of each app in Farsi and English. We reported reliability and construct validity estimates for the objective scales (engagement, functionality, aesthetics, and information quality). Reliability was based on the evaluation of intraclass correlation coefficients, Cronbach α and Spearman-Brown split-half reliability indicators (for internal consistency), as well as Pearson correlations for test-retest reliability. Construct validity included convergent and discriminant validity (through item-total correlations within the objective scales) and concurrent validity using Pearson correlations between the objective and subjective scores.

Results: After completing the translation and cultural adaptation, the MARS-Fa tool was used to assess the selected apps for smartphone addiction. The MARS-Fa total scale showed good interrater reliability (intraclass correlation coefficient=0.83, 95% CI 0.74-0.89) and good internal consistency (Cronbach α=.84); Spearman-Brown split-half reliability for both raters was 0.79 to 0.93. The instrument showed excellent test-retest reliability (r=0.94). The correlations among the MARS-Fa subdomains and the total score were all significant and above r=0.40, suggesting good convergent and discriminant validity. The MARS-Fa was positively and significantly correlated with subjective quality (r=0.90, P<.001), and so were the objective subdomains of engagement (r=0.85, P<.001), information quality (r=0.80, P<.001), aesthetics (r=0.79, P<.001), and functionality (r=0.57, P<.001), indicating concurrent validity.

Conclusions: The MARS-Fa is a reliable and valid instrument to assess mobile health apps. This instrument could be adopted by Farsi-speaking researchers and developers who want to evaluate the quality of mobile apps. While we tested the tool with a
sample of apps addressing smartphone addiction, the MARS-Fa could assess other domains or issues since the Mobile App Rating Scale has been used to rate apps in different contexts and languages.

(JMIR Form Res 2022;6(12):e42225)  doi:10.2196/42225
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Introduction

Background

In the last 2 decades, advancements in mobile phone technology have allowed users the possibility to access health information from anywhere through nearly ubiquitous internet connectivity; at the same time, health care and public health organizations can diffuse health messages and provide diverse, continuous, indiscriminate support through mobile phones [1]. In July 2022, smartphones accounted for 4 in 5 mobile handsets available worldwide, with a global user base reaching 5.34 billion (an increase of 93 million since 2021), representing a penetration rate of 67% [2].

Undoubtedly, the public health and research communities consider mobile phones as preferred delivery modes in interventions addressing various health issues such as physical inactivity, substance misuse, and mental health [3-5]. Even a systematic review of mobile health (mHealth) interventions conducted in Iran showed that mobile phones (particularly SMS text messages) were increasingly used to deliver health interventions [6]. Some works argue that mobile apps include system design features that would prompt behavior change [7], with positive effects reported on physical function, pain intensity [8], physical activity [3], and mental health [9]. However, very little evidence exists on the sustained impacts of mobile apps on behaviors and health outcomes [3,4].

Nevertheless, the global mobile health app market does not seem to stop; it was valued at US $38.2 billion in 2021 and is expected to grow by nearly 12% between 2022 and 2030 [10]. According to Statista, the Iranian digital health market also follows a similar growth trend [11]. Some recent studies have highlighted the proliferation of mHealth in low- and middle-income countries such as Iran [12]. There are no official statistics about the number of smartphone users in Iran. Still, there are about 40 million active social media users, which could indicate technological adoption across the population [13]. With an estimated 150-220 million native speakers [14,15], mobile app development in the Persian language (or Farsi) seems particularly promising for local developers’ profitability. Industry-driven mHealth apps may offer a variety of advanced functions and capabilities. However, without the involvement of scientific expertise and evaluation, they may risk delivering unhelpful or potentially hazardous interventions [16-18].

Developers can easily leverage the limited application of guidelines in unregulated app markets that rely on open platforms such as Android in Iran, whose population has limited or no access to the global app markets on Google Play and Apple App Store. Two recently published reviews of the Iranian health app market identified about 3300 [19] and 3500 apps in the Android marketplace, which is the largest [20]. Two other reviews of COVID-19 apps in Iran searched for apps in different stores for iOS, such as CafeBazar, ParsHub, Charkhooneh, SibBazar, Sibche, SibApp, and SibIrani [21,22]. However, these stores are considered unsafe and unreliable by most Iranian citizens.

The proliferation of mobile health apps globally and in Iran raises concerns about their quality, accuracy, reliability, and efficacy [23]. According to some recent systematic reviews, various mHealth evaluation tools and rating scales have been developed to address this need [17,24]. These assessment tools vary from adapted website assessment tools to the use of consumers’ reviews or rating [25]. App store ratings are subjective and, by nature, a poor indicator of quality, medical usefulness, safety, or effectiveness. Quality reviews by trusted third parties can serve as landmarks in assessing the security, validity, and quality of mHealth apps [26]. According to a review of health app evaluation tools by BinDhim et al [25], the most frequently used were the Royal College of Physicians’ Health Informatics Unit Checklist [27], the Organization for the Review of Care and Health Applications-24 Question Assessment (ORCHA-24) [28], and the Mobile Application Rating Scale (MARS) [29]. The Royal College of Physicians’ Health Informatics Unit Checklist only looks at the developer, the functionality, and whether the app has been evaluated effectively in related interventions [27]. The Organization for the Review of Care and Health Applications-24 Question Assessment focuses on data governance, clinical impact and assurance, and user experience and engagement as quality aspects [28], but it fails to provide a comprehensive, multidimensional evaluation of app quality. Conversely, the MARS assesses app quality on a broader and more diverse range of criteria or domains, such as engagement, functionality, aesthetics, and information quality. According to Azad-Khanegah and colleagues [24], the MARS provides a multidimensional, reliable, and flexible app-quality rating scale for researchers, developers, and health care professionals [29]. The MARS has been used to evaluate apps in user-based heuristic evaluations [30] and expert-driven content analyses of apps [31-33]. The MARS has been validated across multiple studies [32] and translated into Italian [34], and more recently into German [35], Spanish [36], Arabic [37], Japanese [38], Korean [39], French [40], and Turkish [41]. However, this instrument has no translation or cultural adaptation for the Farsi language.
Objectives
This study aimed to (1) translate and culturally adapt the MARS in the Farsi language (MARS-Fa) and (2) validate the tool by examining its psychometric properties.

Methods
Study Design
This study followed a 2-step process, starting with the translation and cultural adaptation of the MARS in English to Farsi, as done in the validation studies mentioned above [34-41]. The second step involved a statistical evaluation of the MARS-Fa’s reliability and validity.

Original Instrument: The MARS
The MARS [29] consists of 29 items divided into the following 4 objective subscales: engagement (items 1-5), functionality (items 6-9), aesthetics (items 10-12), and information (items 13-19); it also comprises a subjective subscale, which is app subjective quality (items 20-23). The MARS also includes items intended to measure the perceived impact of the app for the intended end users. The perceived impact scale includes 6 additional items that evaluate the app’s potential to affect users’ knowledge, awareness, and intentions to perform the target behaviors. However, it is intended for the end users and is generally not used to assess app quality or to compare apps. All items are rated on 5-point scales, usually ranging from 1 (“poor”) to 5 (“excellent”), except for the perceived impact items, which are based on 5-point Likert-type scales, where 1 is “strongly disagree,” and 5 is “strongly agree.” According to the guidelines from the original MARS study [29], an average score is calculated for each subscale. A total app quality score represents the average of the 4 objective subscales. The original MARS study reported high internal consistency (Cronbach α=.90) and reliability, with intraclass correlation coefficients (ICCs) averaging 0.79 [29].

Translation and Adaptation Process
Following the so-called “universalist approach” [42] applied in other MARS validation studies [37], the translation and adaptation process consisted of the following steps. First, a translation was conducted, including essential item and conceptual equivalences, which were evaluated and validated by a panel of 8 experts, including 4 PhD students in health information management and health information technology, and 4 researchers with PhDs in psychology and nursing. In the next step, 2 English translators familiar with IT concepts independently translated the MARS tool into Farsi. A semantic evaluation was also performed to check the ambiguity and simplicity of the Farsi translation among the potential target population. Finally, to ensure that the Farsi version was perceived as the original English scale, it was translated back to English by a bilingual translator and compared with the original version. The back-translated version was finally checked and validated by the developer of the original MARS [29], and a few amendments were made.

Sample Selection for Scale Validation
To assess the reliability and validity of the MARS-Fa, we selected a sample of health apps targeting smartphone addiction and available on the Android and iOS stores. While the MARS is intended to address health apps of any domain, our study team included researchers with solid expertise in health information technology and smartphone addiction. A systematic process was followed to select the smartphone addiction apps for evaluation. All steps are presented in the diagram in Figure 1. Two Health Information Technology experts independently searched the Google Play and Apple App stores on May 22 and June 1, 2019. The keywords included “Smartphone Addiction,” “Phone Addiction,” “Mobile Phone Addiction,” “Cellphone Addiction,” and “Nomophobia.” To be included in the sample, apps had to (1) be available in either English or Farsi languages, (2) address smartphone addiction, and (3) be free of charge. Exclusion criteria were as follows: (1) apps being underdevelopment or not released yet; (2) apps that were unavailable or that could not be downloaded due to device incompatibility; (3) apps failing to launch after 3 attempts or apps crashing. The app selection process is summarized in Figure 1.
Validation Process

Two raters had a session to study the MARS tool and discuss their perception regarding its concepts. As a result, both raters came to a shared understanding of how to use the MARS for the app target group. Both raters downloaded each selected app on both iOS and Android-based smartphones. They completed an independent assessment of each app in both Farsi and English.

Initially, the 2 raters independently evaluated 10 apps for about 10 minutes each. The similarity between the reviewers’ judgments was assessed by comparing ICCs, as done in the original MARS study [29]. This step was introduced to establish a minimum interrater reliability level and allow the raters to identify and discuss differences and address inconsistencies before assessing the remaining apps. After 2 weeks, 10 apps were randomly selected and evaluated for the second time by the same 2 raters to evaluate their test-retest reliability.

In the next step, out of the selected 92 apps, 45 (49%) were randomly chosen for the validation exercise. This number was deemed sufficient to reach an empirical assurance of 90% and an assurance probability of .15, as done in the study that brought about the development of the Italian version of the MARS [34].

Ethical Considerations

This study involved secondary analyses of research data without including human participants; as such, no ethical approval was needed.

Statistical Analyses

Descriptive statistics were calculated for all items, subscales, and the total MARS scale, including means, standard deviations, and asymmetry coefficients. Subsequently, the reliability and validity measures of the MARS were evaluated separately for both raters. Interrater differences were assessed for subscale scores.

ICCs, using a mixed 2-factor model, were used to evaluate the interrater reliability [43]. This method has been deemed appropriate, as it accounts for the proximity of scores rather than an absolute agreement between raters. ICC values less than 0.50, between 0.50 and 0.75, between 0.75 and 0.90, and greater than 0.90 are respectively considered poor, moderate, good, and excellent.
excellent interrater reliability [43]. Cronbach α was used to assess internal consistency and was interpreted as excellent (≥0.90), good (0.80-0.89), acceptable (0.70-0.79), questionable (0.60-0.69), poor (0.50-0.59), and unacceptable (<0.50), as reported in [30]. Split-half reliability was used to evaluate the internal consistency of the average of the 2 raters using the Spearman-Brown prophecy formula, as used in the Italian MARS validation study [34]. Pearson correlations were used to assess the test-retest reliability [43].

To determine construct and concurrent validity, we replicated the approach of Yamamoto et al [38], who validated the Japanese MARS. Construct validity was based on evaluating item-subscale correlations [38] for the objective scales only, considering the intrinsic subjectivity of the “subjective quality” scale. Convergent validity was deemed satisfactory when an item achieved a correlation above r=0.20 with the respective subscale, a threshold used in the Italian [34] and Japanese [38] validation studies. Discriminant validity was deemed satisfactory if more than 80% of the correlation coefficients were higher than those with other subscales [38]. To establish concurrent validity, we examined the correlations between the MARS-Fa objective scales and the subjective quality, given that there are no gold-standard app quality indicators other than the MARS itself [38]. Other studies have compared the MARS objective and subjective scores to the average app store ratings for each app [37,38]; however, these were deemed inappropriate as the Farsi version of the app pages include few reviews and ratings that might be biased and manipulated, hence being unreliable indicators of app quality.

**Results**

**Translation and Adaptation Process**

In the forward and backward translation and face validation phases, we used IT and health experts, who identified common words, phrases, and sentences in both disciplines. There were some corrections made after the backward-translated version was reviewed and edited by 2 authors (one of them was the corresponding author of the original scale). The final version of the translation was deemed clear and understandable for both groups and not in conflict with the original version. Table 1 shows the words that were corrected in the process. The final version of the MARS-Fa tool is available in Multimedia Appendix 1.

**Table 1.** Corrections on the back-translated Mobile Application Rating Scale (MARS, in English) and the Farsi version (MARS-Fa).

<table>
<thead>
<tr>
<th>First Farsi translation</th>
<th>Retranslated word</th>
<th>Correct word</th>
<th>Corrected Farsi word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entertainment</td>
<td>Engagement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant use</td>
<td>Frequent use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incompatible</td>
<td>Incoherent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overwhelming</td>
<td>Was explained as “too much for the user to know where to start”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obvious</td>
<td>Intuitive</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**App Selection Process**

Initial searches in the app stores yielded 1380 apps from both Android and iOS stores. After removing duplicates and irrelevant apps (n=1253), 127 apps were screened for inclusion. Of these 127 apps, 18 (14.2%) were excluded because they were not available in either Farsi or English, 5 (3.9%) were excluded because they were incomplete (beta versions), 4 (3.1%) because they were incompatible with the devices used to test the apps, and 8 (6.3%) could not load (crashed when launching them), leaving a final set of 92 (72.4%) apps for the validation study (Figure 1). An ID was assigned to each app. In the next step, 45 apps (Multimedia Appendix 2) were randomly and with equal proportions selected from the two app stores (Google Play: n=30, 67%; App Store: n=15, 33%) for preliminary testing. The apps included in this study lacked any peer-reviewed publications of formal efficacy trials. Hence, item 19 of the information domain, “Evidence base,” which aims to assess the app’s reported efficacy based on randomized controlled trials, was excluded from the calculations as none of the apps were formally trialed.

**Reliability and Validity Analyses**

Table 2 presents the descriptive statistics for each subscale and the total MARS-Fa score separately for each rater. As the responses followed a nonnormal distribution, nonparametric tests were used to check the differences between raters. The paired t test and the Wilcoxon test (2-tailed) showed no significant differences between the raters’ mean scores. Cronbach α coefficients for each of the MARS-Fa subdomains, total, score, and subjective quality (Table 3) ranged from .51 to .89 for the first rater and .56 to .84 for the second rater. The average alpha coefficient was .84 for the total MARS-Fa and subjective. Spearman-Brown split-half reliability indicators were very good and excellent, ranging from 0.79 for functionality and impact and 0.93 for the MARS-Fa total score. The MARS-Fa total score and subscales had excellent and good test-retest reliability, with correlations above 0.90, indicating no significant change over time (P>0.05) for all objective subscales, total score, and subjective quality score. Overall, the average test-retest correlation between the 2 raters was high (r=0.94).
Table 2. Descriptive statistics and interrater comparisons.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Minimum-maximum</th>
<th>Skewness</th>
<th>Shapiro-Wilk (P value)</th>
<th>Mean (SD)</th>
<th>P value ( ^{a} )</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1 ( ^{b} )</td>
<td>R2</td>
<td>R1</td>
<td>R2</td>
<td>R1</td>
<td>R2</td>
</tr>
<tr>
<td>Engagement</td>
<td>1.60-4.60</td>
<td>1.60-4.60</td>
<td>-0.40</td>
<td>-0.43</td>
<td>0.94 (.02)</td>
<td>0.97 (.40)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.94 (.02)</td>
<td>0.97 (.40)</td>
<td>3.40 (0.87)</td>
<td>3.31 (0.69)</td>
</tr>
<tr>
<td>Functionality</td>
<td>2.00-4.75</td>
<td>2.25-4.50</td>
<td>-0.50</td>
<td>-0.96</td>
<td>0.96 (.14)</td>
<td>0.91 (&lt;.001)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.96 (.14)</td>
<td>0.91 (&lt;.001)</td>
<td>3.68 (0.57)</td>
<td>3.73 (0.54)</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>2.33-5.00</td>
<td>2.33-5.00</td>
<td>-0.74</td>
<td>-0.46</td>
<td>0.92 (&lt;.001)</td>
<td>0.93 (.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.92 (&lt;.001)</td>
<td>0.93 (.01)</td>
<td>3.90 (0.64)</td>
<td>3.79 (0.74)</td>
</tr>
<tr>
<td>Information</td>
<td>1.75-4.50</td>
<td>1.75-4.17</td>
<td>-0.54</td>
<td>-0.28</td>
<td>0.96 (.14)</td>
<td>0.96 (.08)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.96 (.14)</td>
<td>0.96 (.08)</td>
<td>3.28 (0.57)</td>
<td>3.31 (0.54)</td>
</tr>
<tr>
<td>MARS-Fa (^{c}) total score</td>
<td>2.17-4.66</td>
<td>2.48-4.50</td>
<td>-0.40</td>
<td>-0.29</td>
<td>0.97 (.30)</td>
<td>0.97 (.36)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.97 (.30)</td>
<td>0.97 (.36)</td>
<td>3.57 (0.56)</td>
<td>3.54 (0.52)</td>
</tr>
<tr>
<td>Subjective quality</td>
<td>1.00-4.75</td>
<td>1.20-4.75</td>
<td>-0.52</td>
<td>-0.19</td>
<td>0.91 (&lt;.001)</td>
<td>0.94 (.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.91 (&lt;.001)</td>
<td>0.94 (.03)</td>
<td>3.32 (1.19)</td>
<td>3.24 (1.00)</td>
</tr>
</tbody>
</table>

\(^{a}\) P value of the Wilcoxon W or \( t \) test.
\(^{b}\) R: reviewer.
\(^{c}\) MARS-Fa: Mobile Application Rating Scale in Farsi.

Table 3. Interrater reliability, internal consistency, and test-retest reliability results.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Cronbach ( \alpha )</th>
<th>ICC (^{a}) (95% CI)</th>
<th>Spearman-Brown split-half reliability</th>
<th>Test-retest reliability (Pearson ( r ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1 (^{b})</td>
<td>R2</td>
<td></td>
<td>R1</td>
</tr>
<tr>
<td>Engagement</td>
<td>.89</td>
<td>.83</td>
<td>0.85 (0.72-0.90)</td>
<td>0.92</td>
</tr>
<tr>
<td>Functionality</td>
<td>.51</td>
<td>.56</td>
<td>0.60 (0.39-0.74)</td>
<td>0.79</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>.71</td>
<td>.83</td>
<td>0.75 (0.62-0.84)</td>
<td>0.85</td>
</tr>
<tr>
<td>Information</td>
<td>.77</td>
<td>.65</td>
<td>0.76 (0.63-0.84)</td>
<td>0.86</td>
</tr>
<tr>
<td>MARS-Fa (^{c}) total score</td>
<td>.84</td>
<td>.84</td>
<td>0.83 (0.74-0.89)</td>
<td>0.93</td>
</tr>
<tr>
<td>Subjective quality</td>
<td>.84</td>
<td>.84</td>
<td>0.78 (0.67-0.86)</td>
<td>0.82</td>
</tr>
</tbody>
</table>

\(^{a}\) ICC: intraclass correlation coefficient.
\(^{b}\) R: reviewer.
\(^{c}\) MARS-Fa: Mobile Application Rating Scale in Farsi.

Construct Validity

The item-total correlations are shown in Table 4, all of which were above 0.40 in the objective subscales except for functionality item 7, “Ease of use” \((r=0.27)\). Success rate was deemed satisfactory for convergent validity. Overall, success rate was also deemed satisfactory for divergent validity, with all items being above the threshold in all subdomains except functionality (item 7), and information quality (item 13, “Accuracy of app description”), which had the lowest correlation with the total among the other items of the domain.

Pearson correlations between the MARS-Fa total score, the respective objective subdomains, and the subjective quality score are shown in Table 5. The MARS-Fa was positively and significantly correlated with subjective quality \((r=0.90, P<.001)\), and so were the objective subdomains of engagement \((r=0.85, P<.001)\), information quality \((r=0.80, P<.001)\), aesthetics \((r=0.79, P<.001)\), and functionality \((r=0.57, P<.001)\). The relationships between the MARS-Fa and the objective domains are not reported because the MARS-Fa is their composite score. The relationships among the objective domains were also significant \((P<.001)\).
Table 4. Construct validity indicators.

<table>
<thead>
<tr>
<th>MARS objective subscale items</th>
<th>Corrected item-total correlations (Pearson r)</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Convergent validity</td>
<td>Divergent validity</td>
</tr>
<tr>
<td>Engagement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entertainment</td>
<td>0.72</td>
<td>5/5</td>
</tr>
<tr>
<td>Interest</td>
<td>0.70</td>
<td>5/5</td>
</tr>
<tr>
<td>Customization</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Interactivity</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>Target group</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>Functionality</td>
<td></td>
<td>3/4</td>
</tr>
<tr>
<td>Performance</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>Navigation</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Gestural design</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>Aesthetics</td>
<td></td>
<td>3/3</td>
</tr>
<tr>
<td>Layout</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>Graphics</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>Visual appeal</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td></td>
<td>6/6</td>
</tr>
<tr>
<td>Accuracy of app description</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Goals</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>Quality of information</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>Quantity of information</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Visual information</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Credibility</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>Evidence base</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aMARS: Mobile Application Rating Scale.
bN/A: not applicable.

Table 5. Correlations between the Mobile Application Rating Scale in Farsi (MARS-Fa) objective scores and subjective quality.

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Pearson r</th>
<th>Lower 95% CI</th>
<th>Upper 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MARS-Fa total score-subjective quality</td>
<td>0.90</td>
<td>0.86</td>
<td>0.93</td>
</tr>
<tr>
<td>Subjective quality-engagement</td>
<td>0.85</td>
<td>0.77</td>
<td>0.90</td>
</tr>
<tr>
<td>Subjective quality-functionality</td>
<td>0.57</td>
<td>0.41</td>
<td>0.69</td>
</tr>
<tr>
<td>Subjective quality-aesthetics</td>
<td>0.79</td>
<td>0.73</td>
<td>0.85</td>
</tr>
<tr>
<td>Subjective quality-information quality</td>
<td>0.80</td>
<td>0.73</td>
<td>0.86</td>
</tr>
<tr>
<td>Engagement-functionality</td>
<td>0.38</td>
<td>0.20</td>
<td>0.53</td>
</tr>
<tr>
<td>Engagement-aesthetics</td>
<td>0.76</td>
<td>0.70</td>
<td>0.84</td>
</tr>
<tr>
<td>Engagement-information quality</td>
<td>0.75</td>
<td>0.66</td>
<td>0.82</td>
</tr>
<tr>
<td>Functionality-aesthetics</td>
<td>0.54</td>
<td>0.41</td>
<td>0.67</td>
</tr>
<tr>
<td>Functionality-information quality</td>
<td>0.52</td>
<td>0.35</td>
<td>0.68</td>
</tr>
<tr>
<td>Aesthetics-information quality</td>
<td>0.69</td>
<td>0.58</td>
<td>0.77</td>
</tr>
</tbody>
</table>
Discussion

This is the first study that developed a translation and cultural adaptation of the MARS scale into the Farsi language. This study also included validation of the MARS-Fa tool with a sample of apps targeting smartphone addiction. The results show that the MARS-Fa is a reliable and valid tool that can be used to assess app quality. Health care professionals, researchers, authorities, organizations, and app developers can use this tool when developing new or evaluating existing apps in Farsi.

Translation and Cultural Adaptation

Translating IT terminology tends to be challenging, especially in unrelated contexts such as health care. The employment of experts in the translation process facilitates the adaptation of scales, as discussed in the Italian MARS validation study [34]. To translate the tool, we employed 2 experts in IT concepts; the concepts were subsequently translated and then back translated into English by a third bilingual translator, similar to the Arabic MARS validation study [37]. The original scale developer and another English expert were asked to check each version. In the process, we excluded item 19, “Evidence base,” as it was not applicable because no apps were used in randomized controlled studies, as done in previous studies [29,34,44]. Nevertheless, given the complex terminology of the scale, it is recommended to develop a dedicated training module for Farsi-speaking app reviewers, such as the one developed for the original MARS [29] and the German version of the tool [35]. The training module will likely improve the interrater reliability, test-retest reliability, and possibly the validity of the MARS-Fa, but this needs to be formally tested in future studies, possibly with a different set of apps.

Reliability

The MARS-Fa showed a good degree of interrater reliability, with ICCs ranging from 0.60 to 0.85, with results that are aligned with the original study (ICCs=0.79) [29] and other similar validation studies, such as the Italian (0.96) [34], Spanish (0.96) [36], German (0.83) [35], Arabic (0.84) [37], French (0.89) [40], Japanese (0.70) [38], and Turkish (0.94) [41] studies. Functionality was the domain with the lowest ICC value, as in the original MARS study (0.50) [29] and the Japanese study (0.40) [38]. This might be due to the nature of mHealth apps for mental health used in both studies, similar to the ones targeting smartphone addiction in this paper. It can also be due to differences in how raters interpreted the items. Training raters before using the instrument will likely reduce the likelihood of misinterpretations, as in the German study [35].

The MARS-Fa displayed a good internal consistency, with Cronbach $\alpha$ coefficients of both raters deemed “good” for the MARS total score. The Spearman-Brown split-half reliability indicated good internal consistency among the raters, as reported in the Italian MARS validation study [34]. Altogether, the internal consistency estimates of the MARS-Fa are aligned with similar MARS validation studies [34,36,37,40,41]. The functionality domain had a relatively lower level of internal consistency, as reported in the original MARS study (0.80) [29], and in other MARS-validation studies such as the Italian (0.82 between 2 raters) [34], Arabic (0.72) [37], French (0.79) [40], and Turkish (0.78 between 2 raters) [41] studies. A relatively low level of internal consistency estimates for the information quality subscale was also reported in other validation studies, such as the Italian (0.72 between 2 raters) [34], German (0.72) [35], and French (0.61) [40]. These differences might be due to the diverse nature of the tested apps, as functionality, navigation features, ease of use, and information included in each app can vary significantly between apps, depending on the type of health issue addressed and within apps, because content and format can vary across platforms and devices, as reported in Bardus et al [31].

Additionally, the MARS-Fa showed excellent test-retest reliability, as testified by significant and high Pearson correlations over time; all subscales and the total score were more than or equal to 0.90, according to methodology literature [45], indicating an excellent test-retest reliability.

Validity

Overall, the MARS-Fa shows good construct validity, as all items seemed to correlate well within each objective subdomain. Similar to the Japanese validation study [38], one item of the functionality domain appeared to have the lowest correlation with the other items, “ease of use,” which might indicate a wide variability in the usability of the apps analyzed. As for concurrent validity, the MARS-Fa total score (objective quality) was significantly correlated with subjective quality. However, this might be interpreted with caution as the subjective quality might be influenced by the reviewers’ completing the objective quality evaluation in the same instance, as discussed in the original MARS study [29] and reported in the Japanese validation study [38]. In the absence of other benchmarks, the correlation between the MARS-Fa total score and its subjective counterpart indicates that the two measures are somehow aligned.

Strengths and Limitations

This is the first study reporting on the translation and cultural adaptation of the MARS scale into Farsi and its subsequent validation. A major strength of this study is the systematic process followed in translating and validating the MARS-Fa tool, using well-established and sound methodologies. The translation and cultural adaptation process involved IT and health sciences experts, who checked the content for and provided face validity. Furthermore, the construct and scale validation process followed a robust approach. The study involved 2 raters who independently assessed a systematically selected sample of apps. Through this process, the MARS-Fa tool can be reliably used to evaluate the quality of health apps in the Farsi language.

Limitations of this study include the fact that we tested the tool with a selected sample of apps for smartphone addiction. While the tool is intended to assess health apps in any domain, there might be some variability in the type of apps analyzed. Hence, we suggest that future studies test the MARS-Fa using other health apps. One of the limitations is that the MARS-Fa total score and objective subscales were validated against the subjective quality in the absence of an equivalent app quality evaluation scale. Future studies could compare the MARS-Fa...
to other app quality evaluation tools identified in the literature [24] to ascertain concurrent validity.

Conclusions
The Farsi version of the MARS tool (MARS-Fa) is a reliable and valid instrument to assess mobile health app quality, as demonstrated by a sample of apps targeting smartphone addiction. Health experts, researchers, and app developers can use the MARS-Fa, to evaluate their apps or to assess groups of apps of the same kind. It can be easily accessed (Multimedia Appendix 1) free of charge. We hope that the MARS-Fa could be used as a criterion for evaluating apps before these are prescribed to patients.
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Abstract

Background: Interest in and funding for digital health interventions have rapidly grown in recent years. Despite the increasing familiarity with mobile health from regulatory bodies, providers, and patients, overarching research on digital health adoption has been primarily limited to morbidity-specific and non-US samples. Consequently, there is a limited understanding of what personal factors hold statistically significant relationships with digital health uptake. Moreover, this limits digital health communities’ knowledge of equity along digital health use patterns.

Objective: This study aims to identify the social determinants of digital health tool adoption in Georgia.

Methods: Web-based survey respondents in Georgia 18 years or older were recruited from mTurk to answer primarily closed-ended questions within the following domains: participant demographics and health consumption background, telehealth, digital health education, prescription management tools, digital mental health services, and doctor finder tools. Participants spent around 15 to 20 minutes on a survey to provide demographic and personal health care consumption data. This data was analyzed with multivariate linear and logistic regressions to identify which of these determinants, if any, held statistically significant relationships with the total number of digital health tool categories adopted and which of these determinants had absolute relationships with specific categories.

Results: A total of 362 respondents completed the survey. Private insurance, residence in an urban area, having a primary care provider, fewer urgent emergency room (ER) visits, more ER visits leading to inpatient stays, and chronic condition presence were significantly associated with the number of digital health tool categories adopted. The separate logistic regressions exhibited substantial variability, with 3.5 statistically significant predictors per model, on average. Age, federal poverty level, number of primary care provider visits in the past 12 months, number of nonurgent ER visits in the past 12 months, number of urgent ER visits in the past 12 months, number of ER visits leading to inpatient stays in the past 12 months, race, gender, ethnicity, insurance, education, residential area, access to the internet, difficulty accessing health care, usual source of care, status of primary care provider, and status of chronic condition all had at least one statistically significant relationship with the use of a specific digital health category.

Conclusions: The results demonstrate that persons who are socioeconomically disadvantaged may not adopt digital health tools at disproportionately higher rates. Instead, digital health tools may be adopted along social determinants of health, providing strong evidence for the digital health divide. The variability of digital health adoption necessitates investing in and building a common framework to increase mobile health access. With a common framework and a paradigm shift in the design, evaluation, and implementation strategies around digital health, disparities can be further mitigated and addressed. This likely will begin with a coordinated effort to determine barriers to adopting digital health solutions.
Introduction

In the midst of the Digital Revolution and growing focus on health care access, the US health care system has begun to openly welcome digital health with an expanded explosion of mobile apps, wearable electronic devices (eg, smartwatches and fitness trackers), artificial intelligence, and telemedicine [1]. Digital health and mobile health (mHealth) encompass the clinical application of information and communications technologies to improve health and wellness management [2]. In the context of the COVID-19 pandemic, interest and funding for digital health ventures reached US $24 billion in 2020, an increase from over US $5 billion in 2015 [3]. Not only is digital health increasingly used in clinical settings, but it is also prevalent in consumer settings in which individuals can access digital health products on everyday gadgets such as smartphones. A 2015 cross-sectional survey found that over half of mobile phone users had downloaded a health-related app [4]. Allowing individuals to manage their health on everyday devices has transformed the way that consumers interact with their health. Simultaneously, it has created a “divided digital revolution” due to the fact that many mHealth interventions may not be socioculturally developed and consequently exclude diverse groups [5].

With increasing interest from the Food and Drug Administration, Centers for Medicare and Medicaid Services, and other regulatory agencies and payers to bring mHealth into their care strategies and oversight, the potential for digital health solutions has evolved alongside consumer wellness offerings. Digital health is now inclusive of diagnostic, disease management, and clinical decision support tools [6]. New technologies aid health care providers by reducing the repetitiveness of their work and supporting their clinical decisions, workflow, and productivity [7]. In addition to digital health technology’s ability to standardize and improve the clinical experience, digital health’s value may be even greater as a mechanism to improve accessibility in a cost-effective manner [8].

Despite the potential benefits, digital health continues to lack a proper validation system for digital health interventions. This is a particularly pressing matter given the current landscape in which many technologies have been developed and as the implementation of new technology is shifting into a growing focus [9]. Many venture-funded digital health start-ups lack clinical robustness, once again indicating the need for increased emphasis on evidence-based approaches to product development [10]. Some researchers have called for validation domains spanning technical, clinical, and system validation [1]. While some literature exists on possible solutions that would increase the validation and utility of digital health tools, there exists a gap in digital health literature regarding uptake and use by the general population [1,11]. Moreover, much of the published literature supporting the increased implementation of digital health technology in improving patient outcomes is specific to certain patient populations and morbidities or was conducted outside the United States [1,12-16]. Such literature has provided valuable insight into the uptake of digital health tools. For example, one review focusing on older adults described 14 themes that affect the uptake of digital health, with the most common being technical literacy, lack of desire, and cost [17]. Another review focused on digital health interventions for adults with overweight and obesity highlighted attrition as a barrier to digital solutions and emphasized the need for digital health tools to be engaging for users [12]. The current specificity of research around the mHealth landscape not only provides useful information regarding digital health adoption but also indicates a need for a broader view of how individuals perceive and adopt digital health in the US health care system.

Fundamentally, empirical research in digital health and mHealth has a large gap in individual experience and adoption of broad digital health categories outside of condition-specific subgroups in the United States. Understanding the larger demographic trends and socioeconomic patterns in digital health uptake presents an important opportunity to numerically characterize the effect of social determinants within the burgeoning field of digital health. Ideally, the digital health innovation community can use original research about social determinants of digital health to think about and respond to the structural pillars of the digital health divide. In doing so, innovators can design mHealth interventions with an eye for accessibility. To achieve this goal, this study represents an initial, pilot investigation of the “social determinants of digital health” throughout the state of Georgia. The analysis statistically describes the use patterns of common digital health tools among web-based survey respondents in Georgia. By doing so, this investigation aims to understand how socioeconomic factors and care-seeking behaviors affect digital health uptake, and compares the adoption distribution across 8 common categories of digital health tools.

Methods

Study Design

This was a cross-sectional study in the area of digital health technology using survey data collected from June to November 2021. Participants responded to a web-based survey administered through REDCap that consisted of 172 possible questions (available upon request) to explore the use of and attitudes toward 8 common digital health tools. Common demographic questions and health care consumption questions were used as predictors of the social determinants of digital health use and were based on questions used in the National Health Interview Survey project [18]. Conditional and branching logic based on prior responses were used to pare down the questionnaire to deliver the right questions for the right participant.
Study Population
Individuals were recruited from Amazon’s mTurk platform [19]. While patients were initially going to be recruited in a clinic setting, this became a safety hazard because of the COVID-19 pandemic and required the study team to use digital recruitment methods. In the context of this issue, mTurk provided access to a large heterogeneous population of willing research participants. The inclusion criteria required participants with existing mTurk worker accounts to be aged ≥18 years and be residents of the state of Georgia in the United States. Participants were compensated US $3 through mTurk’s internal platform. The data set began with 1022 records from which 630 duplicates, 29 incomplete responses, and 1 invalid survey were removed. Thus, the final analytic sample included 362 participants’ responses.

Data Source
Survey questions were designed by the study team to investigate the use rates of different digital health tools and what factors may shape an individual’s use of digital health tools. The survey instrument contained primarily closed-ended question types with some opportunities to provide open-ended responses if the participant was willing. The questionnaire encompassed 172 possible questions in the English language that entailed the following domains: participant demographics and health consumption background, telehealth, digital health education, prescription management tools, digital mental health services, and doctor finder tools (available on request). The survey took approximately 15 to 20 minutes for participants to complete. Questions were presented to each participant in the same order. Demographic data and questions about health care use were also implemented to understand how social factors may impact digital health tool use.

Study data were collected and managed using REDCap electronic data capture tools hosted at Emory University [20,21]. REDCap is a secure web-based software platform designed to support data capture for research studies, providing an intuitive interface for validated data capture, audit trails for tracking data manipulation and export procedures, automated export procedures for seamless data downloads to common statistical packages, and procedures for data integration and interoperability with external sources.

Data Measures
The analysis included 17 independent variables. There were 2 continuous independent variables: age (as reported by the respondent) and federal poverty level (calculated using household income and household size). There were 15 self-reported categorical variables: race, gender, ethnicity, insurance status, educational attainment, living area, access to the internet, access to health care, primary care–seeking behavior in non–life-threatening events (as defined by the type of clinic visited during said events), having a routine primary care provider (PCP), amount of PCP visits in the last 12 months, amount of emergency room (ER) visits for nonurgent events in the last 12 months, amount of ER visits for urgent events in the last 12 months, amount of ER visits leading to inpatient stays in the last 12 months, and presence of chronic conditions (actual survey items available on request).

There was 1 continuous dependent variable (the number of digital health tool categories used by a patient) and 8 yes or no questions for self-reported digital health tool use in the following categories: telehealth, digital health education, prescription management tools, doctor finders, social services referral tools, digital mental health tools, digital insurance navigators, and patient portals.

Statistical Analysis
First, descriptive statistics were calculated to determine the frequency of using the 8 digital health categories. Second, an adjusted linear regression was completed between the independent variables and the number of digital health tool categories adopted by a respondent. Third, separate logistic regressions were used to identify predictors of use for each category of tools. Statistical significance was determined by P values <.05. All statistical analyses were completed using R version 4.0.5 (R Foundation for Statistical Computing) with the packages tidyverse, MASS, and mice [22-25]. Multiple imputation based on mean-matching was used to impute missing data within the sample. Imputation required at least 50% or more of the existing data, and all of the included independent and dependent variables required some imputation.

Ethical Considerations
This study was approved by Emory University’s institutional review board (reference STUDY00001999). Participants were recruited from Amazon’s mTurk platform and were compensated US $3 for their participation through mTurk’s internal system. All participation was voluntary, and no participant was subject to any harm. Informed consent was obtained from each participant regarding what their involvement in the study entailed and how their responses would be handled. The privacy of research participants was maintained throughout the study, and all responses were deidentified.

Results
Over half (n=189, 52.2%) of the 362 respondents reported having private insurance, and more than half (n=160, 60.2%) of them had earned at least a bachelor’s degree (Table 1). Almost all (n=302, 98.6%) respondents reported always or almost always having reliable access to the internet. About one-third (n=118, 34.7%) of the respondents reported having at least one chronic condition. On average, respondents used more than 3 digital health tools.
Table 1. Descriptive statistics of the respondents presented as percentages, means, or medians (n=362).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>37 (0.6)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>34 (18-73)</td>
</tr>
<tr>
<td>Federal poverty line ratio, mean (SD)</td>
<td>3 (0.28)</td>
</tr>
<tr>
<td><em><em>Number of PCP</em> visits in the past 12 months</em>*</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4 (0.14)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>3 (1-11)</td>
</tr>
<tr>
<td><em><em>Number of ER</em> visits for nonurgent issues in the past 12 months</em>*</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2 (0.1)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>1 (1-10)</td>
</tr>
<tr>
<td><strong>Number of ER visits for urgent issues in the past 12 months</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2 (0.11)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>1 (1-11)</td>
</tr>
<tr>
<td><strong>Number of ER visits leading to inpatient stay</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4 (0.05)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>1 (1-10)</td>
</tr>
<tr>
<td><strong>Difficulty accessing health care (Likert scale: 1 is very hard, 5 is very easy)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4 (0.05)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>4 (1-5)</td>
</tr>
<tr>
<td><strong>Seek care in non–life-threatening situations, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primary care physician</td>
<td>191 (52.8)</td>
</tr>
<tr>
<td>Urgent care</td>
<td>111 (30.7)</td>
</tr>
<tr>
<td>Emergency room</td>
<td>30 (8.3)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (8.3)</td>
</tr>
<tr>
<td><strong>Has PCP, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>275 (76.0)</td>
</tr>
<tr>
<td>No</td>
<td>87 (24.0)</td>
</tr>
<tr>
<td><strong>Presence of chronic condition, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>118 (34.7)</td>
</tr>
<tr>
<td>No</td>
<td>222 (61.3)</td>
</tr>
<tr>
<td>No response</td>
<td>22 (6.0)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-White</td>
<td>104 (28.7)</td>
</tr>
<tr>
<td>White</td>
<td>253 (65.3)</td>
</tr>
<tr>
<td>No response</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>218 (60.9)</td>
</tr>
<tr>
<td>Female</td>
<td>140 (39.1)</td>
</tr>
<tr>
<td>No response</td>
<td>4 (1.1)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>32 (8.8)</td>
</tr>
<tr>
<td>Variables</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>322 (89.0)</td>
</tr>
<tr>
<td>No response</td>
<td>8 (2.2)</td>
</tr>
<tr>
<td><strong>Insurance, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Public insurance</td>
<td>95 (26.2)</td>
</tr>
<tr>
<td>Private insurance</td>
<td>189 (52.2)</td>
</tr>
<tr>
<td>A mix of both public and private insurance</td>
<td>23 (6.4)</td>
</tr>
<tr>
<td>I have insurance, but I'm not sure what type</td>
<td>8 (2.2)</td>
</tr>
<tr>
<td>Uninsured</td>
<td>47 (13.0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>27 (7.5)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>85 (23.5)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>32 (8.8)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>160 (44.2)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>49 (13.5)</td>
</tr>
<tr>
<td>Professional/doctoral degree</td>
<td>9 (2.5)</td>
</tr>
<tr>
<td><strong>Living area, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>104 (28.7)</td>
</tr>
<tr>
<td>Suburban</td>
<td>187 (51.7)</td>
</tr>
<tr>
<td>Rural</td>
<td>71 (19.6)</td>
</tr>
<tr>
<td><strong>Internet access, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Always have access</td>
<td>302 (83.4)</td>
</tr>
<tr>
<td>Does not always have access</td>
<td>55 (15.2)</td>
</tr>
<tr>
<td>No response</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td><strong>Number of digital health tool categories adopted</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4 (0.11)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>4 (0-8)</td>
</tr>
<tr>
<td><strong>Telehealth use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>140 (38.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>222 (61.3)</td>
</tr>
<tr>
<td><strong>Health education tool use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>124 (34.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>238 (65.7)</td>
</tr>
<tr>
<td><strong>Prescription management tool use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>232 (64.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>130 (35.9)</td>
</tr>
<tr>
<td><strong>Doctor finder tool use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>185 (51.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>177 (48.9)</td>
</tr>
<tr>
<td><strong>Social service referral tool use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>289 (79.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>73 (20.2)</td>
</tr>
<tr>
<td><strong>Mental health tool use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>239 (66.0)</td>
</tr>
</tbody>
</table>
Results from the linear regression analysis indicate that for total digital tool adoption count, the model was statistically significant ($P<.001$; adjusted $R^2=0.28$; Table 2). Six variables were statistically significant at the $\alpha<.05$ level. On average, respondents with private insurance used 0.55 more digital health tools than respondents with public insurance ($P=.03$). Respondents living in rural or suburban areas used 0.75 fewer digital health tools than respondents in urban areas ($P=.003$ and .02, respectively). Patients without a PCP used 1.25 fewer digital health tools than respondents with a PCP ($P=.005$), while respondents with no chronic condition used 0.73 fewer tools than respondents with chronic conditions ($P=.001$). A 1-unit increase in the number of urgent ER visits was associated with a 0.4 decrease in digital health tools used ($P=.04$), but a 1-unit increase in the number of ER visits leading to inpatient stays resulted in the use of 0.64 more digital health tools ($P=.002$), on average. No multicollinearity was observed.

None of the predictors held a statistically significant relationship with the outcomes across all 8 logistic regression models (Multimedia Appendix 1). In fact, the total number of significant variables across each logistic regression model varied greatly, with an average of 3.5 statistically significant predictors in a model. For example, the logistic regression model for the doctor finder only had a significant relationship with 1 variable (residential area), whereas telehealth use had 6 significant predictors (number of PCP visits in the past 12 months, self-reported race, insurance status, residential area, PCP status, and chronic condition status).
Table 2. Estimates for the linear regression model on the total number of digital health tool categories adopted (n=362).

<table>
<thead>
<tr>
<th>Variables</th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.08 (3.06 to 5.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>−0.06 (−0.24 to 0.12)</td>
<td>.49</td>
</tr>
<tr>
<td>Federal poverty level</td>
<td>−0.01 (−0.18 to 0.17)</td>
<td>.96</td>
</tr>
<tr>
<td>Number of PCP visits in past 12 months</td>
<td>0.05 (−0.21 to 0.31)</td>
<td>.71</td>
</tr>
<tr>
<td>Number of nonurgent ER visits in past 12 months</td>
<td>0.31 (0 to 0.63)</td>
<td>.05</td>
</tr>
<tr>
<td>Number of urgent ER visits in past 12 months</td>
<td>−0.31 (−0.67 to 0.04)</td>
<td>.08</td>
</tr>
<tr>
<td>Number of ER visits leading to inpatient stays in past 12 months</td>
<td>0.58 (0.2 to 0.95)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Difficulty</td>
<td>−0.02 (−0.21 to 0.18)</td>
<td>.87</td>
</tr>
</tbody>
</table>

**Seek care in non–life-threatening situations**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary care physician (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Urgent care</td>
<td>0.42 (−0.01 to 0.85)</td>
<td>.06</td>
</tr>
<tr>
<td>Emergency room</td>
<td>0.28 (−0.43 to 0.98)</td>
<td>.44</td>
</tr>
<tr>
<td>Other</td>
<td>0.51 (−0.19 to 1.21)</td>
<td>.15</td>
</tr>
</tbody>
</table>

**Has PCP**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has PCP (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No PCP</td>
<td>−0.61 (−1.73 to 0.05)</td>
<td>.07</td>
</tr>
</tbody>
</table>

**Presence of chronic condition**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has chronic condition (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No chronic condition</td>
<td>−0.72 (−1.1 to −0.33)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Race**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-White (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>White</td>
<td>0.20 (−0.2 to 0.59)</td>
<td>.34</td>
</tr>
</tbody>
</table>

**Gender**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>−0.38 (−0.76 to 0)</td>
<td>.05</td>
</tr>
</tbody>
</table>

**Ethnicity**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hispanic (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>0.00 (−0.59 to 0.58)</td>
<td>.99</td>
</tr>
</tbody>
</table>

**Insurance**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Private</td>
<td>0.37 (−0.09 to 0.83)</td>
<td>.11</td>
</tr>
<tr>
<td>Mix</td>
<td>0.24 (−0.53 to 1.01)</td>
<td>.54</td>
</tr>
<tr>
<td>Unsure</td>
<td>−0.18 (−1.41 to 1.06)</td>
<td>.78</td>
</tr>
<tr>
<td>Uninsured</td>
<td>−0.52 (−1.21 to 0.18)</td>
<td>.14</td>
</tr>
</tbody>
</table>

**Education**

<table>
<thead>
<tr>
<th></th>
<th>β (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional degree (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Master’s</td>
<td>−0.29 (−1.57 to 0.98)</td>
<td>.65</td>
</tr>
<tr>
<td>Bachelor’s</td>
<td>−0.20 (−1.01 to 0.61)</td>
<td>.63</td>
</tr>
<tr>
<td>Associate’s</td>
<td>−0.18 (−0.88 to 0.51)</td>
<td>.60</td>
</tr>
<tr>
<td>Some college</td>
<td>−0.23 (−1.09 to 0.63)</td>
<td>.60</td>
</tr>
<tr>
<td>Less than high school or high school graduate/GED</td>
<td>−0.65 (−1.37 to 0.08)</td>
<td>.08</td>
</tr>
</tbody>
</table>
**Discussion**

**Principal Findings**

Given the paucity of literature surrounding the use of common digital health tools by the general population in the United States, this paper is a novel investigation on how 8 common forms of digital health management tools are adopted and used in a diverse population in Georgia. Surprisingly, there are large variations in how many and which factors predict digital health use uptake. The large variability indicates that there is likely diversity in the populations using various types of digital health tools. Moreover, this analysis’ emphasis on the variability in the adoption of digital health potentially highlights a gap between mHealth’s ideal and actual implementations; this is especially true when relationships that would logically be meaningful did not appear in the analysis. Ideally, mHealth would be a tool that allows medically indigent populations to improve their access to health care and to community-based resources that empower their care navigation efforts. Specifically, these findings highlight that digital health innovations are not always distributed equitably or to the people who would ostensibly need it the most. For example, the use of social services referral tools did not vary with education level, federal poverty level ratio, or lack of insurance. Ideally, socioeconomically disadvantaged populations—proxied for by education level, federal poverty level, and insurance status—would have significantly higher rates of adoption for social services referral tools since these tools are meant to expand this population’s access to social services. Similarly, digital prescription management tools had no statistically significant relationship with insurance status, which levies a similar concern since patients who are uninsured should be more likely to use digital tools to lower out-of-pocket prescription costs when holding the chronic condition status constant. Fundamentally, this initial investigation spotlights the need for incorporating more real-world evidence into digital health distribution, use, and outcomes beyond the controlled trial environment.

Interventions can and should be targeted to reach patients that traditionally cannot access health care options; however, these results indicate that, in practice, the patients with the greatest need may not find these technologies accessible. If this is evidence that the most socially and medically indigent patients cannot access new innovations, inequality can either become a substantial barrier to improving health outcomes at scale or even exacerbate health disparities across a digital divide. With the incorporation of on-the-ground use data, innovators and researchers can assess whether inequalities in uptake are a result of the inequalities in patient access to prerequisite infrastructure (eg, smartphones, Wi-Fi, or computers) or if some current investigations of digital health interventions may simply lack external validity, thus requiring a paradigm shift in the design, evaluation, and implementation strategies around digital health. These observations align with the fundamental shift in health intervention evaluation methodologies. More specifically, there is an increasing emphasis on generating and using real-world evidence and data to measure digital health efficacy [26]. These results functionally support the extant literature’s depiction of digital health inequality across various digital health domains and diverse populations. For example, Tappen et al [27] described a “deep digital health divide” in older populations that is associated with age, education, income, and ethnicity. Likewise, Saeed and Masters [28] noted that in psychiatric conditions, telehealth use is negatively correlated with lower socioeconomic status. Moreover, Brown et al [16] found that significant disparities exist in access to telemedical care among cardiovascular patients that are low-income, older adults, or Black or Hispanic [16]. Perhaps unsurprisingly, historic drivers of inequities in health care continue to exist in a similar manner in the digital health space. The impact of social determinants of health goes beyond access to medical care and pure health outcomes. There is an apparent impact on how the social determinants can affect access to digital health technologies, which may be a mediating variable for health outcomes and access to care. Fortunately, there is a movement toward prioritizing contextually tailored mHealth interventions that can mitigate inequalities in access to digital health [5].

**Strengths and Limitations**

The self-reported data collected from this investigation has at least three strengths. First, the large sample size provided minimizes concerns about response bias and improves statistical strength. Moreover, the use of mTurk to recruit respondents allows for a much larger pool than the original target population.
focusing on patient-defined populations. As a result, this study included a more diverse panel of respondents. Second, the survey examined data across a broad array of digital health tools rather than focusing on one specific category of tools. As a result, this novel dataset provides a broad view of digital health uptake across multiple subsets of patients. This also provides better comparisons across the various classes of commercialized technology. Third, the variety of independent predictors allows for better adjustment in the linear and logistic regression models to control for confounding variables’ bias.

Despite these strengths, there are at least three limitations. First, respondents were recruited and surveyed using a web-based platform (mTurk), which inherently introduces the effects of self-selection. For instance, this study analyzes how digital (ie, internet-connected and internet-enabled) health tools are used by asking questions to respondents who therefore are adept with technology and have substantial access to digital platforms before the survey. Second, the platform does not provide the opportunity to randomly sample respondents, limiting generalizability. Third, the cross-sectional nature of the data and analysis precludes causal induction. This analysis cannot link respondent behavior over time with the changes in their independent predictors’ statuses. In the future, semicausal and causal methods should be used to establish cause-and-effect relationships.

Future Directions

Further work to identify and reduce barriers to entry for digital health tools is vital to expanding its impact and promoting equity with the advent of new technologies. Understanding how digital health disseminates will be crucial to intervention design, implementation, and evaluation. The existing variability in the adoption of mHealth underscores the lack of a common framework to increase mHealth use across diverse patient populations, which ultimately limits an intervention’s potential for success. Innovative strategies can help improve access moving forward; however, this will require digital health innovators and regulators to regularly collect and review data regarding mHealth adoption. This can help evaluate the social and clinical returns on funding for digital health interventions, especially those aimed at improving health care access.

The large variability in adoption across digital health tools indicates that a one-size-fits-all approach to deploying these tools will likely mitigate their potential impact. Consequently, additional research is needed to better understand these patterns at larger scales and across more diverse populations, and the full range of factors that contribute to intervention uptake. Similarly, the digital health innovation community should rebuild the evaluation framework for evaluating tool distribution and adoption throughout the intervention’s lifecycle to ensure that patients are able to equitably access these services. More specifically, special consideration should be given to how new tools can contribute to the digital health divide, so when new tools are deployed, innovators should look at the characteristics of users to determine if adoption is equitably distributed.

Conclusions

This investigation establishes an initial portrait of how variable the use of digital health tools is across various patient demographics. Moreover, these results indicate that populations who could benefit the most from using certain tools (eg, patients who are socioeconomically disadvantaged and who would benefit from a social services referral tool) are not using these technologies. Although these tools are already publicly available, populations that could realize substantial benefits from this technology experience larger barriers to entry and sustained use (eg, information, internet, and cost obstacles). Ultimately, while these tools can be valuable, user uptake is the most important prerequisite to clinical and social utility.
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Abstract

Background: Models of satisficing suggest that study participants may not fully process survey items and provide accurate responses when survey burden is higher and when participant motivation is lower. Participants who do not fully process survey instructions can reduce a study’s power and hinder generalizability. Common concerns among researchers using self-report measures are data quality and participant compliance. Similarly, attrition can hurt the power and generalizability of a study.

Objective: Given that college students comprise most samples in psychological studies, especially examinations of student issues and psychological health, it is critical to understand how college student recruitment sources impact data quality (operationalized as attention check items with directive instructions and correct answers) and retention (operationalized as the completion of follow-up surveys over time). This examination aimed to examine the following: whether data quality varies across recruitment sources, whether study retention varies across recruitment sources, the impact of data quality on study variable associations, the impact of data quality on measures of internal consistency, and whether the demographic qualities of participants significantly vary across those who failed attention checks versus those who did not.

Methods: This examination was a follow-up analysis of 2 previously published studies to explore data quality and study compliance. Study 1 was a cross-sectional, web-based survey examining college stressors and psychological health (282/407, 69.3% female; 230/407, 56.5% White, 113/407, 27.8% Black; mean age 22.65, SD 6.73 years). Study 2 was a longitudinal college drinking intervention trial with an in-person baseline session and 2 web-based follow-up surveys (378/528, 71.6% female; 213/528, 40.3% White, 277/528, 52.5% Black; mean age 19.85, SD 1.65 years). Attention checks were included in both studies to assess data quality. Participants for both studies were recruited from a psychology participation pool (a pull-in method; for course credit) and the general student body (a push-out method; for monetary payment or raffle entry).

Results: A greater proportion of participants recruited through the psychology pool failed attention checks in both studies, suggesting poorer data quality. The psychology pool was also associated with lower retention rates over time. After screening out those who failed attention checks, some correlations among the study variables were stronger, some were weaker, and some were fairly similar, potentially suggesting bias introduced by including these participants. Differences among the indicators of internal consistency for the study measures were negligible. Finally, attention check failure was not significantly associated with most demographic characteristics but varied across some racial identities. This suggests that filtering out data from participants who failed attention checks may not limit sample diversity.

Conclusions: Investigators conducting college student research should carefully consider recruitment and include attention checks or other means of detecting poor quality data. Recommendations for researchers are discussed.

(JMIR Form Res 2022;6(12):e39488) doi:10.2196/39488
KEYWORDS
data quality; attention checks; recruitment; retention; college students; mobile phone

Introduction

Background

The validity of the findings of any study hinges on the integrity of the data collected. Common concerns among psychology researchers using self-report measures are data quality and participant compliance. Participants may not fully read or process the self-report measure instructions or items, adding noise to data rather than reflecting the constructs being assessed, or they may not complete the study protocol, reducing the number of assessments used for analyses. Both reduce the study’s power [1] and may hinder the generalizability of its findings [2,3]. Given that clinical trials of psychological treatments are chronically underpowered [4], reduced power due to poor data quality can exacerbate the lack of trust in the study findings. To prevent these negative effects on statistical power and external validity, researchers may aim to recruit compliant participants, better incentivize compliance, and detect and remove noncompliant participants from data sets. Given that college students comprise most samples in psychological studies [5-7], it is necessary to understand the associations between recruitment sources targeting college students and participant compliance. For this paper, we defined participant compliance as providing high quality data (ie, putting in reasonable effort and fully reading each item before responding) and completing follow-up assessments (ie, retention; only applicable for longitudinal studies).

One approach to identifying participant noncompliance that affects data quality is to use attention check items with instructions to select a particular answer (eg, “Select ‘slightly agree’ for this item”) or that have factual answers (eg, “Which number is largest?”); these are also called instructional manipulation checks [1], bogus items [8], infrequency scales [9], or random-responding indicators [10]. These items can identify participants who are satisficing (ie, putting in minimal effort and potentially not fully reading or comprehending each item), which is sometimes called careless responding. Removing these participants may increase statistical power such that correlations are stronger among relevant study variables and experimental effects across conditions are larger [1,10-12] or may otherwise reduce “noise” among study variable associations [13]. Identifying poor quality data where responses may not reflect the true study construct via attention checks and removing these satisficing cases may reduce random error and increase statistical power, but it also may result in removing a meaningful group and introducing bias, as certain demographics (eg, gender, age, race, education, and intrinsic motivation) can be associated with satisficing [11,14]. It is possible that some recruitment sources may yield participants who are not only less inclined to satisfice but are also more demographically diverse, allowing for the removal of satisficing participants without limiting the diversity and generalizability of the sample.

In a model explaining how individuals formulate and respond to survey questions, Tourangeau et al [15] proposed that poor data quality comes from failing to engage in at least one of the four stages of the cognitive processing: (1) understanding the meaning of the item, (2) finding information in memory relevant to the item, (3) summarizing the information found, and (4) using that information to choose a response given the options. Satisficing could result from failing to engage in any one of these stages of cognitive processing. However, the attention checks used in this examination as an indicator of data quality are designed to detect the most egregious forms of satisficing (stage 1: not fully reading and understanding the item) rather than the later forms of cognitive processing (eg, taking the time to process exactly how anxious they remember being or whether this is best reflected as an endorsement of 4 vs 5 for a given item). The study by Krosnick [16] gave an overview of a variety of response strategies that respondents may choose when engaging in satisficing to conserve their mental energy and suggested that some individuals may choose to engage in satisficing to conserve their mental energy when faced with great task difficulty (eg, many items in a survey) and that the likelihood of satisficing increases as the burden of the survey increases, and participants become less motivated to perform well as they become more fatigued. Moreover, it suggested that respondents may first be less diligent about the later stages of cognitive processing (eg, taking the time to decide between 4 and 5) before fully omitting stages (eg, not fully reading the item). A systematic review of 141 studies that included various indicators of satisficing revealed that 74% of the studies found that task difficulty was significantly associated with satisficing, and 68% of the studies found that respondent motivation was significantly associated with satisficing [17], suggesting that satisficing is a result of the qualities of both the survey task (highly burdensome) and the participant (low motivation).

Another issue of participant compliance particularly important for longitudinal research such as examinations of psychological health is study retention rates. Many studies require multiple assessments, such as observing natural developmental trajectories or following changes in behaviors, symptoms, or attitudes after the administration of an intervention. Although interventions offer additional benefits to participants compared with nonintervention research (eg, potential improvements in mental or physical health), these benefits are often obtained immediately and do not extend to incentivizing retention for follow-up surveys. Moreover, follow-up assessments are typically administered remotely and after substantial time has passed (eg, weeks or months). Therefore, retention rates typically drop with each additional follow-up. For example, challenges with retention have been noted in a meta-analysis of cohort studies on mental and behavioral health [18], a meta-analysis of dissonance-based interventions for health behavior change [19], and a meta-analysis of digital interventions for the treatment and prevention of eating disorders [20]. This is particularly challenging for studies involving college students. An integrative analysis of 24 studies of brief interventions for college drinking found retention rates as low as 46% for the 6-month follow-ups and 51% for the 9-
12-month follow-ups [21]. The authors of these studies have noted how challenging it can be to retain college students, particularly when administering interventions such as those for college drinking [22,23] or web-based programs for students with depression, anxiety, or stress [24]. Identifying recruitment methods that are associated with better data quality and higher compliance (e.g., passing attention checks and completing study protocols including follow-up assessments) may reduce the costs associated with longitudinal research, increase the benefits and practicality of the study designs, and strengthen the trust in the study findings.

**Recruitment Sources**

Undergraduate college students serve as study samples in most psychology studies, a consistent trend over time. An investigation of 6 top journals in multiple fields of psychology over 20 years (1975, 1985, and 1995) included 1559 articles with human participants [7]. Researchers found that most studies (68%) exclusively used undergraduate college student samples and that this finding was consistent over time (69.8% in 1975, 66.7% in 1985, and 68.2% in 1995). An investigation into 1 specific premier journal, the *Journal of Personality and Social Psychology*, revealed that 67% of American study samples were specifically undergraduate students enrolled in psychology courses, and this rose to 80% of samples for non-American studies [5]; however, this number has dropped to 42% overall (39% of American-based studies and 54% of non-American studies) in more recent years [6]. This makes it imperative to examine study compliance among college students and, in particular, whether the use of psychology student pools has an impact.

Student participant pools have received both praise and criticism from the psychology community [25,26]. They provide researchers with a low-cost and efficient recruitment source, which may be particularly important for student researchers who do not have funding [26]. Although there are concerns that student participant pools mainly comprise female, White, and young psychology majors [26,27] and that this can result in samples that do not generalize beyond Western, educated, industrialized, rich, and democratic societies [28], student participation pools are becoming more demographically diverse, mirroring the increasing diversity among those attending college [26]. Moreover, some research questions focus specifically on student populations (e.g., studies that focus on unique college stressors and their links to mental health or interventions targeting college drinking), creating a need for student participant sources.

Student participation pools may potentially reflect the true population of interest in addition to being convenient; however, these pools can also be associated with lower enrollment and study compliance. Sharpe and Poets [26] found that as many as 56.7% of students in 2 large introductory courses chose not to participate in research or earn any research credits. Motivational issues and time commitment are the 2 primary factors linked to student nonparticipation in research pools [29,30]. It is possible that factors contributing to low motivation to participate may also impact study compliance among those who choose to participate.

Antoun et al [31] suggested that the type of recruitment method may explain the differences in data quality, differentiating between pull-in and push-out recruitment. They defined pull-in recruitment methods as those that post studies to participant pools already opting into research to some degree, such as Amazon Mechanical Turk (MTurk) workers or individuals looking for paid research opportunities on Craigslist (similar to student participant pools at academic institutions), whereas push-out recruitment uses methods in which advertisements are posted in venues not already focused on research, such as advertisements on websites not dedicated to the purpose of recruiting study participants (e.g., Facebook advertisements), flyers, and email blasts. In a study comparing pull-in versus push-out approaches to recruit iPhone users for a cross-sectional web-based survey, Antoun et al [31] found that pull-in methods (using Craigslist and MTurk) were more efficient in recruiting participants, in that the rate of enrollment was faster and the cost per participant who enrolled in the study was lower, than push-out methods (using paid advertisements on Google and Facebook). Although no attention checks were included in the data collection, the authors concluded that the participants recruited through pull-in methods provided better data (i.e., fewer “don’t know” responses and fewer skipped or incomplete responses), possibly indicating less satisficing. Multiple studies have extended these findings by recruiting samples across both pull-in and push-out approaches and including attention checks as indicators of data quality. One such study recruited participants from MTurk (pull-in), Facebook (push-out), and Qualtrics panels (pull-in) and included 1 attention check [32]. They found that the rate of passing the attention check question was highest among the participants recruited through MTurk (93%) compared with those recruited through Facebook advertisements (66%) and Qualtrics panels (40%). The participants recruited through MTurk endorsed “don’t know” responses only 0.4% of the time compared with those recruited through Facebook (4%) and Qualtrics panels (5%). These findings suggested that the push-out and pull-in distinction may be less important than the sources, given that both the highest (MTurk) and lowest (Qualtrics panels) rates of attention check failure were associated with pull-in sources. A similar study found that MTurk samples were more likely to pass the attention check (97.5%) than panel respondents via Dynata (91.6%), which were both pull-in sources [33]. These findings suggested that further research into the pull-in versus push-out distinction is necessary; differences in participant compliance have not been explored using the pull-in and push-out recruitment methods more commonly used on college campuses (i.e., pull-in: a psychology student participation pool; push-out: email announcements to the general undergraduate student body). Moreover, no study to date has explored study compliance across these 2 sources among college students.

**This Examination: A Two Study Investigation**

This examination explored study compliance (i.e., data quality and retention) by recruitment source across 2 studies of college students in the United States with varying design protocols. These were follow-up analyses of published studies with different primary research goals. Study 1 focused on unique college stressors and links to mental health [34] and involved...
remotely distributing a web-based survey (fully remote and cross-sectional design). Study 2 examined an intervention targeting college drinking (ClinicalTrials.gov NCT03440463) [35] and involved an in-person baseline procedure with a computerized survey and remote web-based follow-up surveys 1 month and 3 months later (in-person component and longitudinal design). For both studies, participants were recruited from (1) a psychology student participation pool, receiving research credit in psychology courses as compensation and (2) the general student body via emailed announcements, receiving either a raffle entry (study 1) or monetary compensation (study 2).

This examination aimed to examine the following: (1) whether data quality varied across recruitment sources, (2) whether study retention varied across recruitment sources, (3) the impact of data quality on study variable associations, (4) the impact of data quality on measures of internal consistency, and (5) whether the demographic qualities of participants significantly varied across those who failed attention checks versus those who did not. Data quality was examined with attention checks that were used in both study 1 and study 2, and retention was operationalized as follow-up completion rates in study 2 only. Given the limited research on study compliance by recruitment methods with college samples, the analyses for aims 1, 2, and 5 were exploratory in nature. For aims 3 and 4, consistent with previous findings that satisficing can add noise to the assessment and reduce the strength of effects [1,11], we hypothesized that both internal consistency indicators and study variable associations would be stronger after eliminating those who failed attention checks. In particular, satisficing participants tend to endorse midpoints across multiple measures [10], potentially reducing the strength of association among variables, and the inclusion of satisficing participants can mask the strong effects that are revealed after their removal [1], supporting our hypothesis for aim 3. In addition to tendencies to endorse scale midpoints, satisficing participants also fail to notice scale reversals (ie, reverse-scored items) [11], potentially reducing indicators of internal consistency, supporting our hypothesis for aim 4.

**Study 1**

**Methods**

Study 1 was a cross-sectional examination of worry as a mediator between psychosocial stressors and anxiety, stress, and depression [34]. The main outcomes of interest to the original study included worry, stress, depression, and anxiety.

**Participants**

Undergraduate students (282/407, 69.3% female; 230/407, 56.5% White; mean age 22.65, SD 6.73 years) from a large, public, minority-serving university in the mid-Atlantic region of the United States were recruited via university-wide student announcements (a push-out approach; n=257) as well as through the psychology student research pool (a pull-in approach; n=150) to complete a web-based survey. They were relatively evenly distributed across the year in school. Refer to **Table 1** for relevant demographic information for the full sample as well as categorized based on recruitment source. Both recruitment advertisements mentioned that the study was a web-based survey and the type of information assessed (eg, anxiety, worry, and related cognitions). Both indicated an estimate of how long the survey would take and information about compensation. Only the university-wide student announcement included a sentence about how the data would be used and that their data would remain confidential, as that detail was already clear for participants from the psychology pool. Different links were provided for recruitment through the psychology pool versus university-wide announcements. The 2 data sets were coded to reflect how participants accessed the survey and then merged.
Table 1. Descriptive information of the study 1 sample categorized by recruitment source.

<table>
<thead>
<tr>
<th>Variable</th>
<th>General student announcements (n=257)</th>
<th>Psychology pool (n=150)</th>
<th>Total (N=407)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Female</td>
<td>168 (75.7)</td>
<td>114 (76.5)</td>
<td>282 (69.3)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>47 (21.2)</td>
<td>34 (22.8)</td>
<td>81 (19.9)</td>
<td></td>
</tr>
<tr>
<td>Transgender</td>
<td>5 (2.3)</td>
<td>0 (0)</td>
<td>5 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.9)</td>
<td>1 (0.7)</td>
<td>3 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>16 (7.2)</td>
<td>16 (10.7)</td>
<td>32 (8.6)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latinx</td>
<td>205 (92.8)</td>
<td>133 (89.3)</td>
<td>338 (91.4)</td>
<td></td>
</tr>
<tr>
<td>Race^b, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>32 (12.5)</td>
<td>15 (10)</td>
<td>47 (11.5)</td>
<td>.46</td>
</tr>
<tr>
<td>Black or African American</td>
<td>54 (21)</td>
<td>59 (39.3)</td>
<td>113 (27.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Native American</td>
<td>7 (2.7)</td>
<td>3 (2)</td>
<td>10 (2.5)</td>
<td>.75</td>
</tr>
<tr>
<td>Other</td>
<td>10 (3.9)</td>
<td>7 (4.7)</td>
<td>17 (4.2)</td>
<td>.71</td>
</tr>
<tr>
<td>White</td>
<td>146 (56.8)</td>
<td>84 (56)</td>
<td>230 (56.5)</td>
<td>.87</td>
</tr>
<tr>
<td>Year in school, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Freshman</td>
<td>53 (24)</td>
<td>65 (43.6)</td>
<td>118 (31.9)</td>
<td></td>
</tr>
<tr>
<td>Sophomore</td>
<td>44 (19.9)</td>
<td>21 (14.1)</td>
<td>65 (17.6)</td>
<td></td>
</tr>
<tr>
<td>Junior</td>
<td>56 (25.3)</td>
<td>27 (18.1)</td>
<td>83 (22.4)</td>
<td></td>
</tr>
<tr>
<td>Senior</td>
<td>68 (30.8)</td>
<td>36 (24.2)</td>
<td>104 (28.1)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Employed</td>
<td>134 (60.6)</td>
<td>68 (45.6)</td>
<td>202 (54.6)</td>
<td></td>
</tr>
<tr>
<td>Not employed</td>
<td>82 (37.1)</td>
<td>71 (47.7)</td>
<td>153 (41.4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.3)</td>
<td>10 (6.7)</td>
<td>15 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.71 (6.19)</td>
<td>22.58 (7.48)</td>
<td>22.65 (6.73)</td>
<td>.86</td>
</tr>
</tbody>
</table>

^aCategories with <5 participants per cell were not included in the chi-square examinations.
^bThe participants could select >1 response option for race, so tallies may sum up to more than the total sample size.
^cSignificant P values are indicated in italics.

Procedure

A study advertisement was included in the student announcements emailed to all the students at the host institution. Interested students could click on a link to complete the web-based survey. A similar advertisement was included in the web-based portal for the psychology research pool, which was linked to the same survey. The psychology participation pool included students enrolled in psychology courses. In exchange for their participation in the studies posted, they were provided research credit that they can apply to a course in which they were enrolled. Instructors may build these credits into the grading criteria for the course or offer the students extra credit. The students might sign up for any study for which they were eligible. Volunteering as a study participant was not required to earn these research credits; students might alternatively complete scientific article critiques. Student announcements were emailed to every student enrolled in the university each day. They included announcements for academic workshops, research studies, social activities, and employment opportunities available to the students. Data collection for study 1 took place from July to September 2017.

Ethical Considerations

We complied with American Psychological Association’s ethical standards in the treatment of our sample. The Human Subjects Review Committee of the institution determined the study to be exempt from ongoing oversight (reference number 1103992-1). All participants provided informed consent before completing the survey. The participants recruited via student announcements had the choice of being compensated with either a raffle entry (one of 4 US $50 Amazon gift cards or one of 12 US $25 Amazon gift cards) or research credit (if applicable). Participants recruited via the psychology student research pool were compensated with research credit. Because information for compensation purposes was collected in a separate questionnaire not linked to survey responses, the study data were anonymous.
Materials

Worry
Worry was assessed using the Penn State Worry Questionnaire [36], which is a 16-item measure that assesses the severity of participants’ worries (eg, my worries overwhelm me). Response options ranged from 1=not at all typical of me to 5=very typical of me.

Stress, Depression, and Anxiety
Stress, depression, and anxiety were assessed with the 21-item Depression Anxiety Stress Scale [37]. Each construct was assessed with 7 items, including stress (eg, I found myself getting upset rather easily), depression (eg, I felt that life was meaningless), and anxiety (eg, I felt I was close to panic). Responses ranged from 0=did not apply to me at all over the last week to 3=applied to me very much or most of the time over the past week.

Attention Checks
In total, 8 attention check questions were added to the surveys to assess data quality or, more specifically, to detect satisficing, where inattentive participants were not fully reading survey items or instructions. Of these, 4 were separate questions (eg, Select the highest number), and 4 were integrated into questionnaires (eg, Select “5-7 days” for this answer). The number of incorrect responses was summed and then recoded into a series of variables that represented whether the participants answered any of the attention checks incorrectly (n=55), ≥2 incorrectly (n=16), or ≥3 incorrectly (n=9; 0=no and 1=yes for all variables). A variable was not created for answering ≥4 incorrectly, as this represented only 1 participant.

Analysis Approach
The demographic characteristics of the sample were compared across recruitment sources using chi-square tests for categorical variables (eg, year in school and employment) and 2-tailed t tests for continuous variables (ie, age). To test study aim 1 (data quality across recruitment sources), the proportion of participants failing attention checks (coded for failing ≥1, ≥2, or ≥3 as yes vs no) was compared against the recruitment source (general student body vs psychology pool) using a series of chi-square tests of independence (or Fisher exact when the expected value for any cell was <5). This examination was repeated as a series of logistic regressions to control for any demographic characteristics that significantly varied across recruitment sources. We considered the survey completion time as another marker of data quality. However, time spent on the survey could be impacted by multiple factors, such as satisficing (potentially resulting in faster completion times than other participants) or distraction (potentially resulting in slower completion times than other participants). However, survey completion time could also be impacted by external factors not related to the quality of the data such as poor internet connection or taking a break and coming back, which would result in slower completion times, but responses may still be of high quality. It could also be impacted by skipping some items or not completing the full survey, which would result in faster completion times, but the completed responses may still be of high quality. Moreover, if researchers use fast survey completion times to throw out cases, throwing out those who only complete part of the survey, they could introduce systematic bias by using a complete-case analysis, which is labeled as one of the worst methods for addressing missing data by the American Psychological Association Task Force on Statistical Inference [38]. As such, we chose to focus exclusively on failed attention checks as a marker of poor data quality. For the same reason, we chose to focus on failing attention checks (ie, completing the item but getting it wrong) as opposed to answering the item correctly, as this approach allowed the participants to drop out of the survey and not complete all attention check items while still potentially providing good quality data for the items answered.

Aim 2 (whether study retention varied across recruitment sources) was not examined for study 1 because it was not longitudinal. To test study aim 3 (the impact of data quality on study variable associations), a series of bivariate correlations were conducted among the variables of interest to the original study (ie, worry, stress, depression, and anxiety). These were conducted once for the full sample and then again for only those who did not fail any attention checks, those who failed ≤1 attention checks, those who failed ≤2 attention checks, and those who failed ≤3 attention checks (ie, retaining those who were not engaging in satisficing using various cutoffs). Finally, they were conducted again for those who failed at least one attention check (ie, among those who were engaging in satisficing). Correlations were not conducted among those who failed ≥2 (or ≥3) attention checks because of the small number of participants meeting these criteria (ie, ≤16). The largest discrepancies between the correlations for those who failed any attention checks and those who did not were examined via Fisher z for independent samples. The comparisons were only conducted for those who failed any attention checks versus none, as they represented a split of the full sample (ie, none of the participants were in both groups). This allowed us to detect whether significant noise was introduced to the sample by those engaging in satisficing, potentially reducing the strength of associations or increasing SEs via random error.

To examine aim 4 (the impact of data quality on measures of internal consistency), Cronbach α and McDonald omega were calculated for the key study measures using the full sample and then again only for those who did or did not fail varying numbers of attention checks. Both indicators were provided because McDonald omega has more realistic and attainable assumptions and thus may be a more accurate indicator of internal consistency in many circumstances, but Cronbach α is more widely used and understood [39]. Finally, a series of 2-tailed t tests and chi-square tests were conducted to test study aim 5, which is to explore whether the demographic qualities of participants significantly varied across those who failed any attention checks versus those who did not. All analyses were conducted using SPSS statistical software (version 26; IBM Corp; including using a macro by Hayes and Cautts [39] for McDonald omega). Sample size for the original examination [34] was determined via a power analysis using G*Power [40], specifying a 2-tailed test, an α of .05, and a power of 0.80. Power analysis was not repeated for this study because it was a secondary analysis.
Results

Overview

As shown in Table 1, significantly more Black or African American students were recruited through the psychology pool (59/150, 39.3%) than through the general student body (54/257, 21%; \(P<.001\)). In addition, the sample recruited via the psychology pool had significantly more first-year students (almost a majority; 65/150, 43.6%), whereas the sample recruited via the general student body was generally more balanced across years in school (\(P=.001\)). Finally, significantly more participants recruited via the general student body were employed (134/257, 60.6%) than those from the psychology pool (68/150, 45.6%; \(P=.02\)). The sample did not significantly vary across recruitment methods for gender, age, ethnicity, or other racial identities.

Aim 1: Data Quality by Recruitment Source

Across the total sample, 86.5% (352/407) of the participants did not fail any attention checks, 9.6% (39/407) failed 1 check, 1.7% (7/407) failed 2 checks, 2% (8/407) failed 3 checks, and 0.2% (1/407) failed 5 checks. No one failed >5 (out of 8) checks. The recruitment method type was associated with data quality such that more psychology pool participants (29/150, 19.3%) failed any attention checks than the general student body participants (26/257, 10.1%; \(\chi^2=6.9, P=.009\)). Similarly, more psychology pool participants (10/150, 6.7%) failed ≥2 attention checks than the general student body participants (6/257, 2.3%; \(\chi^2=4.7, P=.03\)). Although the trend was in the same direction for failing ≥3 attention checks (6/150, 4% vs 3/257, 1.2% for psychology pool participants compared with the general student body participants), this did not reach statistical significance based on Fisher exact test (\(P=.08\)).

These comparisons were repeated as a series of logistic regressions, controlling for the demographics that were significantly different across recruitment sources (year in school, employment, and endorsing Black or African American for race). Year in school and employment did not significantly predict attention check failure and were dropped as predictors. The model controlling for the endorsement of Black or African American identity was consistent with the chi-square analysis, finding that the recruitment source was significantly associated with any attention check failure, with the participants recruited via the psychology pool significantly more likely to fail the attention checks (\(B=0.63; \ P=.04; \exp[B]=1.87, \ 95\% \ CI \ 1.04-3.37\)). Controlling for race, the recruitment source was not significantly associated with failing ≥2 attention checks (\(B=0.83; \ P=.13; \exp[B]=2.28, \ 95\% \ CI \ 0.79-6.60\)), or ≥3 attention checks (\(B=0.76; \ P=.30; \exp[B]=2.13, \ 95\% \ CI \ 0.51-8.99\)).

Aim 3: Impact of Data Quality on Variable Associations

Correlations among the key variables for the original study (ie, worry, stress, depression, and anxiety) were conducted for the full sample, those who did not fail any attention checks, those who had failed at least one attention check, those who failed <2, and those who failed <3 attention checks (Table 2). Before the analysis, the variables were examined for extreme values (ie, outliers) and normality. All variables were found to be normally distributed, and no extreme outliers were identified. Overall, when comparing the full sample with those who did not fail any attention checks, there was no clear pattern of differences; some correlations became smaller, whereas others were larger. Similarly, there were mixed findings when comparing the strength of correlations between the participants who did not fail any attention checks and those who did. As expected, correlations for those who failed <2 or <3 attention checks were midrange between those who did not fail any and those who failed at least one.

The changes in correlations between those who did not fail any attention checks and those who did were compared with Fisher z independent sample comparisons to examine the magnitude of difference. Contrary to what was hypothesized, the association between depression and anxiety was significantly stronger among the participants who failed at least one attention check than among those who did not fail any (\(z =3.11; \ P=.001\)), as was the association between stress and anxiety (\(z =3.66; \ P<.001\)). The next largest differences (between stress and worry: \(z =1.60; \ P=.06\) and between anxiety and worry: \(z =1.54; \ P=.06\)) were in the expected direction but were not significant. The differences between all other correlations were smaller in magnitude and were not significantly different across groups by attention check failure.
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Table 2. Correlations among key study 1 variables categorized based on attention check failure.  

<table>
<thead>
<tr>
<th>Measure</th>
<th>Full sample (N=407)</th>
<th>Did not fail any attention checks (n=352)</th>
<th>Failed &gt;1 attention checks (n=54)</th>
<th>Failed &lt;2 attention checks (n=391)</th>
<th>Failed &lt;3 attention checks (n=394)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Worry</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2. Stress</td>
<td>.62^a</td>
<td>—</td>
<td>.47</td>
<td>.62</td>
<td>.51</td>
</tr>
<tr>
<td>3. Depression</td>
<td>.49^a, .73^a</td>
<td>—</td>
<td>.43</td>
<td>.50</td>
<td>.59</td>
</tr>
<tr>
<td>4. Anxiety</td>
<td>.57^a, .79^a, .69^a</td>
<td>—</td>
<td>.43</td>
<td>.59</td>
<td>.58</td>
</tr>
</tbody>
</table>

All correlations were significant at P<.001.

^aNot applicable.

Aim 4: Impact of Data Quality on Internal Consistency

As shown in Table 3, differences in Cronbach α and McDonald omega were negligible across samples restricted in size by attention check failure.

Table 3. Internal consistency measures among key study 1 variables by attention check failure.

<table>
<thead>
<tr>
<th>Variables</th>
<th>No attention failures (n=352)</th>
<th>No more than 1 failure (n=391)</th>
<th>No more than 2 failures (n=398)</th>
<th>No more than 3 failures (n=406)</th>
<th>Full sample (N=407)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>Ω</td>
<td>α</td>
<td>Ω</td>
<td>α</td>
</tr>
<tr>
<td>Worry</td>
<td>.935</td>
<td>.941</td>
<td>.933</td>
<td>.940</td>
<td>.933</td>
</tr>
<tr>
<td>Stress</td>
<td>.865</td>
<td>.868</td>
<td>.868</td>
<td>.870</td>
<td>.871</td>
</tr>
<tr>
<td>Anxiety</td>
<td>.853</td>
<td>.856</td>
<td>.859</td>
<td>.861</td>
<td>.861</td>
</tr>
<tr>
<td>Depression</td>
<td>.905</td>
<td>.907</td>
<td>.912</td>
<td>.914</td>
<td>.913</td>
</tr>
</tbody>
</table>
Aim 5: Demographics by Attention Check Failure

A series of chi-square analyses revealed that attention check failure was not significantly associated with gender ($\chi^2=1.7$, $P=0.63$), ethnicity ($\chi^2=0.0$, $P=0.86$), year in school ($\chi^2=0.9$, $P=0.81$), employment status ($\chi^2=4.2$, $P=0.38$), or age ($t_{365}=0.68$, $P=0.50$). Although it was not associated with the endorsement of some racial identities (ie, identifying as Asian: $\chi^2=0.09$, $P=0.77$ or Native American: $\chi^2=0.4$, $P=0.54$), it was significantly associated with identifying as Black or African American ($\chi^2=7.9$, $P=0.005$) and as White ($\chi^2=10.5$, $P=0.001$). More participants who identified as Black or African American failed at least one attention check (21.2%) than those who did not identify as Black (10.5%), whereas fewer participants who identified as White failed the attention checks (8.7%) than those who did not identify as White (19.8%). Given the different demographic breakdown by recruitment source, we also examined attention check failure and race within recruitment source. Identifying as Black was still significantly associated with attention check failure within the psychology pool ($\chi^2=5.3$, $P=0.03$). A similar trend was observed for the announcement pool ($\chi^2=1.0$, $P=0.31$), but it was not significant (likely because of the smaller sample size).

Comparing failing ≥2 attention checks with failing <2 checks revealed the same general pattern of findings. There were no significant associations between attention check failure and most demographic variables. However, more participants who identified as Black or African American failed ≥2 attention checks (8.8%) than those who did not identify as Black (2%; Fisher exact $P=0.003$), whereas fewer participants who identified as White failed ≥2 attention checks (1.7%) than those who did not identify as White (6.8%; $\chi^2=6.7$, $P=0.009$).

Comparing failing ≥3 attention checks with failing <3 checks also revealed the same general pattern of findings. There were no significant associations between attention check failure and most demographic variables. However, more participants who identified as Black or African American failed ≥2 attention checks (7.1%) than participants who did not identify as Black (0.3%; Fisher exact $P<0.001$), whereas fewer participants who identified as White failed ≥2 attention checks (0%) than those who did not identify as White (5.1%; Fisher exact $P<0.001$).

Study 2

Methods

Study 2 was a longitudinal (ClinicalTrials.gov NCT03440463) randomized control trial designed to examine the effects on drinking outcomes of personalized normative feedback booster emails sent after completing a web-based alcohol intervention administered in person [35]. The main outcomes of interest to the original study included alcohol consumption, alcohol-related problems, and descriptive normative perceptions (ie, how much one thinks relevant others drink).

Participants

Participants (378/528, 71.6% female; 281/528, 53.2% Black or African American; 215/528, 40.9% White; mean age 19.85 years, SD 1.65 years) were recruited from the same university as the one from where study 1 participants were recruited (a large, public, minority-serving institution in the mid-Atlantic region of the United States) through 2 recruitment sources: via student announcement emails (a push-out approach; n=127) and a psychology research pool (a pull-in approach; n=401). Eligible participants were current students aged between 18 and 24 years who had consumed at least one alcoholic beverage in the past 2 weeks. Refer to Table 4 for relevant demographic information for the full sample as well as categorized by recruitment source. Both recruitment advertisements mentioned that the study required in-person attendance for the first session and that it investigated the effects of a computerized intervention on student health behaviors, such as drinking, over an extended period. Both indicated eligibility criteria, an estimate of how long the first session would take, and information about compensation. Only the university-wide student announcement mentioned that the data would remain confidential, as that detail was already clear for participants from the psychology pool.
Table 4. Study 2 sample descriptive information categorized by recruitment source.

<table>
<thead>
<tr>
<th>Variable</th>
<th>General student announcements (n=127)</th>
<th>Psychology pool (n=401)</th>
<th>Total (N=528)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>89 (71.7)</td>
<td>287 (71.6)</td>
<td>378 (71.6)</td>
<td>.85</td>
</tr>
<tr>
<td>Male</td>
<td>36 (28.3)</td>
<td>113 (28.2)</td>
<td>149 (28.2)</td>
<td></td>
</tr>
<tr>
<td>Transgender</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (0.2)</td>
<td>1 (0.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.75</td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>15 (11.8)</td>
<td>43 (10.8)</td>
<td>58 (11)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latinx</td>
<td>112 (88.2)</td>
<td>355 (89.2)</td>
<td>467 (89)</td>
<td></td>
</tr>
<tr>
<td><strong>Race b, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>12 (9.4)</td>
<td>39 (9.9)</td>
<td>51 (9.8)</td>
<td>.88</td>
</tr>
<tr>
<td>Black or African American</td>
<td>64 (50.4)</td>
<td>213 (54.1)</td>
<td>277 (53.2)</td>
<td>.47</td>
</tr>
<tr>
<td>Native American</td>
<td>8 (6.3)</td>
<td>11 (2.8)</td>
<td>19 (3.6)</td>
<td>.07</td>
</tr>
<tr>
<td>Other</td>
<td>12 (9.4)</td>
<td>24 (6.1)</td>
<td>36 (6.9)</td>
<td>.19</td>
</tr>
<tr>
<td>White</td>
<td>49 (38.6)</td>
<td>164 (41.6)</td>
<td>213 (40.9)</td>
<td>.54</td>
</tr>
<tr>
<td><strong>Year in school, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001 c</td>
</tr>
<tr>
<td>Freshman</td>
<td>21 (16.5)</td>
<td>156 (38.9)</td>
<td>177 (33.5)</td>
<td></td>
</tr>
<tr>
<td>Sophomore</td>
<td>27 (21.3)</td>
<td>123 (30.7)</td>
<td>150 (28.4)</td>
<td></td>
</tr>
<tr>
<td>Junior</td>
<td>32 (25.2)</td>
<td>64 (16)</td>
<td>96 (18.2)</td>
<td></td>
</tr>
<tr>
<td>Senior</td>
<td>46 (36.2)</td>
<td>56 (14)</td>
<td>102 (19.3)</td>
<td></td>
</tr>
<tr>
<td>Graduate</td>
<td>0 (0)</td>
<td>1 (0.2)</td>
<td>1 (0.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.8)</td>
<td>1 (0.2)</td>
<td>2 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.51 (1.66)</td>
<td>19.65 (1.60)</td>
<td>19.85 (1.65)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aCategories with <5 participants per cell were not included in the chi-square examinations.

bParticipants could select >1 response option for race, so tallies may sum up to more than the sample size.

cSignificant P values indicated in italics.

Procedure
A study advertisement was included in the emailed student announcements sent to all the students at the host institution. Interested students could click on a link to complete a screener survey. Eligible individuals were directed to a web-based scheduler to select an upcoming appointment. A similar advertisement was included in the web-based portal for the psychology research pool. The structure of the psychology participation pool was identical to that of the first study; students enrolled in psychology courses could earn research credit in exchange for their participation in the studies posted or by writing scientific article critiques. The portal allowed for the advertisement to be viewed only by students who met the restricted age criterion. The psychology pool participants did not need to complete the screener survey (the alcohol criterion was prominently displayed in the study description) and could immediately access a web-based scheduler to select an upcoming appointment. All the participants were informed that participating in the study involved attending a 90-minute time slot at the research laboratory where they would be instructed to complete a web-based survey (information of the nature of the constructs were provided) and an alcohol intervention. The participants attended their baseline session in an on-campus research laboratory. After providing informed consent, they completed the baseline survey before completing the web-based alcohol intervention. Participants were randomized into 3 conditions that varied based on the feedback they were provided 2 weeks later via email. All the participants received follow-up surveys via emailed invitations 1 month and 3 months after baseline; those who opted in received reminders via text messages as well. These follow-up surveys were shorter than the initial baseline survey and were completed on the web, so the participants did not have to return to the research laboratory. Baseline data were collected from April 2017 to December 2017.

Ethical Considerations
We complied with American Psychological Association’s ethical standards in the treatment of our sample. The Old Dominion University Institutional Review Board approved the study (reference number 690348-2). The participants provided...
informed consent before beginning the survey during the baseline session. The participants who were recruited through the psychology research pool could choose to earn research credit or monetary compensation (US $20) for completing the baseline survey. Participants who were recruited through the general student body received monetary compensation (US $20) for completing the baseline survey. All the participants received monetary compensation for completing the follow-up surveys (US $10 each) and a bonus (US $10) for completing both follow-up surveys. To ensure confidentiality, after data collection and cleaning were complete, all data were deidentified.

**Materials**

**Drinking Outcomes**

The Daily Drinking Questionnaire [41] was used to assess alcohol consumption during each day of a typical week in the past 30 days. The participants were asked to enter the total number of standard drinks consumed on each day of the week as well as the number of hours that passed while they were drinking on those days. Typical drinks per drinking day were calculated by dividing the typical quantity of drinks consumed per week by the total number of drinking days per week. Typical estimated blood alcohol concentration (eBAC) was calculated by averaging the eBAC levels for each drinking day. These levels were calculated based on the number of drinks consumed, hours passed while drinking, and body composition based on sex and weight [42].

**Descriptive Norms**

The Daily Drinking Questionnaire [41] was modified so that participants reported how many standard drinks they believe their close friends consume on each day of a typical week. Descriptive norms reflecting perceived drinks per drinking day for their close friends were calculated by dividing the total number of drinks consumed in a typical week by the number of drinking days.

**Alcohol-Related Problems**

The Young Adult Alcohol Consequences Questionnaire [43] was used to measure the total number of consequences a participant reported for the past 30 days. A total of 48 items assessed consequences across 8 domains (eg, impaired control, academic or occupational consequences, and social or interpersonal consequences). The participants reported whether they experienced the consequence (yes) or not (no); the number of reported consequences were summed.

**Attention Checks**

In total, 4 attention check questions were added to the surveys to assess data quality or, more specifically, to detect satisficing, where inattentive participants were not fully reading survey items or instructions. Of these questions, 2 were separate questions (eg, Which is the highest number?) and 2 were integrated into questionnaires (eg, Select “Neutral” for this question). The number of incorrect responses was summed and then recoded into a variable that represented whether the participants answered any of the attention checks incorrectly (n=64) or ≥2 incorrectly (n=16; 0=no and 1=yes for all variables). A variable was not created for answering ≥3 questions incorrectly, as this represented only 3 participants.

**Analysis Approach**

As with study 1, the demographic characteristics of the sample were compared across recruitment sources using chi-square tests for categorical variables (eg, year in school and employment) and 2-tailed t-tests for continuous variables (ie, age). To test study aim 1 (data quality across recruitment sources), the proportion of participants failing attention checks (yes vs no) was compared against recruitment source (psychology pool vs general student body) using 3 chi-square tests of independence (1 for each wave of data collection). This examination was repeated as a series of logistic regressions to control for any demographic characteristics that significantly varied across recruitment sources.

To test study aim 2 (study compliance or retention across recruitment sources), the proportion of participants who completed each follow-up survey (yes vs no) was compared against the recruitment source using 2 chi-square tests of independence (1 for each follow-up survey). These comparisons were also repeated as a pair of logistic regressions to control for any demographic characteristics that significantly varied across recruitment sources. To test study aim 3 (the impact of data quality on study variable associations), a series of bivariate correlations were conducted among the variables of interest to the original study (ie, typical alcohol consumption, typical eBAC, alcohol-related problems, and descriptive norms). These were conducted once for the full sample, then again for only those who did not fail any attention checks, a third time only for those who failed at least one attention check, and, finally, a fourth time for those who failed <2 attention checks. Correlations were not conducted among those who failed ≥2 attention checks because of the small number of participants meeting this criterion (ie, ≤16). The largest discrepancies between the correlations for those who failed attention checks and those who did not were examined using Fisher z for independent samples.

To examine aim 4 (the impact of data quality on internal consistency indicators), Cronbach α and McDonald omega were calculated for the only traditional measure (alcohol-related problems) using the full sample and then again only for those who did or did not fail varying numbers of attention checks. Finally, to test study aim 5, a series of 2-tailed t-tests and chi-square tests were conducted to explore whether the demographic qualities of participants significantly varied across those who failed any attention checks versus those who did not. All analyses were conducted using SPSS (version 26; IBM) (including using a macro by Hayes and Couts [39] for McDonald omega). The sample size for the original examination [35] was determined via a power analysis using Monte Carlo simulation methods, specifying a 2-tailed test, an α of .05, and a power of 0.80. Power analysis was not repeated for this study because it was a secondary analysis.
Results

Overview
As shown in Table 4, the sample recruited via the psychology pool had significantly more freshmen (156/401, 38.9%) and sophomore (123/401, 30.7%) students than upper classmen, whereas the sample recruited via the general student body was generally more balanced across year in school ($P<.001$). The psychology pool participants were also slightly younger (mean age 19.65, SD 1.60 years) than the participants recruited via the general student body (mean age 20.51 years, SD 1.66 years; $P<.001$). The sample did not significantly vary across recruitment methods for gender, ethnicity, or race.

Aim 1: Data Quality by Recruitment Source
Across the total sample for study 2, at baseline, 87.9% (464/528) of the participants did not fail any attention checks, 9.1% (48/528) failed 1 check, 2.5% (13/528) failed 2 checks, and 0.6% (3/528) failed 3 checks. No one failed 4 attention checks. Recruitment type was associated with data quality for the baseline protocol ($\chi^2=4.0$, $P=.046$), with more psychology pool participants (55/401, 13.7%) failing any attention checks than those from the general student body (9/127, 7.1%). Failing $\geq 2$ attention checks was not significantly different between the psychology pool participants (15/401, 3.7%) and those from the general student body (1/127, 0.8%; Fisher exact $P=.14$).

At the 1-month follow-up, 80.3% (285/355) of the participants did not fail any attention checks, 13.2% (47/355) failed 1 check, 6.2% (22/355) failed 2 checks, and 0.3% (1/355) failed 3 checks. No one failed 4 attention checks. Similar to the baseline, recruitment type was significantly associated with data quality for the 1-month follow-up ($\chi^2=4.6$, $P=.03$), with more psychology pool participants (55/241, 22.8%) failing attention checks than those from the general student body (15/114, 13.2%). In addition, failing $\geq 2$ attention checks was significantly more prevalent among the psychology pool participants (20/241, 8.3%) than among those from the general student body (3/114, 2.6%; $\chi^2=4.1$, $P=.04$).

At the 3-month follow-up, 81.7% (250/306) of the participants did not fail any attention checks, 13.1% (40/306) failed 1 check, 4.6% (14/306) failed 2 checks, and 0.7% (2/306) failed 3 checks. No one failed 4 attention checks. Significant differences in data quality were also observed for the 3-month follow-up ($\chi^2=4.2$, $P=.04$), with more psychology pool participants (43/199, 21.6%) failing attention checks than the participants from the general student body (13/107, 12.1%). However, failing $\geq 2$ attention checks was not significantly different between the psychology pool participants (13/199, 6.5%) and those from the general student body (3/107, 2.8%; Fisher exact $P=.19$).

We also examined attention check failures over time. Among the individuals who completed the 1-month follow-up survey of the 33 individuals who failed $\geq 1$ attention checks at baseline, 16 (48%) also failed $\geq 1$ attention checks in the follow-up survey. By contrast, of the 322 individuals who did not fail an attention check at baseline, 54 (17%) failed $\geq 1$ attention checks in the follow-up survey. This suggested that the attention check failure at baseline was associated with the attention check failure in the follow-up survey ($\chi^2=19.01$, $P<.001$). Similarly, among the individuals who completed the 3-month follow-up survey of the 31 individuals who failed $\geq 1$ attention checks at baseline, 13 (42%) also failed $\geq 1$ attention checks in the follow-up survey. By contrast, of the 275 individuals who did not fail an attention check at baseline, 43 (16%) failed $\geq 1$ attention checks in the follow-up survey. This suggested that the attention check failure at baseline was again associated with the failure in the follow-up survey ($\chi^2=12.9$, $P<.001$).

Controlling for year in school and age, logistic regressions with recruitment type predicting any attention check failure were not significant for baseline ($B=0.65$; $P=10$; $exp[B]=1.91$, 95% CI 0.89-4.08) or the 3-month follow-up ($B=0.69$; $P=0.06$; $exp[B]=1.99$, 95% CI 0.98-4.06), but were significant for the 1-month follow-up ($B=0.77$; $P=0.02$; $exp[B]=2.16$, 95% CI 1.12-4.16). Controlling for class year and age, logistic regressions with recruitment type predicting $\geq 2$ attention checks were not significant for baseline ($B=1.70$; $P=11$; $exp[B]=5.46$, 95% CI 0.69-43.12); the 1-month follow-up ($B=1.23$; $P=0.06$; $exp[B]=3.42$, 95% CI 0.96-12.27); or the 3-month follow-up ($B=1.27$; $P=0.06$; $exp[B]=3.56$, 95% CI 0.94-13.57).

Aim 2: Study Retention by Recruitment Source
Recruitment type was associated with retention at the 1-month follow-up ($\chi^2=38.5$, $P<.001$), where more participants recruited from the general student body (114/127, 89.8%) completed the 1-month follow-up than the psychology pool participants (241/401, 60.1%); similarly, more participants from the general student body completed the 3-month follow-up assessment (107/127, 84.3%) than the psychology pool participants (199/401, 49.6%; $\chi^2=47.5$, $P<.001$). These comparisons were to be repeated as logistic regressions, controlling for demographics that were significantly different across recruitment sources (year in school and age). However, year in school and age did not significantly predict attention check failure at any time point, nor did they predict retention for either follow-up survey. Thus, the original chi-square comparisons served as the final models.

Aim 3: Impact of Data Quality on Variable Associations
Correlations among key variables for study 2 (ie, typical alcohol consumption, typical eBAC, alcohol-related problems, and descriptive norms) were conducted for the full sample, those who did not fail any attention checks, those who had failed at least one attention check, and those who failed $< 2$ attention checks (Table 5). Before the analysis, the variables were examined for extreme values (ie, outliers) and normality. In total, 2 outliers were winsorized (or reduced to less extreme values while maintaining rank) for consumption (ie, drinks per drinking day), 5 outliers were winsorized for eBAC, 3 values were winsorized for alcohol-related problems, and 2 cases were Winsorized for drinking norms (ie, perceived drinks per drinking day for close friends). Normality was confirmed for all variables. Overall, the changes in correlations were small, with several relationships increasing in strength from the full sample to the participants who did not fail an attention check. When
comparing the participants who did not fail any attention checks with those who failed ≥1, the patterns of differences were larger, but there were a few relationships in a direction that was not anticipated (ie, stronger correlations among those who had failed). As expected, correlations for those who failed <2 attention checks were midrange between those who did not fail any checks and those who failed at least one check.

The largest change in correlations among those who did not fail any attention checks versus those who did were compared with Fisher z independent sample comparison (eBAC with alcohol-related problems), finding that the correlation was significantly stronger among those who did not fail any attention checks than among those who did (z=1.67; P=.048). The differences between all other correlations were smaller in magnitude and were not significantly different across groups by attention check failure.

Table 5. Correlations among the key study 2 variables categorized by attention check failure.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Full sample (N=528)</th>
<th>Did not fail any attention checks (n=464)</th>
<th>Failed &gt;1 attention checks (n=64)</th>
<th>Failed &lt;2 attention checks (n=512)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Drinks per drinking day</td>
<td>.82</td>
<td>.42</td>
<td>.35</td>
<td>.42</td>
</tr>
<tr>
<td>2. Typical eBAC</td>
<td>.41</td>
<td>.44</td>
<td>.67</td>
<td>.67</td>
</tr>
<tr>
<td>3. Alcohol-related problems</td>
<td>.66</td>
<td>.55</td>
<td>.34</td>
<td>.33</td>
</tr>
<tr>
<td>4. Descriptive norms</td>
<td>. .</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
</tbody>
</table>

a All correlations were significant at P<.001 except for those italicized.

b Not available.

c eBAC: estimated blood alcohol concentration.

d Descriptive norms refer to perceived consumption (drinks per drinking day) for close friends.

Aim 4: Impact of Data Quality on Internal Consistency

The differences in Cronbach α for alcohol-related problems were negligible across the full sample (α=.918), omitting those who failed ≥2 attention checks (α=.917) or those who failed any attention checks (α=.917). Differences in McDonald omega was also negligible across the full sample (α=.921), omitting those who failed ≥2 attention checks (α=.920) or those who failed any attention checks (α=.920).

Aim 5: Demographics by Attention Check Failure

A series of chi-square analyses revealed that failing any attention checks versus none of the attention checks was not significantly associated with gender (χ²=0.3, P=.57), ethnicity (χ²=0.7, P=.40), year in school (χ²=4.3, P=.51), or age (t(526)=0.38; P=.71). Although it was not associated with the endorsement of some racial identities (ie, identifying as Asian: χ²=0.3, P=.60 or Native American: χ²=0.3, P=.62), it was significantly associated with identifying as Black or African American (χ²=6.6, P=.01), and a trend was present for identifying as White (χ²=3.4, P=.07), although it failed to reach significance. A similar pattern was observed in study 1, where more participants who identified as Black or African American failed at least one attention check (43/277, 15.5%) than those who did not identify as Black (20/244, 8.2%), whereas fewer participants who identified as White failed attention checks (19/213, 8.9%).
than those who did not identify as White (44/308, 14.3%). When comparing failing ≥2 attention checks with failing <2 attention checks, there were no significant associations between attention check failure and the demographic variables.

**Discussion**

**Overview**

An examination of whether data quality varies across recruitment sources (aim 1) revealed that a greater proportion of college student participants recruited through the psychology pool failed attention checks than that of those recruited through general emailed announcements, suggesting poorer data quality through satisficing. An examination of whether retention varies across recruitment sources (aim 2) revealed that the psychology pool was also associated with worse compliance via lower retention rates for the web-based follow-up surveys at 1 month and 3 months after baseline (study 2 only). For the examination of the impact of data quality on study variable associations (aim 3), there was no clear pattern of differences when comparing the strength of correlations between participants who did not fail any attention checks and those who did. The direction of the significant effect was consistent with our hypothesis for study 2 (ie, a stronger correlation was found among those who did not fail any attention checks) but was contrary to what was hypothesized for the 2 significant findings of study 1 (ie, stronger correlations were found among those who failed at least one attention check). Study 1 had 2 additional findings that were consistent with our hypothesis but did not reach significance. As for the impact of data quality on measures of internal consistency (aim 4), the impact of omitting those who failed attention checks was negligible on measures of internal consistency. Finally, when examining whether the demographic qualities of participants significantly varied across those who failed attention checks versus those who did not (aim 5), attention check failure was significantly greater among those who identified as Black or African American (both studies) and significantly lower among those who identified as White (study 1 only). It was not significantly associated with other racial identities, ethnicity, gender, age, year in school, or employment status.

Studies 1 and 2 were consistent in their findings that attention check failure rates were lower among the students recruited via general emailed announcements than among the psychology pool participants, suggesting better data quality (aim 1). This was true for both a remote, web-based, cross-sectional survey focused on college stressors and mental health (study 1) and an in-person longitudinal design examining an intervention for college drinking (study 2). However, the difference in rates was greater for the completely remote web-based study protocol (study 1: 19.3% vs 10.1% for failing any attention checks) than for the in-person baseline protocol (study 2: 13.5% vs 7.1%) for failing any attention checks, and rates were also generally higher for the web-based protocol. This finding became nonsignificant for study 2, as the sample was split into a smaller, more unbalanced proportion for examinations of failing ≥2 attention checks. Ward and Pond [44] found that having a researcher present via virtual meeting reduced careless responses by 2.13%, so having a researcher present for the in-person protocol at baseline may have reduced satisficing among participants who would otherwise have satisficed on the web (ie, changing the behavior of those enrolled in the study). In addition, the on-site protocol required that students sign up for a specific time slot and show up at a particular location on campus, requiring greater commitment. This may reflect greater motivation to participate (ie, impacting those who enrolled in the study), which has been linked to reduced satisficing among college students in prior work [14] and is consistent with the suppositions by Krosnick [16]. Thus, in-person protocols with specific sessions and researchers present may result in higher data quality through both who enrolls (self-selection of only those with greater motivation to participate) and through the protocol impacting the behavior of those enrolled (increasing motivation).

**Push-in Versus Pull-out Recruitment Approaches**

Antoun et al [31] noted that pull-in recruitment sources were more efficient (ie, faster rate of enrollment and lower cost) than push-out recruitment sources. This was true for study 2, a longitudinal study with an in-person baseline session. Enrollment was much higher using the psychology pool (n=401) than the general student body contacted via emailed announcements (n=127). Similarly, the psychology pool cost is lower (using research credits as compensation rather than monetary payments). However, the findings were contradictory for study 1, which yielded lower enrollment using the psychology pool (n=127) than the emailed announcements to the general student body (n=257). Both recruitment methods were relatively low cost, with participants from the general student body compensated only with entry into one of a handful of raffles for relatively low-cost gift cards.

The finding that satisficing was greater in the pull-in recruitment source (the psychology pool) than the push-out recruitment source (emailed general announcements) was contrary to the findings of Antoun et al [31]. In total, 3 studies comparing pull-in versus push-out recruitment focused on recruitment not specific to the college population, where participant presence in the pool or panel was completely through self-selection (eg, MTurk and Qualtrics or Dynata panels) [31-33]. These individuals joined the panel specifically to participate in research and earn money. By contrast, the pull-in source for this study included students enrolled in psychology courses who could participate in research studies for course credit (either as extra credit or as part of the requirements for the class). Although they could participate in research to earn a reward, and this is the sole purpose of the panel, their existence in the pool or panel was determined through course enrollment. This could suggest that their presence in the panel was less voluntary. However, equivalent credit could be earned through article critiques rather than study participation, making study participation fully voluntary. This could suggest that which recruitment method is best depends on whether the source is college specific or general sources. One study we are aware of has compared satisficing across a general pull-in source (MTurk for US $0.50) versus a college-specific pull-in source (a psychology pool for course credit), where they operationalized satisficing using nondifferentiation (ie, selecting the same response option for
all items within a scale) [45]. They found the MTurk sample engaged in more satisficing than the college psychology pool. Given that both are considered pull-in methods, it may be that compensation structure (money vs course credit) was driving this difference, with the participants completing the survey for course credit providing better-quality data. Conversely, in our study comparing 2 college sources, we found that financial compensation was associated with lower rates of satisficing, whether these payments were larger and guaranteed (US $20 for baseline in study 1) or based on chance (raffles for study 2). In particular, the pull-in approach used in this study (a psychology student participation pool at a single institution) is widely used, and results to other psychology pools are highly generalizable. However, many pull-in approaches (eg, Amazon MTurk) contain participant panels of individuals from across the country and often the globe. This makes the findings of this study less generalizable to pull-in approaches more broadly. With no robust findings across studies regarding push-in versus pull-out methods or financial compensation versus course credit, it appears that there is no guaranteed method to minimize satisficing, making its detection critically important. Attention is a prerequisite for receiving the treatment in most survey experiments, and attention checks effectively reveal who receives the treatment and who does not, such as when Berinsky et al [11] found large condition effects among those who passed the attention screener and no condition effects among those who failed. Detecting and eliminating satisficing is critical for researchers conducting studies examining treatments for psychological health.

Longitudinal Research

The same recruitment source (announcements emailed to the general student body) provided both greater study retention (aim 2) and higher data quality (aim 1); thus, longitudinal researchers can choose a recruitment method that optimizes study compliance for both minimizing satisficing and promoting retention. It is worth noting that retention may have been better for the students who participated through student announcements because their compensation for follow-up surveys was consistent with their compensation for baseline (financial), unlike the psychology pool (course credit). Attrition for longitudinal psychological treatment studies is particularly critical, as meta-analyses have shown dropout rates of 24% to 35% for smartphone-delivered mental health interventions [46], 26% for cognitive behavioral therapy [47], 21% for eating disorder e-treatments [20], and 25% for individual college drinking interventions [48], among others. Researchers striving to minimize satisficing in their clinical trials must still try to optimize retention, and choosing an appropriate recruitment method may help with both concerns.

Satisficing Impact on Study Findings

Contrary to our expectations, correlations did not show consistent strengthening of study variable associations or effects across the 2 studies (aim 3). Select correlations did change significantly in both studies, but the effects went in both directions (sometimes stronger and sometimes weaker). The strengthening of some correlations is consistent with multiple prior studies finding stronger effects after screening out participants who satisficed [1,11,12]. However, falsely inflated values in the full sample were similar to those reported by Huang et al [13], still pointing to a bias introduced by including these participants. Moreover, Credé [10] noted that whether random responding inflates or deflates the true value of correlations may be influenced by whether the measures examined naturally peak around the lower end of the response option continuum (such as with suicide ideation, psychopathy, and depression) versus around the higher end of the continuum (such as with self-esteem and altruistic behavior) as well as by whether the correlation among those not satisficing is positive or negative, suggesting that both inflated and deflated correlations can be expected with satisficing. Moreover, how participants are carelessly responding may influence the direction of bias. King et al [49] found that when data are not skewed, uniformly responding (ie, each response option has an equal chance of being selected) falsely deflates estimates, whereas long-string responding (ie, selecting the same response option for many items in a row) falsely inflates estimates. Thus, our findings demonstrating correlations changing in both directions support the notion that screening out participants who are satisficing does impact study findings, potentially reducing bias.

Also contrary to our expectations, measures of internal consistency were not stronger after dropping participants who failed attention checks (aim 4). The differences were negligible across the 2 studies. If satisficing by participants adds noise to the data set, researchers might expect it to add measurement error as well. Oppenheimer et al [1] found that internal consistency was reduced among those failing an instructional manipulation for a measure containing reverse-scored items, but these findings were not replicated in this study. However, only 1 measure in this study (the Penn State Worry Questionnaire) [36] contained reverse-scored items, which might be more sensitive to satisficing.

Satisficing Detection Decisions (Number of Failures; Dropping vs Feedback)

In this study, examinations were repeated for multiple cutoffs for satisficing (ie, failing any attention checks vs failing a larger number of attention checks such as 2 or 3). A zero-tolerance approach for identifying satisficing, excluding participants who had ≥1 incorrect responses to attention checks, is consistent with what is most commonly reported by researchers [9]. Although a recent examination revealed that the zero-tolerance approach can result in excluding more participants, in particular those who do not demonstrate satisficing on other indices, it is the most common way of screening participants for data quality [9]. This study did not reveal major differences in the pattern of findings across zero tolerance versus basing the cutoff on a larger number, suggesting that there may be some flexibility in which approach a researcher might choose.

One concern raised by prior researchers is whether screening out satisficing participants could introduce a different source of bias, namely reducing the demographic diversity of the sample [11,14]. This study found that attention check failure was not significantly associated with ethnicity, gender, age, year in school, or employment status, indicating that bias is not introduced for these dimensions. However, the participants who
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identified as Black or African American were more likely to fail at least one attention check, suggesting that screening out participants could introduce a concern relating to reducing the diversity of the sample. Researchers should be thoughtful regarding recruitment strategies to access larger numbers of participants who could be lost to this screening process so that the final sample still has a substantial representation of this group, as in this study.

In addition to screening out those who fail attention checks, another possible approach that would allow researchers to retain everyone in the sample is to use live feedback to inform participants that the researchers have noticed that they are not paying attention and ask them to read the items carefully. Prompting respondents who completed survey items very quickly to note that this was likely too fast to respond accurately and asking whether they want to reconsider their answers led to reduced satisficing and more accurate responses [50]. Similarly, providing feedback when someone fails an attention check can increase measurement quality [51]. King et al [49] noted that almost no published research in the addiction literature reports screened their data for satisficing. It may be that for research that heavily invests resources in obtaining each data point (such as with longitudinal research and clinical trials, common in the addiction field), throwing out cases results in heavy resource loss, and researchers may be more motivated to try to detect and eliminate satisficing as it occurs. Berinsky et al [11] used different strategies to improve attention during data collection, including warning participants that their data would be monitored before beginning the survey, pairing this warning with a message thanking the participants for their time and careful attention, and providing live feedback (ie, “There was a problem with your response. Please try again”). All 3 approaches resulted in higher rates of passing the attention check items. However, these approaches did not result in reduced noise or bias in associations among study variables or larger treatment effects. It may be that the framing of these messages matters. A systematic review of studies examining prompts in health promotion or health behavior interventions found that messages were more effective if they were tailored with a personal touch [52]. Similarly, a review of retention in panel studies emphasized that explaining the importance of the project and the contributions of the participants is key to engaging participants and promoting good study retention [53]. The same approaches can be used to promote good data quality. Accentuating the purpose and importance of the study, how the participants are helping, and that their responses are of great value to the researchers may have an effect on not just passing attention checks but also actually increasing attention and minimizing noise. Pairing this warm introduction to the fact that the responses will be monitored with a similarly framed live feedback message when attention checks are failed (eg, “Your answer for this question is not correct. Your contributions to our research are extremely valuable. Please be sure to read questions thoroughly and answer carefully”) may have more of an impact on data quality.

Recommendations

To promote data quality and minimize bias, we have several recommendations for researchers. (1) Use attention checks to detect satisficing. Failure of attention checks was prevalent in both studies across both recruitment sources, suggesting that satisficing is occurring among college students regardless of the study design or recruitment method. Moreover, findings changed after screening out those who failed at least one attention check, suggesting that ignoring this phenomenon could introduce bias into study conclusions. Attention checks can help researchers identify who is providing higher quality data. (2) Carefully consider the recruitment source. Although using psychology pools can cost less and be more efficient (as in study 2, a longitudinal study with an in-person baseline session) and potentially be more convenient, recruiting using broader methods to reach students may result in a better-quality sample (ie, lower satisficing and greater retention). Moreover, the broader recruitment source was more efficient in study 1 (remote and cross-sectional), suggesting that researchers may want to consider their study design in making this determination. When possible, researchers might use multiple recruitment sources to diversify their samples. (3) Weigh the benefits of screening out the participants who fail attention checks (demonstrated to reduced bias in study findings) versus including live feedback (very limited research on this approach). Related to this, (4) consider whether screening out participants could reduce demographic diversity. It could be problematic to increase internal validity to the detriment of external validity. If researchers intend to use attention checks for screening purposes, then they might oversample from populations more likely to be screened out (if possible). Alternatively, letting participants know that their responses will be monitored for data quality and providing live feedback could minimize attention check failure. For treatment studies or other longitudinal studies where tossing cases is problematic, live feedback may be a better option. Finally, (5) researchers interested in minimizing satisficing rather than detecting and removing the data from these participants might consider holding time-specific sessions with a researcher present (in person or on the web).

Limitations

This investigation was a 2-study examination using different study designs (cross-sectional web-based survey vs in-person baseline for a longitudinal randomized controlled trial) and different domains of inquiry (mental health vs drinking behaviors) to maximize the external validity and relevance for other psychological health researchers. However, several limitations should be noted. First, attention checks were the only indicators of data quality used. More robust approaches have included additional indicators, such as psychometric antonyms or synonyms (ie, within-person correlations of similar items), LongStrings (ie, length of response patterns with the same value), Mahalanobis distance values (ie, multivariate outliers for similar items), and self-report items of attention and effort [8,34]. The main advantages of this approach are ease of use, nonrequirement of specialized data management skills, and speed of the screening process. However, researchers may consider using an error-balancing approach that takes multiple indices into account, particularly if working with smaller data sets of specialized populations that are harder to access, where keeping more cases is much more critical.
Another limitation of this examination was that the recruitment sources were limited to single-site data collection methods at 1 institution in the United States. Amazon MTurk is another approach that researchers can use to access the student population more broadly, potentially increasing the demographic diversity of the study samples while maintaining high data quality, including lower rates of satisficing [54,55]. Other web-based approaches, not limited to a single site, could include advertisements on Facebook, Craigslist, etc.

This may increase the demographic and geographic diversity of the sample [54], although the confirmation of student status may be harder. In addition, these pull-in methods may result in a sample with lower income that engages in greater risky behaviors [56] if such qualities are relevant to the research questions being examined. Moreover, although the samples used in this study had a strong representation of Black or African American and White racial identities, other identities were not as well represented. In particular, aim 5 had low sample sizes for some examinations. Although study 2 used a protocol that allowed us to identify all the participants and prohibited repeat sign-ups, study 1’s fully web-based protocol did not. The psychology pool participants likely also saw the survey via university-wide announcements, although the recruitment materials requested that students complete the survey only once. Unfortunately, the nature of the system used for the psychology pool uses only anonymous identifiers to issue research credits in the system, so we could not verify for ourselves that the psychology pool participants did not also complete the survey via university announcements.

Finally, although we focused on recruitment sources to label the differences between these 2 groups, compensation was also different. Students in the psychology pool were compensated with research credits that could be applied to their course grades. Students in the emailed announcement group were compensated monetarily (with a raffle entry in study 1 and direct payments in study 2). We believe that this is consistent with most studies using these recruitment sources and feel that compensation is part of these approaches. What is notable is that the pattern of reduced satisficing in the emailed announcement group was true even when the compensation was weak (raffle entry) rather than strong (direct monetary payments), suggesting that the strength of compensation is not driving the effect.

Conclusions
This investigation examined participant compliance (ie, data quality and retention) by recruitment source across 2 studies of college students with varying design protocols (study 1: a fully remote, cross-sectional design examining college stressors and psychological health; study 2: a longitudinal design with an in-person baseline session that examined an intervention targeting college drinking). For both studies, the participants were recruited from (1) a psychology student participation pool, receiving research credit in psychology courses as compensation, and (2) the general student body via emailed announcements, receiving either a raffle entry (study 1) or monetary compensation (study 2). The examination revealed that a greater proportion of college student participants recruited through the psychology pool failed attention checks than that of those recruited through general emailed announcements, suggesting poorer data quality through satisficing in both studies. Moreover, the psychology pool was also associated with worse compliance via lower retention rates in the web-based follow-up surveys at 1 month and 3 months after baseline (study 2 only). After screening out those who failed at least one attention check, some correlations among the study variables were strengthened (potentially due to reducing noise), some were weakened, and some were fairly similar; this mixed pattern potentially points to a bias introduced by including these participants. Finally, attention check failure was not significantly associated with most demographic characteristics (ethnicity, gender, age, year in school, employment status, and select racial identities) but was greater among those who identified as Black or African American (both studies) and significantly lower among those who identified as White (study 1 only). Investigators focused on student research should carefully consider recruitment in their study design and include attention checks or other means of detecting poor quality data. Satisficing was detected across both sources, although it was worse in the psychology pool than in the general student body. Researchers should carefully consider how the study design could promote engagement (eg, live sessions with a researcher), weigh screening participants versus providing live feedback, and consider oversampling demographics that are more likely to be screened out, if possible.
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Abstract

Background: Depression is a common mental health condition that poses a significant public health burden. Effective treatments for depression exist; however, access to evidence-based care remains limited. Mobile health (mHealth) apps offer an avenue for improving access. However, few mHealth apps are informed by evidence-based treatments and even fewer are empirically evaluated before dissemination. To address this gap, we developed RuminAid, an mHealth app that uses evidence-based treatment components to reduce depression by targeting a single key depressogenic process—rumination.

Objective: The primary objective of this study was to collect qualitative and quantitative feedback that could be used to improve the design of RuminAid before the software development phase.

Methods: We reviewed empirically supported interventions for depression and rumination and used the key aspects of each to create a storyboard version of RuminAid. We distributed an audio-guided presentation of the RuminAid storyboard to 22 individuals for viewing and solicited user feedback on app content, design, and perceived functionality across 7 focus group sessions.

Results: The consumer-rated quality of the storyboard version of RuminAid was in the acceptable to good range. Indeed, most participants reported that they thought RuminAid would be an engaging, functional, and informational app. Likewise, they endorsed overwhelming positive beliefs about the perceived impact of RuminAid; specifically, 96% (21/22) believed that RuminAid will help depressed ruminators with depression and rumination. Nevertheless, the results highlighted the need for improved app aesthetics (eg, a more appealing color scheme and modern design).

Conclusions: Focus group members reported that the quality of information was quite good and had the potential to help adults who struggle with depression and rumination but expressed concern that poor aesthetics would interfere with users’ desire to continue using the app. To address these comments, we hired a graphic designer and redesigned each screen to improve visual appeal. We also removed time gating from the app based on participant feedback and findings from related research. These changes helped elevate RuminAid and informed its initial software build for a pilot trial that focused on evaluating its feasibility and acceptability.

(JMIR Form Res 2022;6(12):e40045) doi:10.2196/40045
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Introduction

Background

Depression is the leading cause of global disability [1] and poses a significant public health burden [2-7]. Following the COVID-19 outbreak, approximately one-third of Americans reported clinically significant symptoms of depression [8], highlighting the substantial need for effective treatment. Evidence-based treatments (EBTs) for depression exist; however, access to EBTs remains limited. Less than 35% of individuals with depression receive “minimally adequate” treatment [9-11], and the ratio is even lower for ethnic minority groups [9,10,12,13]. “Stay-at-home” orders during the peak of the COVID-19 pandemic disrupted traditional health care delivery, and our already-overburdened health care system struggled to meet patient needs [14]. Consequently, the pandemic not only increased the prevalence of depression but also reduced treatment accessibility.

Smartphone-based mobile health (mHealth) apps are well suited to address treatment barriers given the relative accessibility of smartphones. In the United States, 85% of adults own a smartphone, and 91% of users report that their smartphone is within arm’s reach 24 hours per day [15]. Consequently, mHealth apps can be accessed at any time, allowing for real-time intervention. In addition, 15% of Americans reported that their only internet-accessible device was their smartphone, and marginalized communities reported higher proportions of smartphone-only internet access [16]. Furthermore, emerging mHealth interventions—particularly self-guided interventions—alleviate the burden on the mental health care system by providing contactless, automated interventions and facilitating self-management.

Unfortunately, many mHealth apps purported to treat depression are not informed by evidence-based care. Specifically, only 10% of publicly available depression apps use evidence-based principles of cognitive behavioral therapy or behavioral activation (BA) [17]. Of those that are empirically informed (eg, MoodTools [18]), few have been empirically evaluated. A systematic review found that only 2% of publicly available mental health apps were empirically supported [19]. Thus, it is unclear to what extent specific mHealth apps are efficacious or effective treatments for depression.

A minority of depression apps have been informed by EBTs and subjected to at least an initial empirical evaluation. For example, Moodivate is a BA self-help app involving psychoeducation, identification of personal values, activity scheduling, and daily mood ratings [20]. A pilot trial found initial evidence of its feasibility and efficacy [21], and a large-scale randomized clinical trial is underway [22]. Nevertheless, too few app-based interventions are subjected to rigorous empirical testing before they reach the market.

In addition, existing evidence-informed mHealth apps, such as Moodivate, target depressive symptoms by delivering an app version of a traditional face-to-face psychotherapy protocol using a varied set of nonoverlapping skills (eg, values clarification, cognitive restructuring, and activity scheduling). These tend to be presented in a nonstepwise fashion, with all psychoeducational material available at the outset in a handheld format. This approach is inconsistent with how consumers use apps: in frequent, short bursts [23]. Treatment engagement may suffer if mHealth interventions require lengthy engagement, are overly didactic, or lack a clear sequential structure. Therefore, we argue that it might be most useful for an mHealth app to target a specific psychological process using a limited set of scaffolded skills [23]. Each targeted skill builds on the skills previously developed as the user progresses through the app content. The intervention would include minimal, targeted psychoeducation and narrowly focus on brief, sequential skill-oriented tasks that are “gamified.”

To date, no empirically supported mHealth apps have focused on rumination, despite it being a potentially promising treatment target. According to response styles theory [24], rumination is a pattern of behaviors and cognitions that focus attention on depressive symptoms, including their causes, consequences, and implications [25]. Rumination causes excessive focus on negative emotional states, inhibits mood-enhancing behaviors, and exacerbates and prolongs depression [24,25]. Although various theories of rumination conceptualize its content, antecedents, and functions somewhat differently [26,27], most converge on key features: rumination is a specific, depression-related form of repetitive negative thinking that occurs in response to a triggering event, and it is experienced as distressing and difficult to control [28-30].

Overwhelming evidence demonstrates a strong relationship between rumination and depression. Rumination prospectively predicts higher levels of depressive symptoms over time [31-33], is a trait of vulnerability to depression [34-37], contributes to the maintenance of depressive episodes [24,25], is a precursor to the onset of clinical depression [32,35,37,38], and is a risk factor for relapse and recurrence [39-42]. Experimental studies have causally linked rumination to the maintenance of depression [25,43,44] and have demonstrated its co-occurrence with other forms of psychopathology [45-52]. Rumination functions as an experiential avoidance strategy (ie, avoidance of uncomfortable private experiences [53]) wherein ruminators distract themselves from emotionally arousing material (eg, sadness) through repetitive thinking, which contributes to negative sequelae [54]. Several EBTs explicitly target rumination, including BA, mindfulness-based cognitive therapy, and rumination-focused cognitive behavioral therapy (RFCBT). Although these interventions are well supported by research [55-57], they are neither widely disseminated nor easily accessible. Considering that depression is so pervasive and problematic, rumination is strongly implicated in depression, and effective treatments for rumination exist but are not widely disseminated, rumination is a promising target for mHealth intervention. To address the need for an easily accessible evidence-based intervention targeting rumination, we designed RuminAid—a new mHealth app.
Treatment Development and Description

Overview

RuminAid skills were drawn from well-supported EBTs for depression and rumination (eg, BA, mindfulness-based cognitive therapy, and RFCBT) and mHealth research, which highlighted the importance of balancing EBT components with simplicity and user friendliness by distilling EBTs to key components. We identified five essential components: (1) brief psychoeducation, (2) recognizing ruminative episodes, (3) alternative behaviors to replace rumination, (4) counteracting rumination-related attentional deficits, and (5) gamification.

RuminAid integrates these elements across 5 brief lessons presented to users as sequential “quests,” with users completing 1 quest per day. Each quest includes brief psychoeducation and gamified elements. Quests 1 to 2 focus on identifying rumination. Quests 3 to 4 teach users to use alternative behaviors to combat rumination. Quest 5 teaches users mindfulness and behavioral skills to counteract the deleterious effects of rumination on attention.

Brief Psychoeducation

Brief psychoeducation is integrated into each quest (Multimedia Appendix 1). This material identifies rumination as a treatment target, normalizes rumination as an experience, addresses harmful meta-cognitive beliefs, and orient users to new skills. As overemphasis on didactic content is inconsistent with typical smartphone use [23], psychoeducation is not the primary focus. Instead, psychoeducation is intended to facilitate skills acquisition and is limited to a few minutes per quest, at the most.

Identifying Rumination

RuminAid teaches users to discriminate between rumination and nonpathological processes (eg, problem-solving and introspection) and familiarizes users with rumination warning signs (Multimedia Appendix 2). For example, RuminAid users explicitly label and log periods of rumination in real time, tracking associated content, triggers, and internal contexts (eg, thoughts and emotions). The “Two-Minute Rule for Recognizing Rumination” involves engaging in current patterns of thinking for 2 minutes and then answering specific questions to determine if the user is ruminating [58].

To accommodate the idiographic nature of rumination, users store their ruminative content, triggers, and contexts in a personalized, editable list of rumination “red flags” (ie, signs they are ruminating). RuminAid also includes a list of “common red flags” that users can save on their personalized list. When logging rumination, items from the personalized lists of users are available for tracking via a drop-down menu. Moreover, users can use text entries to enter novel red flags. As users familiarize themselves with their personal red flags, they learn to quickly identify and label periods of rumination, allowing for rapid application of later therapeutic skills.

Alternative Behaviors

RuminAid is behaviorally oriented, providing users with specific alternative behaviors to replace unhelpful rumination habits [59,60] and counteract its avoidance function [61]. RuminAid includes 2 forms of alternative behaviors: self-soothing and approach-oriented behaviors (Multimedia Appendix 3). Both forms of alternative behaviors can be conceptualized as BA strategies, wherein self-soothing behaviors aim to increase pleasure and improve mood, whereas approach behaviors aim to increase mastery and promote problem-solving over avoidance.

Self-soothing behaviors provide distressed individuals with a sense of calmness or pleasure and are promoted in EBTs (eg, BA [57] and Dialectical Behavior Therapy [62,63]). In quest 3, users are instructed to engage in self-soothing whenever they ruminate and are automatically prompted to do so every time rumination is logged. Self-soothing helps disrupt the ruminative cycle and replace the rumination-avoidance association with a rumination-action association. Self-soothing orients users to use “rumination as a call to action,” preparing them for the greater challenge of implementing approach-oriented behaviors. Practicing self-soothing (rather than avoidance) introduces opportunities for positive reinforcement, potentially improving mood. Users are briefed on the distinction between avoidance and self-soothing behaviors and how to discriminate between them (Multimedia Appendix 4). Specifically, RuminAid emphasizes observing the functional consequences of a behavior on one’s mood and thoughts. If a given behavior results in improvements in mood and disrupts the ruminative thought cycle, it can be used again as an effective self-soothing behavior. In contrast, if a given behavior results in emotional numbness and temporary distraction from ruminative thoughts, the behavior is not an effective self-soothing behavior. Users are also taught that the same behavior (eg, watching a comedy show) might function as an effective self-soothing behavior for one person but as an avoidance behavior for another person. Users are encouraged to try new self-soothing behaviors to explore which options work best for them. They are able to edit their list of self-soothing behaviors at any time.

The second category of alternative behaviors is approach-oriented behaviors. Introduced in quest 4, approach-oriented behaviors are aimed at directly counteracting avoidance. Specifically, RuminAid helps users to create a new, adaptive habitual response to rumination and its triggers, a strategy drawn from EBTs (eg, BA and RFCBT). Users are taught to identify what they are avoiding during rumination by using their rumination topics. They are then instructed to generate and engage in alternative approach-oriented behaviors. These behaviors focus on addressing avoidance head-on and are framed as “facing your fears” (akin to exposure) or “doing the opposite” of the avoidance impulse (akin to opposite action in dialectical behavior therapy). Examples are provided to users to demonstrate these concepts (Multimedia Appendix 5). In addition, users are provided with tools to identify when self-soothing or approach-oriented behavior techniques may be more helpful in a given context.

Counteracting Rumination-Related Attentional Deficits

Rumination has negative effects on attention and concentration, particularly attention-switching [64-69], that is, the ability to flexibly attend to and adjust behavior in accordance with changes in task goals [70]. Resource allocation theory [71-73] suggests that depression-related thoughts consume cognitive
resources, making it difficult for ruminators to attend to task-relevant processes [74]. Because of this, ruminators may not be fully attentive to their experiences while executing alternative behaviors, which could reduce purported positive effects. RuminAid teaches users to use mindfulness (ie, purposeful, present-focused, and nonjudgmental awareness of internal experiences and external environment; Multimedia Appendix 6) to counteract these deficits during quest 5. This approach has effectively reduced rumination in other interventions [75-77]. RuminAid users are taught to choose active rather than passive alternative behaviors and to enhance present-moment awareness using the 5 senses. RuminAid also includes formal mindfulness exercises that can be used as alternative behaviors.

**Gamification**

RuminAid rewards treatment engagement through gamification (Multimedia Appendix 7). Gamification enhances user experience in mHealth apps by integrating gaming elements (eg, completing a quest map) into the intervention [19]. Although gamification research is limited, initial evidence has suggested that gamified elements reduce attrition and increase engagement by creating enjoyable, engaging, and reinforcing experiences [19,78,79]. Pleasurable gaming experiences trigger dopamine and endorphin release [80]. By triggering this response, game-like experiences in digital interventions may reinforce engagement [81]. A meta-analysis found moderate effect sizes for the effectiveness of gamified digital depression interventions [81].

RuminAid’s quest structure and “map” gamifies psychoeducation and assignments. Progressing in a given quest is rewarded by earning a corresponding star on the map, unlocking new app features and map stages, and prompting celebratory messages of encouragement. These elements should facilitate more active and enjoyable user experiences and reinforce engagement.

**Goal of This Study**

An overwhelming number of mHealth apps claim to treat depression, but a minority are empirically supported [19]. To address this issue directly, we have and will continue to incorporate scientific inquiry into RuminAid from development to dissemination in an iterative, data-driven process. This study aimed to estimate the initial acceptability of RuminAid by evaluating its user-perceived quality and identifying the potential modifications required. We distributed a storyboard presentation of the initial version of RuminAid to potential consumers and collected quantitative and qualitative feedback via individual surveys and focus group interviews. This feedback was used to facilitate improvements in RuminAid before testing its feasibility, acceptability, and effectiveness.

**Methods**

**Participants**

We recruited participants from the University at Buffalo Psychology 101 courses. Individuals were eligible to participate if they were native English speakers and adults (age ≥ 18 years). Participants were oversampled for moderate, moderately severe, or severe depression, but individuals with lower depression scores were also allowed to participate. A total of 22 individuals completed all the required surveys, viewed the complete storyboard presentation, passed the attention check items, and attended a focus group interview. We conducted a total of 7 focus group sessions with groups ranging in size from 1 to 7 participants (mean 3.14, SD 2.04; median 3).

Our sample comprised 77% (17/22) men and 23% (5/22) women. The mean age of the participants was approximately 19 (mean 18.86, SD 0.83) years. The sample was primarily heterosexual (19/22, 86%), and 14% (3/22) of the participants were bisexual. None of the participants endorsed any other sexual orientation. The sample consisted mainly of first- and second-year students: 68% (15/22) were first-year students, 23% (5/22) were second-year students, and 9% (2/22) were third-year students. In terms of marital status, most (20/22, 91%) participants were single and a minority (2/22, 9%) were married or partnered. In terms of religious background, 46% (10/22) identified as Catholic, 9% (2/22) as Protestant, 5% (1/22) as Muslim, and 9% (2/22) as some other religion (Christian nondenominational, n=1; spiritual, n=1), whereas 32% (7/22) of the participants reported that they did not identify with a religion. Participants were allowed to select all ethnic and racial identities with which they identified. The ethnic and racial makeup of the sample was as follows: 50% (11/22) White, 36% (8/22) Black, 18% (4/22) Latin American, and 9% (2/22) Asian American and Pacific Islander.

Regarding depressive symptoms, 41% (9/22) of the participants reported minimal symptoms of depression based on the Patient Health Questionnaire (PHQ; PHQ-8), 41% (9/22) reported mild depression, 9% (2/22) reported moderate depression, and 9% (2/22) reported moderately severe depression. None of the participants reported experiencing severe depression. The participants had an average PHQ-8 score of 6.55 (SD 5.12) and a median score of 5, which indicated that, overall, the participants experienced mild depression.

**Measures**

**PHQ-8 Measure**

The PHQ-8 [82-84] is an 8-item self-report measure of depressive symptoms and severity. Items are rated on a 4-point scale, with higher scores indicating more severe depression. The PHQ-8 omits the self-harm item from the PHQ-9 and is often used in research settings where interventions for suicidality or self-injury are difficult to coordinate [83]. The PHQ-8 has demonstrated reliability and validity as a measure of depression severity [83,84]. The PHQ-8 was used to oversample for moderate or worse depression (PHQ-8 score ≥10) at screening and readministered at baseline. Scores at readministration were used for all analyses.

**Mobile Application Rating Scale: User Version**

The Mobile Application Rating Scale–user version (uMARS [85]) is a 26-item measure of user-rated app quality consisting of the following scales: (1) engagement (degree of fun, interestingness, customizability, interactivity, whether it has prompts such as sending alerts, reminders, etc), (2) functionality (app functioning, ease of use, navigation, flow logic, and
gestural design), (3) aesthetics (graphic design, visual appeal, color scheme, and stylistic consistency), (4) information (contains high-quality information from a credible source), (5) app quality (average mean score of the 4 preceding scales), (6) subjective app quality (overall like or dislike), and (7) perceived impact (whether this app will help the target population with the target problem). Subjective app quality and perceived impact scales can be reported as individual items or mean scores. For our purposes, we used mean scores. To identify qualitative descriptors for each scale (1=ineffective, 2=poor, 3=acceptable, 4=good, and 5=excellent), the average mean scores were rounded to the nearest whole number [86]. The uMARS has demonstrated good test-retest reliability and excellent internal consistency [85].

Focus Group Interview

The semistructured focus group interview was designed specifically for this study to collect qualitative feedback through a standardized set of questions. Initial questions asked participants to elaborate on uMARS ratings and identify potential improvements for items rated <4 by at least one focus group member. Additional questions included, “what app features did you find most helpful?” and “based on your experience trying out RuminAid, do you think this app would help you to identify rumination in your day-to-day life?” The interviews lasted for 1 hour and were moderated by the first author through Zoom videoconferencing (Zoom Video Communications).

Qualitative content analysis [87] was used to systematically identify and describe themes within the participants’ focus group responses. Main categories were generated in a content-driven manner (ie, using theoretical models to derive categories [87]) derived from uMARS scales—engagement, functionality, aesthetics, information, subjective quality, and perceived impact; we added an “other” category for feedback that fell outside of these domains. Subcategories within these domains were generated in a data-driven manner (ie, using the data collected to derive categories [87]). We used subsummation (ie, an iterative process whereby relevant concepts were identified, compared with existing categories, added to existing categories if appropriate, or used to define new categories [87]) to add data-driven subcategories until saturation (ie, the inability to find additional concepts [87]) was achieved. For example, we identified that participants tended to comment on the entertainment value of the app, whether entertainment would impact engagement, and ideas they had about how a social media component could be added to the app to increase engagement. We created 3 corresponding data-driven subcategories within the engagement domain: “Not Entertaining,” “Entertainment not Important,” and “Social Media.”

Transcriptions of the recorded interviews were coded by 2 trained research assistants for the presence or absence of positive and negative statements on each content domain. “Positive statements” were operationalized as comments that were positive in nature, such as liking elements of the app, suggesting that existing elements be retained, recommendations to further capitalize on well-liked components, or explicit agreement with another participant’s positive statement. “Negative statements” were operationalized as comments that were negative in nature, such as suggesting modifications to a disliked element, recommending the removal of elements, or explicit agreement with another participant’s negative statement. Within a given domain, positive and negative statements were not mutually exclusive, that is, an individual participant could have made both positive and negative statements. Responses were coded according to the presence or absence of statements related to each subcategory.

Procedures

Participants were screened through mass testing using the University at Buffalo’s Sona Systems to determine whether they met the eligibility criteria. Eligible participants signed up for this study on the University at Buffalo’s Sona Systems and attended a web-based focus group session. The sessions were conducted on a web-based videoconferencing platform (Zoom). Upon enrollment, the participants completed a demographics questionnaire and the PHQ-8 via Qualtrics. Next, participants were provided with a link to view the RuminAid storyboard using Panopto, which is a lecture recording and streaming platform. Participants’ progress in viewing and listening to the presentation was tracked using Panopto, which allowed study staff to view the percentage of the presentation the participants had completed. The participants had to complete 100% of the storyboard to proceed with the study. After viewing the storyboard presentation for 2 hours, 2 minutes, and 53 seconds, participants completed the follow-up Qualtrics survey, which consisted of the uMARS and attention-check questions that the participants needed to answer correctly to participate in the focus groups. The correct answers to the attention-check items were embedded within the audio of the storyboard presentation, with clear instructions to make a note of the information for the attention-check items. This ensured that the attention-check items would be easy to answer correctly for participants who attended to the presentation and quite difficult for those who did not. Next, participants attended a scheduled focus group session and provided feedback in a discussion-based format. Focus group sessions were video- and audio-recorded and then transcribed and coded.

Ethical Considerations

The University at Buffalo Institutional Review Board deemed this project exempt from review; all documents used were reviewed and approved by the institutional review board. Before participating, participants were informed that this research was being conducted to investigate the user-perceived quality of a new mHealth smartphone app called RuminAid and that their feedback would be used to improve the quality of the app. We told participants that their responses would be deidentified and stored on a password-protected server. We did not collect identifying information (eg, name, email, and phone number), but participants could provide their email address to opt in to receive a free download of RuminAid once it reached the marketplace; this was entirely optional. Similarly, participants could opt out of their feedback being anonymously quoted in publications about RuminAid. Participants were told that they had the right to end the study at any time and were compensated.
with credits that partially fulfilled the course research requirement.

Results

Quantitative Feedback
In our sample, engagement (mean 3.58, SD 0.65), functionality (mean 3.86, SD 0.64), information (mean 4.07, SD 0.46), app quality (mean 3.63, SD 0.47), and perceived impact (mean 3.63, SD 0.47) were rated as “good.” In contrast, aesthetics (mean 3.02, SD 0.66) and subjective app quality (mean 2.89, SD 0.64) were rated as “acceptable.”

Qualitative Feedback

Engagement
During focus group sessions, 50% (11/22) of the participants made positive statements about engagement (ie, degree of fun, interestingness, customizability, interactivity, whether it has prompts such as sending alerts, reminders, etc) and 86% (19/22) made negative statements about engagement. This suggested potentially mixed feelings about how engaging RuminAid was for the participants. Within this domain, 64% (14/22) of the participants reported that they did not find the app entertaining. However, 36% (8/22) of the participants felt that the entertainment value of the app was unimportant, given that its purpose was related to mental health, not entertainment. In addition, 18% (4/22) of the participants suggested adding a social media element to RuminAid to improve engagement.

Functionality
In terms of app functionality (ie, app functioning, ease of use, navigation, flow logic, and gestural design), 55% (12/22) of the participants made positive statements and 41% (9/22) made negative statements. This suggested that there were mixed feelings about app functionality, although most participants identified positive aspects of app functionality. Specifically, 27% (6/22) of the participants noted that RuminAid might be difficult to navigate. In contrast, 50% (11/22) of the participants reported that the flow logic of the app (ie, how the content progresses from one screen to the next) made sense.

Aesthetics
Regarding aesthetics (ie, graphic design, visual appeal, color scheme, and stylistic consistency), 9% (2/22) of the participants made positive statements, whereas 96% (21/22) of the participants made negative statements. This suggested that app aesthetics was a major concern for the participants. Specifically, 91% (20/22) of the participants described the color scheme of RuminAid as boring, “drab,” “depressing,” or dull. In addition, 18% (4/22) of the participants expressed that this issue would interfere with app use and decrease the likelihood of initial or continued app use, although 5% (1/22) of the participants stated that the color scheme would not interfere. In terms of graphics, 45% (10/22) of the participants expressed that these appeared amateur and 59% (13/22) stated that the graphics appeared outdated.

Information
Participants also commented on the information included in RuminAid (ie, containing high-quality information from a credible source): 77% (17/22) of the participants made positive statements and 32% (7/22) made negative statements. This indicated that, overall, information appeared to be a relative strength of the app. More specifically, 73% (16/22) of the participants stated that the amount of detail included in the information was appropriate and to their liking. A minority (4/22, 18%) of the participants found that there was excessive detail. None of the participants reported insufficient detail. Furthermore, 59% (13/22) of the participants reported learning something new from RuminAid. In terms of credibility, 18% (4/22) of the participants explicitly reported feeling that information came from a credible source; however, 23% (5/22) of the participants felt that credibility could be improved if the sources were cited within the app.

Subjective Quality
The subjective quality of the app (ie, overall like or dislike of the app) was overwhelmingly positive: 96% (21/22) of the participants made positive statements about the subjective quality of RuminAid. None of the participants made negative statements regarding the subjective app quality. This suggested that the participants felt positive about the app as a whole.

Perceived Impact
Participants endorsed overwhelmingly positive beliefs about the perceived impact of RuminAid: 96% (21/22) of the participants indicated that they believed RuminAid would help depressed ruminators with their depression and rumination. None of the participants made negative statements regarding the perceived impact of RuminAid. This indicated that the participants saw the app as potentially effective and helpful for depression and rumination.

Other
Approximately 18% (4/22) of the participants made positive statements and 36% (8/22) made negative statements that did not fit within the aforementioned domains. Specifically, 46% (10/22) of the participants reported that integration of measurement-based care features would improve the app, and 23% (5/22) of the participants raised concerns that “time gating” (ie, when users are prevented from accessing new app content until a certain amount of time has passed) quests with a 1-week delay between quests (as originally planned) would negatively impact app quality, frustrate users, and decrease engagement.

Example quotes from participants and the interrater reliability for each domain and subcategory mentioned above are included in Tables 1 and 2. Examples of modifications based on focus group feedback can be seen in Figures 1-3.
<table>
<thead>
<tr>
<th>Domain</th>
<th>Description</th>
<th>Quotes from participants</th>
<th>Cohen κ&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Positive           | App is fun, interesting, customizable, or interactive and has prompts (eg, sends alerts, messages, reminders, or feedback or enables sharing) | • “I feel like [engagement] is kind of the whole point. And I think that it does it pretty well.”  
• “I really like games. So, going through the levels—I really liked that and how it was kind of an incentive to keep going.” | 0.91             |
| Negative           | App is not fun, interesting, customizable, or interactive or does not have prompts (eg, sends alerts, messages, reminders, or feedback or enables sharing) | • “I would say it could be a little more interactive, because the steps are just so repetitive and it’s kind of the same thing going through each task.” | 1                |
| **Functionality**  |                                                                             |                                                                                          |                  |
| Positive           | App functioning well; easy to learn; or good navigation, flow logic, or gestural design | • “I thought the format where everything is laid out, like, the layout is good.”  
• “My favorite part of the app personally was the quest system put in place.” | 0.47             |
| Negative           | App not functioning well; not easy to learn; or poor navigation, flow logic, and gestural design | • “[You should] make the flow a little smoother.” | 0.38             |
| **Aesthetics**     |                                                                             |                                                                                          |                  |
| Positive           | Graphic design, overall visual appeal, color scheme, and stylistic consistency are good or appealing | • “The brain graphic...was pretty good with the pink on blue brain contrast.” | 0.8              |
| Negative           | Graphic design, overall visual appeal, color scheme, and stylistic consistency are not good or unappealing | • “I feel like a complete artistic overhaul of the app needs to be done.” | 0.38             |
| **Information**    |                                                                             |                                                                                          |                  |
| Positive           | App contains high-quality information (eg, text, feedback, measures, or references) from a credible source | • “It had a lot of solid information that would be useful to someone struggling with depression.” | 1                |
| Negative           | App does not contain high-quality information (eg, text, feedback, measures, and references) or lacks credible source | • “Some of the information seems sort of redundant.” | 0.51             |
| **Subjective quality** | Overall positive impression or liked the app                              | • “Everything that was presented was presented clearly. So, I was able to retain it better, and actually learn about it...I also like some of the smaller, finer details...certain ways of rewarding you for staying on the app.” | 1                |
| Negative           | Overall negative impression or did not like the app                        | • No participants made negative comments about subjective quality. | 1                |
| **Perceived impact**  | This app will help the target population (ie, depressed ruminators) with the problem (ie, depression and rumination) | • “I think it would help because it does have those red flag areas, you make it customizable for you...I think that it would definitely be helpful for people.”  
• “If I were struggling with rumination and depression, it would be eye-opening in a way...If you didn’t realize you were doing that, or how it affected you, you’re going to get a new perspective to see why it’s affecting you and how you can stop ruminating.” | 1                |
<p>| Negative           | This app will not help the target population (ie, depressed ruminators) with the problem (ie, depression and rumination) | • No participants made negative comments about perceived impact. | 1                |</p>
<table>
<thead>
<tr>
<th>Domain</th>
<th>Description</th>
<th>Quotes from participants</th>
<th>Cohen κ&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Additional themes that emerged but did not fit into the above categories; positive valence to this feedback</td>
<td>“When I first started looking at it, I thought it was going to be too short...I like how it’s a process, because at first I almost wrote it off. I felt like it was kind of just like, ‘this is a quick fix’ type thing. But a lot of mental health things aren’t a quick fix. So, I like how it was a process that you go through and you can plan out ahead of time and that’s how you can really make a change with it is by making it a process.”</td>
<td>0.31</td>
</tr>
<tr>
<td>Negative</td>
<td>Additional themes that emerged but did not fit into the above categories; negative valence to this feedback</td>
<td>“I would say maybe like further on down the road, make sure you keep updating it, because if someone uses it frequently, they could very easily go through all quests very quickly. And then after that, there’s really no use for it.”</td>
<td>0.36</td>
</tr>
</tbody>
</table>

<sup>a</sup>Descriptions and examples of categories identified in qualitative focus group feedback.

<sup>b</sup>Cohen κ represents an estimate of interrater reliability for qualitative items.
Table 2. Subcategories of qualitative focus group feedback.

<table>
<thead>
<tr>
<th>Subcategories</th>
<th>Description</th>
<th>Quotes from participants</th>
<th>Cohen κb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not entertaining</td>
<td>The app was not entertaining</td>
<td>• “I saw a lot of stick figure-like images. And if they were just replaced with humans or something doing the same thing, it would have been more entertaining.”</td>
<td>0.8</td>
</tr>
<tr>
<td>Entertainment not important</td>
<td>The entertainment value is not relevant to this app, is not an important factor, or is not the purpose of the app and would not impact the likelihood of using it</td>
<td>• “I don’t really feel like it’s intended to be entertaining. It’s meant to help somebody.”</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• “I wouldn’t, at least for me, you know, as somebody that would be downloading it, I don’t consider the entertainment aspect necessarily a priority.”</td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td>Adding a social media component to the app would make it more entertaining or engaging</td>
<td>• “I would [add] a feature where you can connect with other users and maybe talk about with another actual person, like what’s going on, and they can give you like feedback or something like that.”</td>
<td>1</td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult navigation</td>
<td>The app appears difficult to navigate</td>
<td>• “I felt like...it jumped around a little bit. [I suggest] making the flow of it better.”</td>
<td>0.38</td>
</tr>
<tr>
<td>Logical flow</td>
<td>The app flow makes sense</td>
<td>• “I liked how it was kind of structured so that you aren’t just having a bunch of information dumped on you, it’s kind of separated into these five larger segments, that you slowly make your way through with demonstrations that you do yourself.”</td>
<td>0.54</td>
</tr>
<tr>
<td><strong>Aesthetics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boring color scheme</td>
<td>The color scheme was boring, drab, “depressing,” etc</td>
<td>• “Other mental health apps that I’ve seen typically have a little bit better contrast, just things to make the other menu items pop out a little bit more.”</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• “The color could use a little updating.”</td>
<td></td>
</tr>
<tr>
<td>Color scheme interferes</td>
<td>The color scheme would interfere with app use or the likelihood of using the app</td>
<td>• “Sometimes people’s emotions can be affected by the colors they see and all that. So just brighten it up.”</td>
<td>0.54</td>
</tr>
<tr>
<td>Color scheme does not interfere</td>
<td>The color scheme would not interfere with app use or the likelihood of using the app</td>
<td>• “When you need the help, you need the help. And I don’t think making a whole bunch of pretty colors and all that is really going to change what the app is doing.”</td>
<td>1</td>
</tr>
<tr>
<td>Amateur graphics</td>
<td>Graphics looked amateur</td>
<td>• “People will trust it more if it’s looks more professional.”</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• “In terms of just the buttons, specifically, the little arrow icons, took up half the screen, almost. And it just kind of looked like out of place and too big. And proportions like that matter if you’re going to have a clear and concise experience with the app.”</td>
<td></td>
</tr>
<tr>
<td>Outdated graphics</td>
<td>Graphics looked outdated</td>
<td>• “It just looked a little outdated, especially the pictures. Like it’s not current.”</td>
<td>0.35</td>
</tr>
<tr>
<td><strong>Information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good detail</td>
<td>Liked the level of detail; found it appropriate</td>
<td>• “Yeah, I think I think it does a really good job and gives very detailed information.”</td>
<td>0.89</td>
</tr>
<tr>
<td>Insufficient detail</td>
<td>Insufficient detail; too little detail</td>
<td>• No participants made comments about insufficient detail.</td>
<td>1</td>
</tr>
<tr>
<td>Excessive detail</td>
<td>Felt overwhelmed by information; too much detail</td>
<td>• “It’s just like, a lot of information, I guess, and a lot of things to do. I think, personally, I would get a little confused on the app.”</td>
<td>1</td>
</tr>
<tr>
<td>Subcategories</td>
<td>Description</td>
<td>Quotes from participants</td>
<td>Cohen κ&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Learned</td>
<td>Learned new things</td>
<td>• “And I wasn’t really like educated on the subject before. So that’s something I did like.”</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• “I learned a lot.”</td>
<td></td>
</tr>
<tr>
<td>Credible information</td>
<td>Information seemed credible</td>
<td>• “I don’t have any reason to believe that it’s not a credible source.”</td>
<td>0.62</td>
</tr>
<tr>
<td>Credible source needed</td>
<td>Including information such as references, expert videos, or other ways to make the credibility explicit would be useful</td>
<td>• “I feel like there could be some kind of link to information that has credited sources, and not just put those facts up with no way to immediately check the background of it.”</td>
<td>0.51</td>
</tr>
<tr>
<td>Other</td>
<td>Measurement-based care</td>
<td>Measurement-based care would improve the app (eg, tracking ruminative episodes over time)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• “I think the tracking is a good idea, especially to see how much you’ve progressed since starting the app.”</td>
<td>0.06</td>
</tr>
<tr>
<td>Time gating</td>
<td>Restricting people’s access to parts of the quest based on time (ie, 1 week before you can move on to the next quest) might be frustrating to users</td>
<td>• “People do not like time-gated content, especially artificially time gating.”</td>
<td>0.64</td>
</tr>
</tbody>
</table>

<sup>a</sup>Descriptions and examples of subcategories identified in qualitative focus group feedback.

<sup>b</sup>Cohen κ represents an estimate of interrater reliability for qualitative items.

**Figure 1.** Home screen redesign. RuminAid home screen before user-centered redesign (left) and after user-centered redesign (right).
Discussion

Principal Findings

This study used a mixed methods approach and aimed to estimate the initial acceptability of RuminAid by evaluating its user-perceived quality and identifying potential modifications needed. The results of this study suggested that, overall, RuminAid was perceived as “acceptable” to “good” by the focus group participants. In terms of strengths, participants highlighted the information and perceived impact of RuminAid: focus group members reported that the quality of information was quite good and had the potential to help adults who struggle with depression and rumination. In contrast, focus group members expressed concern that poor aesthetics could interfere with users’ desire to continue using the app. Indeed, focus group members highlighted RuminAid’s aesthetics as its primary weakness.

In particular, participants felt that the visual elements of the app—especially the color scheme and graphics—appeared amateur, outdated, and dull. Specific suggestions for improvement included a brighter color scheme, modern aesthetics, and professionally designed graphics. To address these concerns, we hired a graphic designer to redesign all RuminAid screens. The graphic designer was instructed to revise the app screens to look more professional, modern, and colorful, based on participant recommendations. Comparisons of the RuminAid app screens before and after focus group testing are displayed in Figures 1-3 to demonstrate how the data collected in this study directly informed the modifications.

In addition to redesigning the app screens so that they were more aesthetically pleasing, we modified the RuminAid timeline. Although only a minority of focus group participants commented on the “time gating” involved in RuminAid (ie, restricting users...
from moving from one quest to the next for a period of 1 week), this feedback highlighted potential frustration and loss of interest that might result from this restriction. This is reflected in the literature, which indicates that people use phone apps sporadically [23,88-90], and in lay commentary, which suggested that people dislike apps and games with time-gated content [91]. In addition, attrition tends to be high in mHealth interventions [92-94]. Thus, to prevent frustration and attrition, we reduced RuminAid from a 5-week intervention restricting users to completing 1 quest per week to a 5-day intervention with instructions (but no time gates) to complete 1 quest per day. Notably, we retained the calendar feature for scheduling quests but modified the instructions to fit the revised timeline.

**Limitations**

It is possible that demand characteristics and group factors may have played a role in participants reporting that they liked the app in a focus group setting led by a researcher [95]. During the interviews, positive statements about the subjective app quality were made by all but 1 participant. In contrast, the subjective app quality scores obtained via uMARS suggested less satisfaction. However, the uMARS subjective quality scale includes items such as, “would you pay for this app?” The sample of focus group participants consisted entirely of college students, who may be unlikely to pay for any app. More broadly, monetary commitment may not indicate an individual’s true feelings regarding app quality. For example, some individuals may never feel comfortable paying for a smartphone app, regardless of what the app is. Notably, the app quality domain, based on mean scores of engagement, information, functionality, and aesthetics, was more consistent with the feedback provided during focus group interviews. Nevertheless, it is possible that demand characteristics and group factors may have played a role in participants reporting that they liked the app in a focus group setting led by a researcher. In the future, it might be helpful to have the research assistant running the focus group explicitly state that they were not involved in app development. Furthermore, it may be more effective to collect supplemental qualitative feedback via one-on-one interviews to help reduce feedback biases owing to group factors, such as groupthink or reluctance to dissent [96].

Another potential limitation of our study was the use of a sample of college students. We intentionally selected a sample of college students because this population tends to be young and highly digitally literate. As such, college students often have extensive experience using a variety of high-quality smartphone apps with which they could meaningfully compare RuminAid to provide detailed qualitative feedback informed by the current standards of app quality. However, the use of a college student sample may have potentially limited the amount of critical feedback related to app functionality, particularly flow logic. For example, older adults with less digital literacy may have identified more potential difficulties with app navigation and functionality. As we plan for the next stages of this research, it is important to seek feedback from stakeholders of all ages to identify a broader spectrum of potential modifications before making RuminAid available on the public marketplace.

Finally, participants interacted with a story board rather than a beta version of the app itself, and there were limitations to seeking feedback on an app that participants did not have the opportunity to use. Without having first-hand experience of using RuminAid, the participants may have relied on personal biases, expectations, and perceptions to provide feedback on the app’s usability.

**Future Directions**

In the next phase of this research, we are most interested in evaluating the core therapeutic content contained within RuminAid as an intervention. As such, we will conduct a pilot trial of RuminAid as an intervention for depression and rumination, which will allow us to examine the app’s feasibility and acceptability and provide initial estimates of its effectiveness among a community sample of adults with depression and rumination. Subsequently, we may conduct a case series study of a beta version of RuminAid. To do so, we may have a community sample of adults with depression install RuminAid and use it for a week before interviewing them individually about their experience. The rich qualitative data collected in such a study would inform any additional modifications made to RuminAid before it is made available to the public.

Once the feasibility, acceptability, and effectiveness of the basic RuminAid approach are established with support for its core therapeutic content, additional features could be incorporated. For example, a substantial percentage of the participants stated that integration of measurement-based care features would be favorable. Measurement-based care has been shown to improve outcomes of treatment for depression [97,98]. Therefore, a longer-term future direction would be to develop measurement-based care features and evaluate whether outcomes are enhanced. Likewise, several participants mentioned wanting a social media component to help them feel more engaged. The incorporation of social media has been shown to improve app engagement [98] and may help to improve long-term app use [99]; therefore, we may also develop and include social features in future iterations of RuminAid.

**Conclusions**

RuminAid was intended to address the need for accessible EBT for depression by targeting a key risk factor and maintenance factor—rumination. Although the overwhelming majority of mHealth apps are neither empirically tested nor empirically informed, RuminAid incorporates recent research findings and elements of EBTs for rumination and depression. Should research support its feasibility, acceptability, and effectiveness, RuminAid stands to increase access to treatment for rumination, which will allow us to examine the app's feasibility and acceptability and provide initial estimates of its effectiveness among a community sample of adults with depression and rumination. Subsequently, we may conduct a case series study of a beta version of RuminAid. To do so, we may have a community sample of adults with depression install RuminAid and use it for a week before interviewing them individually about their experience. The rich qualitative data collected in such a study would inform any additional modifications made to RuminAid before it is made available to the public.

In summary, the overall quality and treatment approach used in RuminAid was acceptable to potential users. The feedback obtained in this study directly informed the modifications to
RuminAid, and the usability, acceptability, and feasibility of this modified version will be tested in a pilot trial. In terms of its potential impact, RuminAid has broad applications. It is a contactless intervention, based on EBTs, and could reduce the burden on the mental health care system by offsetting care to automated service delivery. If effective, RuminAid could be implemented and tested in a variety of settings such as primary care, behavioral health integrated care, stepped care facilities, or remote care clinics or offered to individuals on clinic waitlists. Potential future augmentations to RuminAid could include peer coaching, therapist coaching, or group facilitation. Consequently, pending empirical evaluation, RuminAid may be an accessible and effective intervention for depression and rumination with positive public health consequences, and its development process could serve as a road map for developing evidence-based mHealth apps and empirically supported mHealth apps.
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Multimedia Appendix 1
Psychoeducational content screens. These screens from quests 1, 2, and 5 display psychoeducational content to users to enhance their understanding before skills application. These images are screenshots of RuminAid after the user-centered redesign, which was informed by the results of this study.

Multimedia Appendix 2
Identification and labeling of rumination screens. These screens display the in-app use of skills related to identifying and labeling rumination. These images are screenshots of RuminAid after the user-centered redesign, which was informed by the results of this study.

Multimedia Appendix 3
Alternative behavior screens. These screens from quests 3 and 4 display psychoeducation about alternative behaviors as well as in-app skills use. These images are screenshots of RuminAid after the user-centered redesign, which was informed by the results of this study.

Multimedia Appendix 4
Self-soothing behavior screens. These screens from quest 3 demonstrate how users learn to discriminate between self-soothing and avoidance behaviors. These images are screenshots of RuminAid after the user-centered redesign, which was informed by the results of this study.

Multimedia Appendix 5
Approach behavior screens. These screens from quest 4 display examples of identification of avoidance (left) and generating approach behaviors (right). These images are screenshots of RuminAid after the user-centered redesign, which was informed by the results of this study.
Mindfulness screens. These screens from quest 5 display psychoeducation, in-app skills use, and tips for mindfulness practice. These images are screenshots of RuminAid after the user-centered redesign, which was informed by the results of this study.

**Multimedia Appendix 7**

Gamified elements screens. These screens display gamified elements of RuminAid, including the quest 1 map in progress and at completion. These images are screenshots of RuminAid after the user-centered redesign, which was informed by the results of this study.
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Abstract

Background: Real-time air pollution monitoring is a valuable tool for public health and environmental surveillance. In recent years, there has been a dramatic increase in air pollution forecasting and monitoring research using artificial neural networks. Most prior work relied on modeling pollutant concentrations collected from ground-based monitors and meteorological data for long-term forecasting of outdoor ozone (O\textsubscript{3}), oxides of nitrogen, and fine particulate matter (PM\textsubscript{2.5}). Given that traditional, highly sophisticated air quality monitors are expensive and not universally available, these models cannot adequately serve those not living near pollutant monitoring sites. Furthermore, because prior models were built based on physical measurement data collected from sensors, they may not be suitable for predicting the public health effects of pollution exposure.

Objective: This study aimed to develop and validate models to nowcast the observed pollution levels using web search data, which are publicly available in near real time from major search engines.

Methods: We developed novel machine learning–based models using both traditional supervised classification methods and state-of-the-art deep learning methods to detect elevated air pollution levels at the US city level by using generally available meteorological data and aggregate web-based search volume data derived from Google Trends. We validated the performance of these methods by predicting 3 critical air pollutants (O\textsubscript{3}, nitrogen dioxide, and PM\textsubscript{2.5}) across 10 major US metropolitan statistical areas in 2017 and 2018. We also explore different variations of the long short-term memory model and propose a novel search term dictionary learner-long short-term memory model to learn sequential patterns across multiple search terms for prediction.

Results: The top-performing model was a deep neural sequence model long short-term memory, using meteorological and web search data, and reached an accuracy of 0.82 (%F\textsubscript{1}-score 0.51) for O\textsubscript{3}, 0.74 (%F\textsubscript{1}-score 0.41) for nitrogen dioxide, and 0.85 (%F\textsubscript{1}-score 0.27) for PM\textsubscript{2.5}, when used for detecting elevated pollution levels. Compared with using only meteorological data, the proposed method achieved superior accuracy by incorporating web search data.

Conclusions: The results show that incorporating web search data with meteorological data improves the nowcasting performance for all 3 pollutants and suggest promising novel applications for tracking global physical phenomena using web search data.

(JMIR Form Res 2022;6(12):e23422) doi:10.2196/23422
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**Introduction**

**Background**

Web-based crowd surveillance has been used to track emergent risks to public health [1-3]. Most commonly, these efforts involve the collection of web-based search queries to document acute changes in the incidence or symptom occurrence of primary infectious disease agents, such as influenza [4-7], Ebola [8], dengue fever [9], and COVID-19 [10]. These methods have the potential to provide public health and medical professionals with benefits over traditional health surveillance and environmental epidemiology in their ability to capture both personal exposures and response dynamics at more sensitive spatial and temporal scales [2].

Despite the promise of these approaches for infectious diseases, only a limited number of studies have examined how crowd surveillance approaches can be used to track environmental exposures and, less frequently, responses to noninfectious environment-mediated disease processes [11-13]. The global burden of disease attributable to outdoor and indoor air pollution has been quantified by recent efforts and has increased public awareness of the severity of this public health crisis worldwide [14]. Therefore, urban air pollution provides a key test case for the evaluation of web-based surveillance approaches for noninfectious environmental risks. The web-based surveillance approach is distinct from traditional approaches for measuring urban air pollution exposure. Therefore, it could possibly serve as a substitute to or complement the existing approaches. Traditional indicators of air pollution exposure, namely, concentrations measured at ambient monitoring sites, are widely used to assess the health effects associated with air pollution in epidemiological studies. However, the use of ambient monitoring measurements as surrogates of exposure may result in the misclassification of health responses and potential risks, especially for those not living near pollutant monitoring sites [15-17]. Moreover, ambient monitoring, by design, provides information on measured outdoor pollutant concentrations and may not necessarily reflect accurate personal exposures for individuals spending most of their time indoors or for those with preexisting biological susceptibility to air pollution. Several recent studies have focused on using smartphones within distributed air pollution sensing networks, where users record and upload local air pollution conditions to crowd-generated, geospatially refined pollution maps [11-13]. These studies demonstrate the feasibility of web-based crowd-generated participation in projects predicted on urban air pollution awareness.

To the best of our knowledge, few studies have investigated the feasibility of using web search data to produce accurate “nowcasts” of urban air pollution levels in real time. Conducting accurate predictions using web search data is a challenging task with 2 major challenges. The first is the selection of search terms to comprehensively capture people’s responses. Several approaches have been proposed to select search terms. For example, some studies preliminarily prepare keywords related to the target disease and then use these keywords to filter the search terms, which is often difficult because finding related keywords could be difficult for some diseases or be costly when conducting for multiple diseases. The second is the selection of the appropriate models. Although the literature on data-driven nowcasting methods for estimating infectious disease activity is well developed from an epidemiological standpoint, the machine learning methods used lag behind the state-of-the-art methods. The nowcasting models introduced to date mainly use variations of regularized linear regressions or, less often, random forests (RFs) or support vector machines. From a machine learning perspective, the problem of disease activity estimation is most suited to a more sophisticated and time series–specific model architecture. Because of the growing volume of recorded environment-mediated disease data, the use of recurrent neural networks (RNNs) and, more specifically, their variants long short-term memory (LSTM) and gated recurrent unit networks is increasingly feasible. The vanilla LSTM model makes predictions solely relying on the time series of the search activity while ignoring the semantic information in the search query phrases. Previous studies have pointed out that search queries could be semantically related, and ignoring their correlation would lead to a decrease in model performance [18,19]. Recent advances in natural language processing have led to the development of a technique called word embeddings to represent the semantic information in phrases, and fine-tuning of word embeddings has been encouraged for downstream tasks (Wu, Y, unpublished data, September 2016) [20-22]. However, there is still a lack of knowledge on incorporating both the semantic information of search queries and time series of search activities to make predictions.

**Objectives**

In this study, we investigate web search data as an important source of a web-based crowd-based indicator. As web search data are free and broadly accessible, we posit that they could serve as a scalable means of tracking urban air pollution exposures and corresponding population-level health responses. To measure search interest, we used the freely accessible Google Trends service, which reports aggregate search volume data at a city-level geographical resolution. For this analysis, we use known health end point terms and topics, such as “difficulty breathing,” and observations (eg, “haze”) suggested by public health researchers, augmented by automatic term expansion based on semantic and temporal correlations, to estimate the levels of search activities related to air pollution, and ultimately to predict whether the pollution levels were elevated [23,24].

Compared with existing air pollution classification models, this study explores the use of web search anomalies as an auxiliary signal to detect air pollution. We compared our approach with the state-of-the-art physical sensor–based models that incorporate various pollutant covariates such as historical pollutant concentrations and meteorological data [25]. Using web search data for prediction introduces several challenges, including an unclear relationship between search interest and pollution levels and the trade-off between model complexity and convergence for the inclusion of web search data in a data-deficient scenario.

In summary, our contributions are as follows:
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We proposed a novel search term dictionary learner-LSTM (DL-LSTM) model to learn sequential patterns from broad historical records of web search data for air pollution nowcasting.

We compared the DL-LSTM models with a variety of baseline models on the efficacy of using web search data to indicate exposure to a noninfectious environmental stressor (ie, air pollution) and demonstrate that the proposed models are effective across different experimental settings.

We evaluated the efficacy of combining web search data and meteorological data for air pollution prediction and showed that the inclusion of web search data improves the prediction accuracy and provides a promising substitute when historical pollutant data are unavailable.

**Methods**

We now describe the methodology. First, we formalize our problem setting, then describe the data, and then introduce our modeling approaches.

**Problem Statement**

We formalized this task as a classification problem and adapted state-of-the-art machine learning models. We constructed a multivariate autoregressive model and an RF model fit on historical air pollutant concentrations as well as search and meteorological data as baseline models. We evaluated the performance of our proposed models (described below) in comparison with the baselines in terms of prediction accuracy and other standard classification prediction metrics.

**Ethical Considerations**

The data available to the public are not individually identifiable and therefore analysis does not involve human subjects. The International Review Board (IRB) recognizes that the analysis of de-identified, publicly available data does not constitute human subjects research and therefore does not require IRB review.

**Data Collection**

We collected daily air pollutant concentration data as well as temperature and relative humidity in the 10 largest US. metropolitan statistical areas (MSAs) from January 2007 to December 2018. We focused on 3 air pollutants: ozone ($O_3$), nitrogen dioxide ($NO_2$), and fine particulate matter ($PM_{2.5}$). The in-situ pollutant concentrations and meteorological data such as temperature, relative humidity, and dew point temperature were retrieved from the US Environmental Protection Agency, Air Quality System, and AirNow database. To create a single daily pollutant concentration for each city, we used the median pollutant concentration from all available monitoring sites within each city to avoid outlier bias.

We collected the daily search frequency of pollution-related terms from Google Trends for the same 12-year period and cities. We created a curated list of 152 pollution-related terms based on our previous air pollution epidemiology studies and in reviewing the environmental health literature [14,26-30], and we downloaded the reports of trending results terms using PyTrends [31]. For each PyTrends request, we downloaded the search history of pollution-related terms over a 6-month window with 1 overlapping month for calibration. PyTrends provided us with a search frequency scaled on a range of 0 to 100 based on a topic’s proportion to all searches on all topics. Because of the PyTrends restriction, we downloaded the reports of trending results multiple times, and the search frequencies were scaled separately in each 6-month window, which required us to calibrate the search frequency for the 12-year period. We calibrated the search frequencies by joining the search logs on the overlapping periods (1 out of 6 months) for intercalibration [32].

We investigated the available input features from meteorological data (temperature and relative humidity), historical pollutant concentrations, and web search data (Table 1).
Missing Data Imputation and Normalization

Smoothing and interpolation are simple and efficient data imputation methods [33], and we applied linear interpolation to fill the missing data in historical pollutant concentration, temperature, and humidity, with a rolling window size of 3. To fill in the missing data in infrequent search terms for which Google Trends does not return a count, we used random numbers close to 0 ($e^{-10}$ to $e^{-5}$). We normalized all the input features to standard scores by subtracting their mean values and dividing them by the respective SDs.

Search Term Expansion

As web-based search queries may reflect individual exposure to ambient air pollution, the seed terms were mostly related to symptoms, observations, and emission sources (Table S1 in Multimedia Appendix 1). However, because an exhaustive list of user queries was not available, reliance on only expert-generated seed words may result in poor prediction because of the high mismatch rate between the user queries and our expected search words.

Query expansion is a common approach for resolving this discrepancy. A recent study [18] showed that the initial set of seed words could be effectively expanded through semantic and temporal correlations. Thus, for each seed word, we used Google Correlate [34] to retrieve the top 100 correlated query terms. Then, we used the pretrained word2vec model [21] to retrieve the vector representation of each query; phrases were mapped to the centroid of the constituent terms. A utility score was calculated for each candidate query by measuring the maximum cosine similarity between the query and seed words. Queries with a high utility score were retained, and the remaining queries were eliminated, and we empirically set the utility cutoff to 0.55. This method expanded the set of search terms for the 152 search terms to track (Table S2 in Multimedia Appendix 1).

Modeling and Evaluation

Problem Definition

Given sequences of physical sensor data $P = [p_{t-L}, ..., p_{t-1}]^T$ with the dimension of $L$ times $d_p$, and search interest data $S = [s_{t-L+2}, ..., s_{t+1}]^T$ with the dimension of $L$ times $d_s$, the task is to classify day $t$ as polluted or not, where a positive class label indicates that the air pollution was above a predefined threshold. $L$ denotes the sequence length, and $d_p$ and $d_s$ are the number of physical sensor features and the number of search-related terms, respectively.

Autoregressive and RF Classification Models

Previous work has shown that simple autoregressive models using web search data can generate nowcast estimates for influenza-like illnesses at the US national level [19]. We adapted autoregressive models with a logistic regression (LR) classifier for classification purposes. Furthermore, we applied elastic net regularization, which is a linear combination of $l_1$ and $l_2$ regularization, as proposed in previous studies [18, 19]. LR+Elastic Net was implemented using the Python scikit-learn package, using cross-validation to set the model’s hyperparameters to maximize the $F_1$-score on the validation set, with class_weight set to “balanced.”
RF is an ensemble learning model that is robust against overfitting and provides a strong baseline for the development of nonlinear predictive models [35]. We used the scikit-learn implementation of RFs. The number of trees and maximum depth of individual trees were selected to maximize the \( F_1 \)-score on the validation set, with balanced class_weight for positive and negative samples.

**LSTM and Its Variants**

LSTM units [36] are RNN models designed for sequence modeling, which can learn nonlinear relationships in time series data [37]. First, we describe a baseline LSTM model with 2 subnetworks to separate the search data and meteorological data. As shown in Figure 1, there are 4 layers in the model, that is, the sequence embedding layer, LSTM layer, fully connected hidden layer, and output layer [38].

**Figure 1.** The architecture of the long short-term memory (LSTM) model.

In the left subnetwork of the LSTM model with search data as input, we propose 2 methods for capturing semantic information in search terms. The first is the LSTM semantic model (GloVe [Global Vectors for Word Representation]; LSTM-GloVe). As a variant of the vanilla LSTM model, for the sequence embedding layer of the right subnetwork in Figure 1, we introduce the matrix multiplication operation to project the search values of search terms to their semantic embedding space (GloVe embeddings), as shown in equation 1.

Given the search interest data \( S = [s_1, \ldots, s_7]^T \) with the dimension of 7 times \( d_s \) and their GloVe embedding \( G = [g_1, \ldots, g_{dg}] \) with the dimension of \( d_s \times d_g \), where \( d_g = 50 \) (GloVe 50-dimensional word vectors trained on tweets [22]). The matrix multiplication operation is defined as

\[
\text{Given } S = [s_1, \ldots, s_7]^T \text{ with the dimension of } 7 \times d_s \text{ and their GloVe embedding } G = [g_1, \ldots, g_{dg}] \text{ with the dimension of } d_s \times d_g, \text{ where } d_g = 50 \text{ (GloVe 50-dimensional word vectors trained on tweets [22])}. \text{ The matrix multiplication operation is defined as}
\]

Specifically, the tensor generated by the matrix multiplication operation was then fed into the LSTM layer for further calculations. This matrix multiplication is designed specifically for the model consistency problem when introducing collinear predictors after search term expansion (STE).

The second variation of the LSTM model is the DL-LSTM model, which is theoretically based on the idea of matrix multiplication, as shown in LSTM-GloVe. However, instead of directly applying the GloVe embedding for matrix multiplication, it introduces the fine-tuning of the word embeddings via a \( d_e \) by \( d_e \) rectified linear unit–activated fully connected layer. As shown in Figure 2, the rectified linear unit–activated fully connected layer was applied to the initial GloVe embedding, where \( d_e = 100 \) is the size of the new embedding. In this architecture, the GloVe 50-dimensional word vectors are used to initialize the search term embedding dictionary, and the matrix multiplication operation is used to transform the input embedding of search terms into the semantic embedding space [39].
In summary, we evaluate the following models in this paper:

- **LR**: LR is LR classifier with elastic net regularization.
- **RF**: RF is RF classifier with the number of trees and maximum depth tuned for prediction.
- **LSTM**: The baseline LSTM model, as shown in Figure 1, combines physical sensor features, if available, with the search interest volume data directly, providing a direct adaptation of RNNs to this problem without any problem-specific extensions.
- **LSTM-GloVe**: LSTM semantic model is a variant of the LSTM model as described in equation 1, where we control the input of search interest data (i.e., 51 seed search terms vs 152 terms after STE) in this model. We refer to the variants as LSTM-GloVe and LSTM-GloVe with [w/] STE, respectively.
- **DL-LSTM**: The DL-LSTM model is shown in Figure 2. We control the input of the search interest data (i.e., 51 seed search terms vs 152 terms after STE) in this model and refer to the variants as DL-LSTM and DL-LSTM w/STE, respectively.

**Validation**

To tune the model parameters and validate the model performance, we split the available data into training (from January 2007 to December 2014), validation (from January 2015 to December 2016), and testing (from January 2017 to December 2018) sets. This 8-year training period provides a broad history for learning the relationship between input and output variables, and the predictive models are evaluated based on their ability to make predictions for completely unseen periods. For evaluating our model, we made predictions for each day from January 2017 to December 2018 in the test data set. The distribution of the classes in the training, validation, and test data sets is presented in Table 2. Note that the positive and negative classes are heavily imbalanced, with positive classes comprising, for instance, only 16% of the training samples when PM$_{2.5}$ is the target pollutant.
Table 2. The distribution of classes in the training, validation, and test sets.

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Negative samples</th>
<th>Positive samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Validation</td>
</tr>
<tr>
<td>O₃ᵃ</td>
<td>24,322</td>
<td>6269</td>
</tr>
<tr>
<td>NO₂ᵇ</td>
<td>23,926</td>
<td>6119</td>
</tr>
<tr>
<td>PM₂.₅ᶜ</td>
<td>24,297</td>
<td>6745</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₃ᵃ</td>
<td>4896</td>
<td>1038</td>
<td>982</td>
</tr>
<tr>
<td>NO₂ᵇ</td>
<td>5292</td>
<td>1188</td>
<td>961</td>
</tr>
<tr>
<td>PM₂.₅ᶜ</td>
<td>4921</td>
<td>562</td>
<td>536</td>
</tr>
</tbody>
</table>

ᵃO₃: ozone.
ᵇNO₂: nitrogen dioxide.
ᶜPM₂.₅: fine particulate matter.

Evaluation Metrics

As we defined this task as a classification problem, we used the standard classification evaluation metrics. We report the accuracy and $F_1$-score of the positive class (the harmonic mean of precision and recall) of the predictions as evaluation metrics for all models. Although accuracy measures the total fraction of correct predictions and could misrepresent model performance in the presence of heavily imbalanced classes, the $F_1$-score considers class imbalance and is, therefore, a more appropriate metric for our problem.

Where $TP$, $TN$, $FP$, and $FN$ are the number of true positive samples, true negative samples, false positive samples, and false negative samples, respectively.

Results

Overview

In this section, we first present the findings of the data exploration. Next, we present the principal findings of this study.

Insights From Collected Data

In this section, we describe the thresholds of abnormal air pollutant concentrations and present the lag between the search anomalies and air pollution.

Thresholds of Abnormal Air Pollutant Concentrations

The major MSAs chosen for this study have different distributions of pollutant concentrations over time and almost always fall below the Environmental Protection Agency standard 24-hour threshold (Figure 3). However, multiple studies have shown that even at low concentrations, chronic exposure to air pollution negatively affects human health [26,27]. Therefore, calibrating a meaningful threshold for each city, especially those with generally lower levels of air pollution (eg, Miami), may be critical for adequately protecting population health. A natural way to do this may be to set the threshold to 1 SD above the mean daily pollutant concentration within each city, which was adopted in this study. The input predictors were also normalized within each city to reflect the city-level dynamics. The resulting thresholds for the 3 pollutants and cities under investigation are reported in Table 3.
Figure 3. Distribution of pollution values for Atlanta, Los Angeles, Philadelphia, and Miami, with city-specific elevated pollution level (dashed line) and the general Environmental Protection Agency–mandated standard (dotted line), for ozone (O\textsubscript{3}; left column), nitrogen dioxide (NO\textsubscript{2}; middle column), and fine particulate matter (PM\textsubscript{2.5}; right column). EPA: Environmental Protection Agency.
Table 3. Classification thresholds for 3 pollutants across 10 major metropolitan statistical areas in the United States.

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Los Angeles</th>
<th>District of Columbia</th>
<th>Philadelphia</th>
<th>Dallas</th>
<th>Atlanta</th>
<th>Boston</th>
<th>New York</th>
<th>Miami</th>
<th>Chicago</th>
<th>Houston</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_3$ a (ppb) b</td>
<td>55</td>
<td>54</td>
<td>53</td>
<td>53</td>
<td>48</td>
<td>49</td>
<td>45</td>
<td>49</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>NO$_2$ c (ppb)</td>
<td>43.7</td>
<td>38.1</td>
<td>36</td>
<td>25.2</td>
<td>27.8</td>
<td>30.7</td>
<td>45.3</td>
<td>25.5</td>
<td>43.7</td>
<td>27.7</td>
</tr>
<tr>
<td>PM$_{2.5}$ d (µg/m$^3$)</td>
<td>18.7</td>
<td>15.1</td>
<td>16.4</td>
<td>13.1</td>
<td>15.6</td>
<td>12.4</td>
<td>13.9</td>
<td>10.6</td>
<td>16.2</td>
<td>14.4</td>
</tr>
</tbody>
</table>

aO$_3$: ozone.  
bppb: parts per billion.  
cNO$_2$: nitrogen dioxide.  
dPM$_{2.5}$: fine particulate matter.

Lag Between Search Anomalies and Air Pollution

A previous study showed that there could be a lag between incident occurrence and Google search activity [40]. As shown in Figure 4, the normalized search frequency of the term “cough” is correlated with the concentration of NO$_2$ in Atlanta with a certain lag of time. To determine the lag between elevated pollution levels and consequent pollution-related searches, the mean absolute Spearman correlation between pollutant concentrations and search interest data was calculated and shifted forward in time for 0, 1, 2, and 3 days. As shown in Table 4, for O$_3$ and PM$_{2.5}$, the mean absolute Spearman correlation increased with an increase in the shifted days. Considering that the task aimed to detect elevated pollution levels as soon as possible, a lag of 1 day was applied to search data. In other words, the search interest data from the current day were used to estimate whether air pollution was elevated on the previous day.

Figure 4. Daily nitrogen dioxide (NO$_2$) levels and search interest for the term “cough” in October 2016 in Atlanta.
### Table 4. Cross-correlation of top 5 search terms with different lags for 3 pollutants in the Atlanta metropolitan area in 2016 (N=366).

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Lag=0; search term (Spearman correlation)</th>
<th>P value</th>
<th>Lag=1; search term (Spearman correlation)</th>
<th>P value</th>
<th>Lag=2; search term (Spearman correlation)</th>
<th>P value</th>
<th>Lag=3; search term (Spearman correlation)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₃ᵃ</td>
<td>Cough (−0.34)</td>
<td>&lt;.001</td>
<td>Cough (−0.38)</td>
<td>&lt;.001</td>
<td>Cough (−0.41)</td>
<td>&lt;.001</td>
<td>Cough (−0.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Bronchitis (−0.31)</td>
<td>&lt;.001</td>
<td>Bronchitis (−0.32)</td>
<td>&lt;.001</td>
<td>Bronchitis (−0.33)</td>
<td>&lt;.001</td>
<td>Bronchitis (−0.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Traffic (0.26)</td>
<td>&lt;.001</td>
<td>Traffic (0.27)</td>
<td>&lt;.001</td>
<td>Traffic (0.26)</td>
<td>&lt;.001</td>
<td>Traffic (0.26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Smoke (0.23)</td>
<td>&lt;.001</td>
<td>Chest pain (−0.23)</td>
<td>&lt;.001</td>
<td>Chest pain (−0.23)</td>
<td>&lt;.001</td>
<td>Chest pain (−0.23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Snoring (0.22)</td>
<td>&lt;.001</td>
<td>Snoring (0.22)</td>
<td>&lt;.001</td>
<td>Snoring (0.22)</td>
<td>&lt;.001</td>
<td>Snoring (0.22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>NO₂ᵇ</td>
<td>Asthma (0.20)</td>
<td>&lt;.001</td>
<td>Sulfate (0.20)</td>
<td>&lt;.001</td>
<td>Sulfate (0.16)</td>
<td>.002</td>
<td>Cough (0.16)</td>
<td>&lt;.002</td>
</tr>
<tr>
<td></td>
<td>Sulfate (0.19)</td>
<td>&lt;.001</td>
<td>Bronchitis (0.16)</td>
<td>&lt;.001</td>
<td>Bronchitis (0.15)</td>
<td>.005</td>
<td>COPD (−0.16)</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td>Cough (0.17)</td>
<td>&lt;.001</td>
<td>Inhaler (0.15)</td>
<td>&lt;.001</td>
<td>Cough (0.14)</td>
<td>.008</td>
<td>Bronchitis (0.14)</td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td>Bronchitis (0.17)</td>
<td>.001</td>
<td>Cough (0.14)</td>
<td>.005</td>
<td>Inhaler (0.11)</td>
<td>.03</td>
<td>Wheezing (−0.12)</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>Inhaler (0.16)</td>
<td>.002</td>
<td>Difficulty breathing (−0.12)</td>
<td>.02</td>
<td>Headache (−0.11)</td>
<td>.03</td>
<td>Headache (−0.10)</td>
<td>.04</td>
</tr>
<tr>
<td>PM₂.₅ᵈ</td>
<td>Wildfires (0.14)</td>
<td>.009</td>
<td>COPD (−0.15)</td>
<td>.005</td>
<td>Air pollution (0.19)</td>
<td>&lt;.001</td>
<td>Air pollution (0.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>COPD (−0.11)</td>
<td>.03</td>
<td>Wildfires (0.14)</td>
<td>.007</td>
<td>COPD (−0.17)</td>
<td>.001</td>
<td>COPD (−0.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Snoring (0.11)</td>
<td>.03</td>
<td>Air pollution (0.14)</td>
<td>.008</td>
<td>Wildfires (0.14)</td>
<td>.009</td>
<td>Wildfires (0.15)</td>
<td>.004</td>
</tr>
<tr>
<td></td>
<td>Inhaler (0.10)</td>
<td>.06</td>
<td>Asthma attack (0.11)</td>
<td>.04</td>
<td>Respiratory illness (0.10)</td>
<td>.05</td>
<td>Sulfate (−0.11)</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>Difficulty breathing (−0.09)</td>
<td>.08</td>
<td>Respiratory illness (0.10)</td>
<td>.05</td>
<td>Traffic (0.10)</td>
<td>.06</td>
<td>Traffic (0.11)</td>
<td>.04</td>
</tr>
</tbody>
</table>

ᵃO₃: ozone.  
ᵇNO₂: nitrogen dioxide.  
ᶜCOPD: chronic obstructive pulmonary disease.  
ᵈPM₂.₅: fine particulate matter.

### Evaluation Outcomes

In this section, we consider 3 conditions to evaluate the performance of using web search data to detect elevated pollution, that is, using only search data, using search data as auxiliary data for meteorological data, and using search data as auxiliary data for meteorological data and historical pollutant concentrations.

#### Using Only Search Data

For areas where ambient pollution monitoring is unavailable, investigating whether web search data can be used as the only signal for nowcasting elevated air pollution is a vital question. When relying only on search data for air pollution prediction, both the proposed DL-LSTM architecture and STE contribute to the improvement of prediction accuracy. As shown in the “Search” section of Table 5, the LSTM-based models exhibited superior accuracy over the baseline LR and RF models for O₃ and NO₂. For PM₂.₅, the proposed models did not perform better than the baseline LR or LSTM model because the validation and test data sets were heavily imbalanced (Table 5). The proposed DL-LSTM w/STE model achieved the highest F₁-score (32.44% for O₃ and 27.70% for NO₂) for detecting O₃ and NO₂ pollution.
<table>
<thead>
<tr>
<th>Features and model</th>
<th>(O_3^a), accuracy ((F_1)-score; %)</th>
<th>(NO_2^b), accuracy ((F_1)-score; %)</th>
<th>(PM_{2.5}^c), accuracy ((F_1)-score; %)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No prior knowledge</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All positives</td>
<td>13.46 (23.73)</td>
<td>13.18 (23.28)</td>
<td>7.35 (13.69)</td>
</tr>
<tr>
<td>All negatives</td>
<td>86.54 (0.0)</td>
<td>86.82 (0.0)</td>
<td>92.65 (0.0)</td>
</tr>
<tr>
<td>Random (prob of positive=0.5)</td>
<td>50.29 (20.63)</td>
<td>50.56 (20.68)</td>
<td>50.65 (12.67)</td>
</tr>
<tr>
<td><strong>Search</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR(^d)</td>
<td>36.93 (17.77)</td>
<td>53.97 (24.17)</td>
<td>78.29 (10.72)</td>
</tr>
<tr>
<td>RF(^e)</td>
<td>33.53 (23.36)</td>
<td>55.22 (18.1)</td>
<td>92.65 (0.0)</td>
</tr>
<tr>
<td>LSTM(^f)</td>
<td>46.73 (23.63)</td>
<td>69.68 (21.62)</td>
<td>89.96 (7.58)</td>
</tr>
<tr>
<td>LSTM-GloVe(^g)</td>
<td>53.23 (28.45)</td>
<td>63.44 (27.4)</td>
<td>90.09 (3.73)</td>
</tr>
<tr>
<td>LSTM-GloVe w/STE(^h)</td>
<td>69.17 (28.04)</td>
<td>46.85 (26.51)</td>
<td>91.73 (1.31)</td>
</tr>
<tr>
<td>DL-LSTM(^i)</td>
<td>62.46 (30.4)</td>
<td>65.99 (26.19)</td>
<td>88.61 (7.97)</td>
</tr>
<tr>
<td>DL-LSTM w/STE</td>
<td>69.61 (32.44)</td>
<td>56.84 (27.7)</td>
<td>87.59 (6.99)</td>
</tr>
<tr>
<td><strong>Met</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>62.57 (39.81)</td>
<td>63.64 (37.25)</td>
<td>58.58 (22)</td>
</tr>
<tr>
<td>RF</td>
<td>78.76 (50.59)</td>
<td>71.77 (39.88)</td>
<td>73.78 (24.67)</td>
</tr>
<tr>
<td>LSTM</td>
<td>76.54 (48.29)</td>
<td>72.52 (41.27)</td>
<td>67.89 (24.69)</td>
</tr>
<tr>
<td><strong>Met+search</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>55.99 (36.56)</td>
<td>62 (36.25)</td>
<td>61.25 (21.5)</td>
</tr>
<tr>
<td>RF</td>
<td>81.39 (45.35)</td>
<td>73.77 (38.71)</td>
<td>87.96 (23.78)</td>
</tr>
<tr>
<td>LSTM</td>
<td>78.18 (47.65)</td>
<td>77.75 (40.31)</td>
<td>88.14 (21.29)</td>
</tr>
<tr>
<td>LSTM-GloVe</td>
<td>80.04 (49.37)</td>
<td>72.75 (40.35)</td>
<td>85.38 (26.99)</td>
</tr>
<tr>
<td>LSTM-GloVe w/STE</td>
<td>81.85 (50.71)</td>
<td>74.21 (41.49)</td>
<td>85.42 (26.13)</td>
</tr>
<tr>
<td>DL-LSTM</td>
<td>77.97 (48.94)</td>
<td>74.81 (40.53)</td>
<td>84.94 (24.07)</td>
</tr>
<tr>
<td>DL-LSTM w/STE</td>
<td>80.16 (49.32)</td>
<td>72.99 (40.34)</td>
<td>87.04 (21.32)</td>
</tr>
<tr>
<td><strong>Met+pol</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>67.38 (44.61)</td>
<td>70.05 (44.09)</td>
<td>74.45 (32.82)</td>
</tr>
<tr>
<td>RF</td>
<td>82.81 (57.23)</td>
<td>80.35 (51.24)</td>
<td>86.45 (40.63)</td>
</tr>
<tr>
<td>LSTM</td>
<td>86.97 (63.01)</td>
<td>84.64 (55.59)</td>
<td>85.25 (43.19)</td>
</tr>
<tr>
<td><strong>Met+pol+search</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>66.91 (43.71)</td>
<td>69.13 (43.6)</td>
<td>74.45 (32.82)</td>
</tr>
<tr>
<td>RF</td>
<td>82.76 (55.91)</td>
<td>78.91 (47.72)</td>
<td>89.43 (37.57)</td>
</tr>
<tr>
<td>LSTM</td>
<td>87.11 (61.54)</td>
<td>84.71 (54.02)</td>
<td>90.74 (44.81)</td>
</tr>
<tr>
<td>LSTM-GloVe</td>
<td>87.94 (63.81)</td>
<td>82.98 (53.78)</td>
<td>88.19 (46.55)</td>
</tr>
<tr>
<td>LSTM-GloVe w/STE</td>
<td>87.63 (63.83)</td>
<td>83.81 (54.59)</td>
<td>88.24 (46.51)</td>
</tr>
<tr>
<td>DL-LSTM</td>
<td>87.30 (63.02)</td>
<td>82.65 (53.65)</td>
<td>89.66 (47.35)</td>
</tr>
<tr>
<td>DL-LSTM w/STE</td>
<td>87.60 (63.61)</td>
<td>83.40 (53.58)</td>
<td>89.25 (46.59)</td>
</tr>
</tbody>
</table>

\(^a\)\(O_3\): ozone.

\(^b\)\(NO_2\): nitrogen dioxide.

\(^c\)\(PM_{2.5}\): fine particulate matter.
Using Search Data and Meteorological Data

When meteorological data were available, we investigated the feasibility of using meteorological data with or without search activity data to nowcast air pollution under this condition. As shown in the “Met” and “Met+Search” sections of Table 5, the inclusion of web search data improves the nowcasting accuracy for all 3 pollutants. In addition, the LSTM-GloVe w/STE model achieved the highest $F_1$-score (50.71% for $O_3$ and 41.49% for $NO_2$) for the detection of $O_3$ and $NO_2$ pollution. The LSTM-GloVe without STE model achieved the highest $F_1$-score (26.99%) for detecting $PM_{2.5}$ pollution.

Using Search Data, Meteorological Data, and Historical Pollutant Concentration

When historical pollution concentration is available, search activity data are added as auxiliary data to both meteorological data and historical pollution data. As shown in the “Met+Pol” and “Met+Pol+Search” sections of Table 5, the inclusion of web search data improves the nowcasting accuracy for $O_3$ and $PM_{2.5}$. However, for $NO_2$, the inclusion of web search data does not improve the nowcasting accuracy, which indicates that increases in $NO_2$ concentrations may not be directly noticeable by people sufficiently to increase their search interest. This difference in the performance for different pollutants and locations merits further investigation.

City-Level Analysis of $O_3$ Pollution Prediction

We investigated the potential of using search interest and meteorological data to replace ground-based $O_3$ sensor data for predicting $O_3$ pollution in individual cities. As shown in Table 6, including search interest data (Met+Search) to augment purely meteorological data (Met) increases both the accuracy and $F_1$-score metrics for most cities. Although these metrics do not reach performance when ground-level pollution sensors are available (Met+Pol), at least for two of the major MSAs (Philadelphia and Houston), search volume data indeed provides a useful alternative to pollution monitors, with only 1.6% and 0.14% degradation in accuracy, respectively. In addition, the differences in model performance across different cities indicate that web-based search patterns could vary from city to city. As shown in Table 7, the top 5 correlated terms differ across US cities over 10 years. The variation in search patterns could lead to degraded prediction performance in certain areas, leaving promising directions for improvement.

Table 6. City-level accuracy and $F_1$-score for detecting elevated ozone pollution in 10 US cities, with Met (long short-term memory model), Met+Search (dictionary learner-long short-term memory w/search term expansion) and Met+Pol (long short-term memory model) as features.

<table>
<thead>
<tr>
<th>Features</th>
<th>Los Angeles</th>
<th>District of Columbia</th>
<th>Philadelphia</th>
<th>Dallas</th>
<th>Atlanta</th>
<th>Boston</th>
<th>New York</th>
<th>Miami</th>
<th>Chicago</th>
<th>Houston</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Met(^a)</td>
<td>72.6</td>
<td>77.4</td>
<td>83.29</td>
<td>83.42</td>
<td>83.56</td>
<td>75.62</td>
<td>68.36</td>
<td>58.09</td>
<td>76.71</td>
<td>85.89</td>
</tr>
<tr>
<td>Met+search</td>
<td>76.71</td>
<td>80.68</td>
<td>87.4</td>
<td>79.86</td>
<td>83.84</td>
<td>78.63</td>
<td>74.93</td>
<td>69.29</td>
<td>80</td>
<td>90.14</td>
</tr>
<tr>
<td>Met+pol(^b)</td>
<td>85.89</td>
<td>86.99</td>
<td>89.04</td>
<td>89.04</td>
<td>88.22</td>
<td>84.66</td>
<td>86.85</td>
<td>82.02</td>
<td>86.85</td>
<td>90</td>
</tr>
<tr>
<td>$F_1$-score, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Met</td>
<td>51.69</td>
<td>48.28</td>
<td>53.79</td>
<td>53.28</td>
<td>48.72</td>
<td>46.06</td>
<td>44.07</td>
<td>32.52</td>
<td>56.19</td>
<td>57.26</td>
</tr>
<tr>
<td>Met+search</td>
<td>54.3</td>
<td>50.53</td>
<td>58.56</td>
<td>41.9</td>
<td>42.72</td>
<td>48</td>
<td>47.86</td>
<td>35.84</td>
<td>57.56</td>
<td>59.09</td>
</tr>
<tr>
<td>Met+pol</td>
<td>68.11</td>
<td>60.58</td>
<td>64.29</td>
<td>64.6</td>
<td>56.12</td>
<td>55.56</td>
<td>63.64</td>
<td>55.48</td>
<td>70.73</td>
<td>67.26</td>
</tr>
</tbody>
</table>

\(^a\)Met: meteorological data.
\(^b\)Pol: pollution data.


<table>
<thead>
<tr>
<th>City and search term</th>
<th>Spearman correlation (lag=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Los Angeles</strong></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>−0.40</td>
</tr>
<tr>
<td>Bronchitis</td>
<td>−0.33</td>
</tr>
<tr>
<td>Wildfires</td>
<td>0.24</td>
</tr>
<tr>
<td>Traffic</td>
<td>0.14</td>
</tr>
<tr>
<td>Respiratory infection</td>
<td>−0.12</td>
</tr>
<tr>
<td><strong>District of Columbia</strong></td>
<td></td>
</tr>
<tr>
<td>Bronchitis</td>
<td>−0.25</td>
</tr>
<tr>
<td>Cough</td>
<td>−0.25</td>
</tr>
<tr>
<td>Coughing</td>
<td>−0.19</td>
</tr>
<tr>
<td>Headache</td>
<td>−0.14</td>
</tr>
<tr>
<td>Wildfires</td>
<td>0.13</td>
</tr>
<tr>
<td><strong>Philadelphia</strong></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>−0.33</td>
</tr>
<tr>
<td>Traffic</td>
<td>0.27</td>
</tr>
<tr>
<td>Bronchitis</td>
<td>−0.20</td>
</tr>
<tr>
<td>Organic carbon</td>
<td>−0.10</td>
</tr>
<tr>
<td>Respiratory infection</td>
<td>−0.09</td>
</tr>
<tr>
<td><strong>Dallas</strong></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>−0.25</td>
</tr>
<tr>
<td>Bronchitis</td>
<td>−0.24</td>
</tr>
<tr>
<td>Ozone</td>
<td>0.17</td>
</tr>
<tr>
<td>Wildfires</td>
<td>0.15</td>
</tr>
<tr>
<td>Coughing</td>
<td>−0.14</td>
</tr>
<tr>
<td><strong>Atlanta</strong></td>
<td></td>
</tr>
<tr>
<td>Bronchitis</td>
<td>−0.14</td>
</tr>
<tr>
<td>Cough</td>
<td>−0.11</td>
</tr>
<tr>
<td>Chest pain</td>
<td>−0.10</td>
</tr>
<tr>
<td>Respiratory infection</td>
<td>−0.09</td>
</tr>
<tr>
<td>Wheezing</td>
<td>−0.07</td>
</tr>
<tr>
<td><strong>Boston</strong></td>
<td></td>
</tr>
<tr>
<td>Smoke</td>
<td>−0.11</td>
</tr>
<tr>
<td>Haze</td>
<td>−0.07</td>
</tr>
<tr>
<td>Code red</td>
<td>−0.06</td>
</tr>
<tr>
<td>Coughing</td>
<td>0.06</td>
</tr>
<tr>
<td>Smog</td>
<td>0.05</td>
</tr>
<tr>
<td><strong>New York</strong></td>
<td></td>
</tr>
<tr>
<td>Bronchitis</td>
<td>−0.31</td>
</tr>
<tr>
<td>Traffic</td>
<td>0.29</td>
</tr>
<tr>
<td>Cough</td>
<td>−0.25</td>
</tr>
<tr>
<td>Wildfires</td>
<td>0.19</td>
</tr>
<tr>
<td>Wheezing</td>
<td>−0.15</td>
</tr>
</tbody>
</table>
Spearman correlation (lag=1) between City and search term:

**Miami**
- Bronchitis: 0.14
- Air pollution: 0.13
- Cough: 0.13
- Power plants: 0.09
- Nitrogen dioxide: 0.08

**Chicago**
- Wildfires: 0.18
- Smoke: 0.08
- Shortness of breath: 0.04
- Heart murmur: 0.04
- Tail pipe: 0.04

**Houston**
- Ozone: 0.12
- Air pollution: 0.12
- Asthma: 0.06
- Organic carbon: 0.05
- Wildfires: 0.05

**Sensitivity Analysis of Air Pollution Thresholds**

Classification thresholds play an important role in our model. In this study, an SD threshold from the mean of the corresponding pollutants was used as a “probability threshold” to detect air pollution at a spatial-temporal resolution. However, the proposed method is sensitive to this threshold. We further investigated the performance of the proposed method using a variety of fixed classification thresholds. As shown in Figures 5-7, we fixed the classification thresholds for all 10 cities to detect O\textsubscript{3}, NO\textsubscript{2}, and PM\textsubscript{2.5} pollutions. The results show that the meteorological and search data are complementary, and combining the search and meteorological data leads to better prediction performance for all classification thresholds.

**Figure 5.** Accuracy (left figure) and F1-score (right figure) for detecting ozone (O\textsubscript{3}) pollution on various classification thresholds, with Met (long short-term memory model) and Met+Search (dictionary learner-long short-term memory w/search term expansion) as features. Met: meteorological data; ppb: parts per billion.
Figure 6. Accuracy (left figure) and F1-score (right figure) for detecting nitrogen dioxide (NO$_2$) pollution on various classification thresholds, with Met (long short-term memory model) and Met+Search (dictionary learner-long short-term memory w/search term expansion) as features. Met: meteorological data; ppb: parts per billion.

Figure 7. Accuracy (left figure) and F1-score (right figure) for detecting fine particulate matter (PM$_{2.5}$) pollution on various classification thresholds, with Met (long short-term memory model) and Met+Search (dictionary learner-long short-term memory w/search term expansion) as features. Met: meteorological data.

Discussion

Principal Findings

In this study, we explored various existing air pollution prediction models and found that the use of a time series neural network approach achieved the highest predictive accuracy in most of our experiments. The results showed that the LSTM-based models achieved superior accuracy for the 3 air pollutants when both meteorological data and web search data were available. Furthermore, our results on the inclusion of web search data with meteorological data indicate that under short reporting delays, the LSTM models could provide highly accurate predictions compared with baseline models using meteorological and historical pollution concentration data.

Compared with existing studies that predict urban air pollution concentrations using linear and nonlinear machine learning models [25,41-47], our proposed method can predict air pollution when source emissions and remotely sensed satellite data are infeasible (eg, sensed satellite data often suffer from a high missing rate owing to frequent cloud cover [48]). Previous studies using web-based search behavior have emphasized the use of Google Trends [40,49] and applied regularized linear regression to collinear web search queries to estimate disease rates from social media or web-based search data [18,19,50-54]. Our research further explored the possibility of using LSTM models with semantic embeddings of search queries to predict air pollution. As shown in Figures 8 and 9, the semantic embeddings of search terms fine-tuned by the DL-LSTM model are less correlated compared with their initial GloVe embeddings, which shows that the collinearity between search terms is reduced during the training process.

We also explored various combinations of search terms and found that a comprehensive set of user queries was critical for accurately capturing people’s responses to urban air pollution. In this study, we expanded the initial set of seed terms using semantic and temporal correlations with search queries from Google Correlate. We investigated the contribution of different search term groups by manually classifying the search terms into 4 categories, where the unclassified category includes terms with ambiguous meanings. Table 8 shows the accuracy and F1-score when we removed search terms by categories for predicting O$_3$, NO$_2$, and PM$_{2.5}$ pollution. Removing the search terms in the symptom, observation, and source categories led to a decrease in the accuracy score for detecting at least two pollutants. At the same time, removing the search terms with ambiguous meaning only led to a slightly higher accuracy score for all 3 pollutants.
Figure 8. Cosine similarity between GloVe embeddings of seed search terms. GloVe: Global Vectors for Word Representation.

Figure 9. Cosine similarity between trained embeddings of seed search terms.
Table 8. Accuracy and $F_1$-score of removing different categories of search terms for detecting ozone, nitrogen dioxide, and fine particulate matter pollution using search (dictionary learner-long short-term memory w/search term expansion) as features.

<table>
<thead>
<tr>
<th>Pollutant and terms</th>
<th>Accuracy (change; %)</th>
<th>$F_1$-score (change; %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_3^a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.6961 (-0.3)</td>
<td>0.3244 (-3.8)</td>
</tr>
<tr>
<td>All wo $^b$ symptom</td>
<td>0.647 (-7.1)</td>
<td>0.3024 (-6.8)</td>
</tr>
<tr>
<td>All wo observation</td>
<td>0.622 (-10.6)</td>
<td>0.3264 (+0.6)</td>
</tr>
<tr>
<td>All wo source</td>
<td>0.6712 (-3.6)</td>
<td>0.3033 (-6.5)</td>
</tr>
<tr>
<td>All wo unclassified</td>
<td>0.7057 (+1.4)</td>
<td>0.3273 (+0.9)</td>
</tr>
<tr>
<td>$NO_2^c$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.5684 (-0.3)</td>
<td>0.2770 (-12.7)</td>
</tr>
<tr>
<td>All wo symptom</td>
<td>0.4452 (-22.0)</td>
<td>0.2418 (-10.5)</td>
</tr>
<tr>
<td>All wo observation</td>
<td>0.6125 (+7.8)</td>
<td>0.2480 (-10.5)</td>
</tr>
<tr>
<td>All wo source</td>
<td>0.5452 (-4.1)</td>
<td>0.2647 (-4.4)</td>
</tr>
<tr>
<td>All wo unclassified</td>
<td>0.6534 (+15.0)</td>
<td>0.2134 (-23.0)</td>
</tr>
<tr>
<td>$PM_{2.5}^d$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.8759 (-0.3)</td>
<td>0.0699 (-12.7)</td>
</tr>
<tr>
<td>All wo symptom</td>
<td>0.7897 (-9.8)</td>
<td>0.1029 (+47.2)</td>
</tr>
<tr>
<td>All wo observation</td>
<td>0.7496 (-14.4)</td>
<td>0.1049 (+50.1)</td>
</tr>
<tr>
<td>All wo source</td>
<td>0.8994 (+2.7)</td>
<td>0.0393 (-43.8)</td>
</tr>
<tr>
<td>All wo unclassified</td>
<td>0.8991 (+2.6)</td>
<td>0.0264 (-62.2)</td>
</tr>
</tbody>
</table>

$^a$O$_3$: ozone.
$^b$wo: without.
$^c$NO$_2$: nitrogen dioxide.
$^d$PM$_{2.5}$: fine particulate matter.

By analyzing the coefficients of each search term, the results show that several search terms contribute more than other search terms. The average feature importance of the seed search terms was calculated using the RF model. As shown in Figure S1, Figure S2, and Figure S3 in Multimedia Appendix 2, search terms including “particular matter,” “rapid breathing,” and “throat irritation” have relatively high feature importance for detecting O$_3$, NO$_2$, and PM$_{2.5}$ pollution, respectively. The results also indicated that no search terms worked best for all 3 pollutants.

Limitations

A key limitation of this study is the tuning of the neural network model. First, the performance of neural network models is sensitive to several hyperparameters, including optimization choices, depth, width, and regularization. Owing to computational limitations, we adopted a simple LSTM architecture with a single 128-unit hidden layer and tuned the model using validation data sets for other hyperparameters. In addition, we noticed that stochastic components such as the random seed for the RF model and the randomness in the optimization process of LSTM models influenced the interpretation of the results. Therefore, we repeated the experiments 10 times with different random seeds for the RF and LSTM models. As the time cost of repeating LSTM models is high, we only repeated the RF, LSTM, and DL-LSTM models 10 times to predict O$_3$ pollution with all input features. The accuracy of the DL-LSTM model is mean 0.8744 (SD 0.0046). Compared with the LSTM model (mean 0.8714, SD 0.0036), the improvement was not significant ($P=.11$). Compared with the RF model (mean 0.8273, SD 0.0017), the improvement was significant ($P<.001$). The $F_1$-score for the DL-LSTM model is mean 0.6314 (SD 0.0058). Compared with both the LSTM (mean 0.6019, SD 0.0096) and RF models (mean 0.5588, SD 0.0024), the improvements are significant ($P<.001$), which shows that the results of the LSTM models are stable. There is room for further exploration of more sophisticated neural network model architectures for noninfectious disease prediction [55-57]. We leave the exploration of deeper and wider architectures to future work.

Another limitation relates to the biases introduced by relying on search data, which may not reflect the underlying population demographics or experiences. Although some of these issues are alleviated automatically by training a model against ground sensor pollution levels, understanding and correcting these data biases requires further study. In the future, we plan to investigate other sources of crowd-based surveillance data, such as
self-reports on social media, to augment traditional physical sensor methods, thus providing a more direct, human-centered measure of how people experience elevated air pollution levels.

Conclusions

In this study, we posit that although web search data cannot yet completely replace ground-based pollution monitors, it may already serve as a valuable additional signal to augment ground-based pollution data, providing significant accuracy improvements for detecting unusual spikes in air pollution. We also found that the correlation between search terms and pollution concentration varies at the city level. Therefore, the model must be fine-tuned when applied to specific cities. For model and search term selection, we used the simplest LSTM architecture with a dictionary learner module and found that no search terms worked best for all the 3 pollutants. We propose the use of our model to learn the semantic correlations between available search terms to obtain better prediction results.
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The descriptions of search terms, data source, and model hyperparameters.
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Multimedia Appendix 2

Average feature importance for detecting ozone, nitrogen dioxide, and fine particulate matter pollution using random forest models.
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Abstract

Background: Young adults involved in the justice system have high rates of substance use disorders and low rates of treatment engagement. Most justice-involved young adults are supervised in the community—not incarcerated in jail or prison—where they have ongoing access to substances and experience significant barriers to care. When they do engage in treatment, they tend to have worse outcomes than justice-involved adolescents and older adults. Despite the need to develop targeted treatments, there are unique challenges in recruiting this population into clinical research. Digital health technology offers many novel avenues for recruiting justice-involved young adults into clinical research studies and disseminating substance use disorder treatments to justice-involved young adults. Because the vast majority of young adults regularly use one or more social media platforms, social media may offer a cost-effective and efficient way to achieve these goals.

Objective: This study aimed to describe the process and feasibility of using social media platforms (Facebook and Reddit) to recruit justice-involved young adults into clinical research. Justice-involved young adults recruited from these platforms completed a survey assessing the acceptability of digital health interventions to address substance use in this population.

Methods: Justice-involved young adults (aged 18-24 years) were recruited through paid advertisements placed on Facebook and Reddit. Participants responded to a web-based survey focused on their substance use, treatment use history, and acceptability of various digital health interventions focused on substance use.

Results: A national sample of justice-involved young adults were successfully enrolled and completed the survey (N=131). Participants were racially diverse (8/131, 6.1% American Indian individuals; 27/131, 20.6% Asian individuals; 23/131, 17.6% Black individuals; 26/131, 19.8% Latinx individuals; 8/131, 6.1% Pacific Islander individuals; 49/131, 37.4% White individuals; and 2/131, 1.5% individuals who identified as “other” race and ethnicity). Advertisements were cost-effective (US $0.66 per click on Facebook and US $0.47 per click on Reddit). More than half (72/131, 54.9%) of the participants were on probation or parole in the past year and reported hazardous alcohol (54/131, 51.9%) or drug (66/131, 57.4%) use. Most of the participants (103/131, 78.6%) were not currently participating in substance use treatment. Nearly two-third (82/131, 62.6%) of the participants were willing to participate in one or more hypothetical digital health interventions.

Conclusions: Social media is a feasible and cost-effective method for reaching justice-involved young adults to participate in substance use research trials. With limited budgets, researchers can reach a broad audience, many of whom could benefit from treatment but are not currently engaged in care. Proposed digital health interventions focusing on reducing substance use, such
as private Facebook groups, SMS text message–based appointment reminders, and coaching, had high acceptability. Future work will build on these findings to develop substance use treatment interventions for this population.
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**Introduction**

**Background**

Young adults exhibit high rates of substance use disorders (SUDs), yet few receive necessary SUD treatment. In the general population, 5.2 million (15%) young adults aged 18–25 years reported SUD symptoms severe enough to warrant treatment [1]. Despite being more likely than older adults to meet the clinical criteria for a SUD, young adults are far less likely to receive treatment: only 331,000 (ie, 6.3% of those with an identified need) received specialty SUD services in the prior year [1]. Engaging young adults in SUD treatment can be challenging, as existing treatments often overlook the unique context and circumstances they face [2]. For example, young adults often initiate substance use at an earlier age and experience more psychiatric comorbidities than older adults [2-4]. They also face unique psychosocial barriers to treatment, such as unstable housing and finances [5]. Young adults also tend to have lower self-efficacy for abstinence and fewer coping skills, both of which are key to SUD treatment success [6]. As many young adults have peers who are also using substances [1], their social context tends to be less conducive to reducing use or abstaining. Moreover, popular mutual help organizations, such as Alcoholics Anonymous, may be less appealing to young adults: only 13% of Alcoholics Anonymous members are aged ≤30 years [7].

Substance use problems are particularly common among young adults involved with the justice system [8], with recent national estimates showing that 39% of young adults (aged 18-25 years) on probation and 41% on parole or supervised release meet the clinical criteria for a SUD [9]. Justice-involved young adults have greater difficulty accessing health care than their older counterparts (eg, because they are more likely to remain uninsured [10]). Involvement in the justice system may exacerbate challenges young adults already face with treatment access and engagement. Of the approximately 6 million adults involved with the US adult correctional systems on any given day, approximately 4.5 million live in the community either on probation or parole [11] with ongoing access to substances. Justice-involved young adults are also more likely to live in urban neighborhoods with a disproportionately high density of outlets selling substances (eg, liquor stores and marijuana dispensaries), which may trigger cravings or lead to increased substance use and relapse [12,13]. In response, community supervision agencies across the country have increasingly incorporated SUD treatment into community corrections [14]. Diversion programs offering alternatives to incarceration for those charged with drug offenses are becoming more common, and evidence suggests they are effective at reducing both substance use and recidivism [15]. Specialty drug courts, a subset of collaborative courts that typically mandate participation in SUD treatment, have also proliferated in recent years [16], thus increasing access to SUD treatment.

Despite the criminal justice system’s embrace of these practices, uptake of SUD treatment for the broader community-supervised population has been slow [17]. Only approximately one-third of justice-involved adults with SUD receive treatment in any given year [10]. Significant barriers to treatment engagement may include stigma as well as a failure to identify substance use as a problem behavior [10]. When referred to SUD treatment by probation, young adults are less likely to identify their substance use as a problem behavior that requires change, despite experiencing associated legal consequences, compared with older adults [4]. Furthermore, justice-involved young adults tend to have worse treatment outcomes than both adolescents and older adults [2].

New strategies are needed to reach justice-involved young adults and improve their access to SUD treatment tailored to their unique circumstances. Digital health technology offers numerous ways to adapt SUD treatment to the specific needs of justice-involved young adults. Ranging from web-based to SMS text messaging to smartphone app, digital health technology can facilitate rapid delivery of evidence-based interventions [18]. For example, SMS text messaging interventions have led to tobacco use reductions in young adults [19]. A recent meta-analysis revealed that in the primary care setting, SMS text messaging interventions improve retention in treatment and medication adherence and promote reductions in alcohol, methamphetamine, and opioid use. Web-based interventions are comparable with in-person interventions in terms of their success in improving treatment engagement and increasing abstinence [20].

Despite its promise, to our knowledge, no studies have examined digital health interventions developed specifically for justice-involved young adults. Although digital health technology has shown promise among the adult probation population [21,22], to our knowledge, the unique needs of young adults have not been specifically explored or addressed. More research is needed about how to test and scale substance use interventions using technology with justice-involved young adults. Little is known about their preferences for the format of digital health interventions to address substance use. The first step is to see if and how to recruit justice-involved young adults into such research.

In total, 84% of all young adults (aged 18-29) in the United States use one or more social media platforms [23]. Even populations of young adults without reliable internet access, such as those experiencing homelessness, report using social media regularly [24]. Social media, particularly Facebook, has
been effective for recruiting other subpopulations of young adults (such as smokers and military veterans) into digital health interventions [25-27]. Social media has also been shown to be an effective platform to recruit hard-to-reach populations and traditionally marginalized populations, such as HIV-positive men who have sex with men, Spanish-speaking Latino gay couples, and others [28-32]. Facebook is also an effective medium to deliver interventions [33]. Young adults who use Facebook are diverse in regard to racial and ethnic backgrounds, socioeconomic statuses, and geographic locations. Thus, Facebook may be one way to both recruit justice-involved young adults and deliver digital health SUD interventions specific to substance use. Other social media platforms have similar user bases and promise for recruitment.

Objectives
This pilot feasibility study seeks to understand (1) if and how social media might be used to effectively reach justice-involved young adults for digital health substance use intervention trials and (2) what types of digital health interventions targeting substance use would justice-involved young adults be willing to participate in when such interventions are eventually brought to scale. This study lays the groundwork for future research adapting digital health interventions for this underserved population, thus expanding access and engagement in SUD treatment.

Methods
Participants
Participants were 131 young adults from across the United States. To be eligible, participants needed to (1) be aged between 18 and 24 years, (2) have been arrested within the past year, (3) have access to a computer or mobile device with the internet, and (4) be proficient in English. Respondents were not eligible if they were currently incarcerated.

Procedures
Participants were recruited through Facebook and Reddit paid advertisement campaigns (Figure 1). These platforms were selected because of their popularity among young adults: according to Pew Research Center, 70% of adults aged 18-29 years use Facebook and 36% use Reddit [23]. We included both these platforms to minimize sampling bias, as their intended uses and user bases tend to be somewhat different. Moreover, Reddit has specific groups (“subreddits”) for users involved in the justice system, increasing the advertisement’s visibility to the study’s target audience. All study advertisements were direct promotions for the survey website, such that individuals who clicked on the advertisement would be immediately directed to an external website (REDCap [Research Electronic Data Capture; Vanderbilt University]) containing a screening questionnaire for the web-based survey. Eligible participants were then directed to a study information page outlining the purpose of the study, contact information for the principal investigator, and the consent form. We also maintained a Facebook page where participants could review this material, which was reachable from the advertisements themselves. After providing informed consent, respondents were directed to the web-based survey. Participants who submitted their survey and who met eligibility criteria received the incentive. A total of 145 respondents were deemed eligible and completed the consent document. Of the 145 participants, 8 (5.5%) subsequently indicated they had no criminal justice contact in the past year (despite responding “yes” on the screening questionnaire) and 6 (4.1%) did not respond to any questions on the survey. These participants were removed from the final analytic sample. In 2 cases, participants entered the same email address for reimbursement; in these cases, the second response was removed.
Advertising Pilot-Testing

Overview

Study advertising was conducted in an iterative manner. We used the Facebook A/B split testing feature in the advertising manager to compare 2 different images paired with 2 different text options. The A/B split testing feature shows different advertisements to similar types of Facebook users to understand which advertisements garner the most attention. We purposefully chose 2 images with very different stimulus values and paired each of the images with 2 different text options with the aim to better understand the unique effects of both the image and text.

These 4 unique advertisements were initially deployed in the advertisement manager to understand which combination of image and text generated the most engagement with our target population (Figure 1).

The 4 different test advertisements ran for 3 days, from August 30, 2018, to September 2, 2018. At the end of the 3-day trial period, 1 advertisement was determined to be the most “successful” (ie, received the most unique link clicks at the lowest cost per click). After the initial A/B split testing was complete, advertisement campaigns using the most successful advertisement were launched through both the Facebook and Reddit paid advertising platforms.

Figure 1. Facebook advertisements used for pilot testing. Black outline signifies the most cost-effective advertisement.
In addition to the paid advertising campaigns, we posted the images and text in relevant Facebook groups (eg, Probation Researcher Network, SF Adult Probation, and Surviving Probation) and on subreddit threads (eg, Probation, Criminal Justice, Jail, Prison, and Paid Studies) at no cost. These appeared as regular posts and were not displayed as advertisements. As the autofiltering function in Reddit flagged our posts in subreddits as spam, the text of these advertisements was posted with no accompanying image.

During this initial advertisement launch, the incentive was an entry into a raffle for a US $50 gift card. Although these advertisements had satisfactory engagement on social media (on Facebook, the initial launch garnered 56,441 impressions and 244 clicks over the course of 25 days, which came to US $0.67 per click; on Reddit, there were 165,988 impressions with 733 clicks over the same period for US $0.42 per click), they yielded few participants. For example, the original Facebook advertisements yielded 24 people who completed the screener, with 11 eligible, 4 consenting, but only 3 completing the survey. From the original Reddit advertisements, 50 people completed the screener, with 10 eligible, 7 consenting, but only 6 completing the survey. Given these low enrollment numbers, we streamlined our study information sheet and increased our incentive to be a guaranteed US $10 gift card. Using the same winning advertisement from the original A/B split test, with the text updated to reflect the new incentive, advertisements were relaunched and posted in the same relevant Facebook groups. The sample for this study included only participants from the final advertisement strategy approach (ie, updated study information sheet and increased incentive).

**Facebook Advertising Strategy**

Paid advertisements were optimized for link clicks and presented to adults aged 18-24 years who used the platforms in English in the 10 most populous metropolitan areas in the United States (New York, Newark, or Jersey City; Los Angeles, Long Beach, or Anaheim; Chicago, Naperville, or Elgin; Dallas, Fort Worth, or Arlington; Washington, Arlington, or Alexandria; Houston, The Woodlands, or Sugar Land; San Francisco, Oakland, or Hayward; Philadelphia, Camden, or Wilmington; Boston, Cambridge, or Newton; and Atlanta, Sandy Springs, or Roswell). As our advertising budget was limited, we chose to limit advertisements to densely populated urban areas where community-supervised young adults are the most likely to reside. Advertisements ran over 12 days (November 11, 2018, to November 23, 2018) with a budget of approximately US $55 per day for a total of US $687.74.

**Reddit Advertising Strategy**

The advertising strategy for Reddit was as similar as possible to the strategy deployed for Facebook; however, there were some alterations because of inherent differences in the advertisement managers. Advertisements were optimized for link clicks and presented to users in the following 11 metropolitan areas, which corresponded as closely as possible to options in the Facebook advertisement manager (noted earlier): New York, Los Angeles, Chicago, Dallas, Washington, District of Columbia, Houston, San Francisco/Oakland/San Jose, Philadelphia/Wilmington, Boston/Manchester, and Atlanta.

The advertisement manager did not allow for targeting of specific age demographics. Although it does allow for targeting of specific groups, or subreddits, the subreddits of potential interest (eg, criminal justice) to our population were not able to be targeted because of their small sizes. Advertisements ran over 14 days (November 11, 2018, to November 26, 2018) with a budget of approximately US $55 per day and a bid cap per 1000 impressions of US $1.00 for a total of US $786.26.

**Measures**

**Demographics and Criminal Justice Characteristics**

Participants completed a brief demographics questionnaire to identify their gender, race, ethnicity, marital status, and current criminal justice involvement (eg, currently on probation or parole).

**Substance Use**

The Alcohol Use Disorders Identification Test (AUDIT [34]), a 10-item self-report screening tool, was used to assess past-year alcohol consumption, drinking behaviors, and alcohol-related problems. Responses are rated on a 0-4 scale (anchors differ for each question), with a maximum score of 40 and higher values representing more problematic alcohol use. Individuals who score ≥8 are considered at risk for or experiencing alcohol problems [35]. There is considerable evidence for the AUDIT’s internal consistency [36,37] and validity [34,38,39]. In this study, internal consistency was 0.89.

The Drug Use Disorders Identification Test (DUDIT [40]), an 11-item self-report assessment designed to parallel the AUDIT, was used to assess drug-related problems. Responses are rated on a 0-4 scale (anchors differ for each question), with a maximum score of 44; males with scores of ≥26 and females with scores of ≥22 are considered to probably have drug-related problems [40]. The DUDIT is psychometrically sound, with high internal, convergent, and discriminant validity [41]. In this study, internal consistency was 0.95.

**Substance Use Treatment**

Participants self-reported whether they were currently participating in substance use treatment and if so, what type of treatment (eg, residential treatment, outpatient treatment, or peer support groups), whether it was court mandated, and the proportion of scheduled sessions they typically attend. Participants also rated their level of motivation to participate in treatment (1=not motivated at all to 5=very motivated).

**Acceptability of Digital Health Interventions**

Participants reported their access to electronic devices (eg, smartphone and computer) and their willingness to participate in digital health interventions focused on substance use (1=I would definitely participate to 5=I would definitely not participate). Participants were asked to identify whether they would participate in any of the following programs (yes or no) and to rate which top 3 sound most interesting to them: (1) receiving appointment reminders via SMS text messages, (2) web-based peer support community, (3) private groups on Facebook focusing on reducing substance use where you can connect with peers, (4) private groups on Facebook focusing on reducing substance use where you can connect with peers...
and chat or contact a provider, (5) motivational posts on social media (eg, Instagram or Snapchat), (6) sessions with providers through video chat (eg, Facetime or Skype), (7) coaching by providers through SMS text messaging or secure messaging, and (8) others (please specify).

Informed Consent and Participation Incentive
The consent form outlined the risks and benefits of study participation and confidentiality procedures. Participants were informed that the information would not be provided to court staff, police, or other justice system staff and that participation did not have any bearing on court-, probation-, or parole-related program requirements. As an incentive for participation, survey respondents were offered a US $10 Amazon gift card delivered via email. Participants were also provided with contact information of the principal investigator. After completing the survey, participants entered an email address, which was disconnected from survey responses. All study data used in analyses were anonymous.

Ethics Approval
All study procedures were approved by the University of California, San Francisco, Institutional Review Board (IRB approval number: 18-24899).

Plan of Analysis
We first describe findings from pilot advertisement and discuss how these data informed final advertisements to recruit the analysis sample. We then present demographic characteristics, criminal justice involvement, substance use, and treatment characteristics for participants from each recruitment platform. Participants who did not respond to all questions on the AUDIT (n=27) or the DUDIT (n=16) were excluded from those analyses. There were 6 participants who did not respond to items about current treatment and 9 who did not respond to items concerning the acceptability of digital health interventions. As this was a pilot study focused on the feasibility of recruiting a sample using social media, we did not conduct hypothesis testing to examine demographic or other differences for each platform or use advanced statistical methods to impute missing data. Differences in treatment preferences for those with and without hazardous substance use were assessed using independent sample t tests (2-tailed).

Results

Cost-effectiveness of Facebook and Reddit Advertisements
During the initial A/B split testing phase, the 4 “test” advertisements shown in Figure 1 were shown to a total of 44,168 people, resulting in 246 unique link clicks and costing US $164.96. Cost per click varied by advertisement. The most successful advertisement was an image of a White person’s hands being handcuffed with accompanying text, “Arrested in the past year? Complete a brief confidential survey for the University of California, San Francisco for a chance to win a $50 gift card.” This advertisement cost US $0.57 per click. The least successful advertisement, an image of a young Black man using a cellphone in an urban environment with the same text, cost US $0.76 per click.

Facebook advertisements were shown to a total of 90,431 Facebook users, with a total number of 818 unique link clicks. The cost per click was US $0.66. In total, we recruited 37 young adults through paid Facebook advertisements, which translated to an advertising cost of US $15.88 per participant. No participants were successfully enrolled from Facebook group posts (which were posted at no cost).

Reddit advertisements were shown to a total of 401,895 Reddit users, with a total number of 1618 advertisement clicks. The cost per click was US $0.47. In total, we recruited 94 young adults and spent a total of US $768.26 on Reddit advertisements, which translated to an advertising cost of US $8.17 per participant. A total of 3 participants were successfully enrolled from subreddit posts (which were posted at no cost).

Sample Characteristics
In total, 37.4% (49/131) of the sample identified as White, and the majority of the sample (72/131, 59%) identified as cisgender men (Table 1). The median (IQR) age was 21 (20-23) years. Participants were largely single (94/131, 77.7%) and reported a wide range of experiences with the criminal justice system. In the past year, most (84/131, 64.1%) participants spent one or more days in jail, and 20% (26/131) of the participants spent one or more days in prison (Table 2). Approximately 40.5% (53/131) of the participants had been on probation in the past year, and 16.9% (22/131) of the participants had been on parole. Moreover, 12% (15/131) of the sample reported involvement with collaborative courts in the past year.

Both alcohol and drug use were common. The mean AUDIT score was in the “hazardous” range at 10.8 (SD 10.1), and just more than half (54/104, 51.9%) of the participants scored in the “hazardous” range. Similarly, the mean DUDIT score was 12.3 (SD 12.5), and more than half (66/115, 57.4%) of the participants scored in the hazardous range. Nearly one-fourth (28/125, 22.4%) of participants reported current participation in substance use treatment, and the vast majority (26/28, 96%) of the participants reported treatment that was mandated by the court. The most common treatment modalities were peer support groups (such as Alcoholics Anonymous, Narcotics Anonymous, and Life Ring; n=16); individual counseling (n=14); and group counseling (n=12). Of those who were engaged in formal individual or group therapy, most (22/28, 79%) reported attending regularly (more than 75% of the sessions). Those who reported alcohol or drug use in the hazardous range (n=85) placed greater importance on reducing substance use compared with those without hazardous substance use (n=18; t(103) = -7.31; P<.001). There were no significant differences between groups in participants’ confidence in their ability to reduce substance use.

We did not conduct hypothesis testing to detect differences in participant characteristics between recruiting platforms. It is notable, however, that Facebook appeared to be somewhat more efficient in recruiting Hispanic or Latinx participants: approximately 30% (11/37) of the participants recruited through Facebook identified as Hispanic or Latinx, whereas only 16%
(15/94) of the participants recruited through Reddit identified as such. Regarding recent incarceration history, approximately 90% (33/37) of the participants recruited via Facebook had been incarcerated in jail in the past year, whereas only a little more than half (51/94, 54%) of the Reddit users reported jail time in the past year. Electronic monitoring appeared to be more common among Reddit users (32/94, 34%) than Facebook users (5/37, 14%).

Table 1. Study sample demographics.

<table>
<thead>
<tr>
<th></th>
<th>Total sample</th>
<th>Facebook</th>
<th>Reddit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender woman</td>
<td>36 (29.5)</td>
<td>8 (23.5)</td>
<td>28 (31.8)</td>
</tr>
<tr>
<td>Cisgender man</td>
<td>72 (59)</td>
<td>22 (64.7)</td>
<td>50 (56.8)</td>
</tr>
<tr>
<td>Transgender woman</td>
<td>5 (4.1)</td>
<td>0 (0)</td>
<td>5 (5.7)</td>
</tr>
<tr>
<td>Transgender man</td>
<td>3 (2.5)</td>
<td>2 (5.9)</td>
<td>1 (1.1)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>5 (4.1)</td>
<td>2 (5.9)</td>
<td>3 (3.4)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.8)</td>
<td>0 (0)</td>
<td>1 (1.1)</td>
</tr>
<tr>
<td><strong>Age (years), median (IQR)</strong></td>
<td>21 (20-23)</td>
<td>21 (20-23)</td>
<td>22 (21-23)</td>
</tr>
<tr>
<td><strong>Race and ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latinx or Hispanic</td>
<td>26 (19.8)</td>
<td>11 (29.7)</td>
<td>15 (16)</td>
</tr>
<tr>
<td>American Indian</td>
<td>8 (6.1)</td>
<td>0 (0)</td>
<td>8 (8.5)</td>
</tr>
<tr>
<td>Asian</td>
<td>27 (20.6)</td>
<td>6 (16.2)</td>
<td>21 (22.3)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>23 (17.6)</td>
<td>6 (16.2)</td>
<td>17 (18.1)</td>
</tr>
<tr>
<td>Pacific Islander or Native Hawaiian</td>
<td>8 (6.1)</td>
<td>2 (5.4)</td>
<td>6 (6.4)</td>
</tr>
<tr>
<td>White</td>
<td>49 (37.4)</td>
<td>12 (32.4)</td>
<td>37 (39.5)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.5)</td>
<td>1 (2.7)</td>
<td>1 (1.1)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>3 (2.3)</td>
<td>1 (2.7)</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>94 (77.7)</td>
<td>25 (75.8)</td>
<td>69 (78.4)</td>
</tr>
<tr>
<td>Married</td>
<td>6 (5)</td>
<td>1 (3)</td>
<td>5 (5.7)</td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>7 (5.8)</td>
<td>2 (6.1)</td>
<td>5 (5.7)</td>
</tr>
<tr>
<td>Living with partner</td>
<td>13 (10.7)</td>
<td>5 (15.2)</td>
<td>8 (9.1)</td>
</tr>
<tr>
<td>Widow or widower</td>
<td>1 (0.8)</td>
<td>0 (0)</td>
<td>1 (1.1)</td>
</tr>
</tbody>
</table>

*aPercentages do not add to 100 because participants were allowed to select more than one option.*
Table 2. Justice system involvement, substance use, and treatment history.

<table>
<thead>
<tr>
<th>Justice system involvement (past year)</th>
<th>Total sample, n (%)</th>
<th>Facebook, n (%)</th>
<th>Reddit, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrested</td>
<td>126 (96.9)</td>
<td>36 (97.3)</td>
<td>90 (96.8)</td>
</tr>
<tr>
<td>≥1 day in jail</td>
<td>84 (64.1)</td>
<td>33 (89.2)</td>
<td>51 (54.3)</td>
</tr>
<tr>
<td>≥1 day in prison</td>
<td>26 (20)</td>
<td>12 (33.3)</td>
<td>14 (14.9)</td>
</tr>
<tr>
<td>Probation</td>
<td>53 (40.5)</td>
<td>17 (45.9)</td>
<td>36 (38.3)</td>
</tr>
<tr>
<td>Electronic monitoring</td>
<td>37 (28.5)</td>
<td>5 (13.5)</td>
<td>32 (34.4)</td>
</tr>
<tr>
<td>Court-mandated living arrangement</td>
<td>17 (13.2)</td>
<td>3 (8.1)</td>
<td>14 (15.2)</td>
</tr>
<tr>
<td>Parole</td>
<td>22 (16.9)</td>
<td>8 (21.6)</td>
<td>14 (15.1)</td>
</tr>
<tr>
<td>Awaiting court proceeding</td>
<td>17 (13)</td>
<td>7 (18.9)</td>
<td>10 (10.6)</td>
</tr>
<tr>
<td>Recently convicted and waiting to serve sentence</td>
<td>6 (4.6)</td>
<td>2 (5.4)</td>
<td>4 (4.3)</td>
</tr>
<tr>
<td>Involved in collaborative court</td>
<td>15 (11.5)</td>
<td>5 (13.9)</td>
<td>10 (10.6)</td>
</tr>
<tr>
<td>Hazardous alcohol use (total sample: n=104; Facebook: n=27; Reddit: n=77)</td>
<td>54 (51.9)</td>
<td>14 (51.9)</td>
<td>40 (51.9)</td>
</tr>
<tr>
<td>Hazardous drug use (total sample: n=115; Facebook: n=29; Reddit: n=86)</td>
<td>66 (57.4)</td>
<td>16 (55.2)</td>
<td>50 (58.1)</td>
</tr>
<tr>
<td>Current substance use treatment (total sample: n=125; Facebook: n=35; Reddit: n=90)</td>
<td>28 (22.4)</td>
<td>3 (8.6)</td>
<td>25 (27.8)</td>
</tr>
<tr>
<td>Current substance use treatment, mandated by court (total sample: n=28; Facebook: n=3; Reddit: n=25)</td>
<td>26 (96.3)</td>
<td>3 (100)</td>
<td>23 (95.8)</td>
</tr>
</tbody>
</table>

| Treatment type (total sample: N=131; Facebook: n=37; Reddit: n=94) |
|-----------------------|---------------------|-----------------|--------------|
| Inpatient or residential | 3 (2.3)            | 0 (0)           | 3 (3.2)      |
| Partial hospitalization | 5 (3.8)            | 0 (0)           | 5 (5.3)      |
| Opioid replacement      | 9 (6.9)            | 1 (2.7)         | 8 (8.5)      |
| Narcan or naloxone prescription | 1 (0.8) | 0 (0) | 1 (1.1) |
| Narcan or naloxone use  | 0 (0)              | 0 (0)           | 0 (0)        |
| Other medications       | 1 (0.8)            | 1 (2.7)         | 0 (0)        |
| Individual counseling   | 14 (10.7)          | 3 (8.1)         | 11 (11.7)    |
| Group counseling        | 12 (9.2)           | 2 (5.4)         | 10 (10.6)    |
| Peer support            | 16 (12.2)          | 3 (8.1)         | 13 (13.8)    |
| Other treatment         | 0 (0)              | 0 (0)           | 0 (0)        |

aPercentages do not add to 100 because participants were allowed to select more than one option.

Interest in Digital Health Interventions

Nearly all participants reported owning a smartphone (115/122, 94.3%) or having regular access to a computer (113/122, 92.6%). In total, 62.6% (82/131) of the participants expressed interest in participating in at least one digital health substance use intervention listed (asked as dichotomous yes or no). Each option presented to participants had relatively similar levels of interest (between 28/131, 24%, and 35/131, 27%, of the participants reported that they would consider participation). When asked to rank digital health substance use interventions, the three most popular were (1) receiving appointment reminders via SMS text messages, (2) web-based peer support community, and (3) private groups on Facebook focusing on reducing substance use. Those who reported hazardous substance use (Multimedia Appendix 1) reported more openness to motivational posts on social media (t_{101}=-1.96; P=.05) and coaching by providers via SMS text messaging or secure messaging (t_{101}=-2.55; P=.01) than their peers without hazardous substance use.

Discussion

Principal Findings

This study demonstrated the feasibility of recruiting a national sample of justice-involved young adults via social media. With some minor adjustments to initial advertisements and incentives, recruitment was efficient and cost-effective. Over the course of approximately 2 weeks, we surpassed our recruitment goal of 100 participants (the final sample included 131 participants) and spent US $1356 on advertisements. Reddit was somewhat
more cost-effective than Facebook in recruiting participants (US $8.17 per participant vs US $15.88 per participant). Despite this cost difference, placing advertisements on multiple social media platforms was helpful to recruit a diverse sample of justice-involved young adults.

Although our sample was fairly heterogeneous in terms of race and ethnicity, there were key racial and ethnic differences between the sample included in this study and the overall population of justice-involved adults in the United States. When compared with the overall population of adults who have been arrested in the past year, this study included a higher proportion of Asian, Pacific Islander or Native Hawaiian, and American Indian participants than expected. For example, although approximately 1.3% of the population of adults arrested in the past year are Asian [42], 20.6% (27/131) of the participants of this study identified themselves as Asian. Similarly, Native American or American Indian people comprise approximately 2.4% of the total population of arrestees [42] but represented 6.1% (8/131) of our sample. These data are consistent with prior research demonstrating that using social media to recruit participants may be an effective way to recruit specific populations of minoritized groups that are underrepresented in clinical research [28,29].

Notably, Black-identified people were underrepresented in our sample. Although nationally, 26.1% of adults arrested in the past year identify as Black or African American [42], less than 18% (23/131) of our sample did. Just under 20% (26/131) of our sample identified themselves as Latinx or Hispanic, which roughly corresponds to national estimates: 18.8% of adults arrested in the past year are reported to be Hispanic or Latino [42]. Only 37.4% (49/131) of our sample identified as White, which is substantially lower than expected. Across the United States, 69.9% of adults arrested in the past year are White. This finding may be a result of our recruitment strategy, which was focused on advertising to participants from more diverse, urban locations and did not include rural communities.

We found that an image of a White-appearing person in handcuffs received the most engagement and was the most cost-effective for recruitment (US $0.57 per click). Despite the fact that most people arrested in any given year are White [42], stereotypes in the United States associating people of color with the criminal justice system remain pervasive. A White-appearing person in handcuffs may have been unexpected and the most eye-catching of the images we trialed. However, our sample included fewer than expected Black participants, thus raising the possibility that this image may have been less engaging to Black young adults. Although academic research regarding structural racism in advertising remains somewhat limited, this finding is consistent with prior research from the field of marketing showing that advertisements featuring images of Black people are significantly more likely to engage Black young adults than images of people from other racial and ethnic groups [43].

Digital health SUD interventions were broadly acceptable to survey respondents, with nearly two-thirds (82/131, 62.6%) of the sample expressing interest in one or more potential programs. The most broadly acceptable intervention was SMS text reminders for appointments. Interventions focused on fostering supportive communities on the web, either with peer support or via private Facebook groups, were also popular.

Notably, this study was conducted before the COVID-19 pandemic. When social distancing protocols were widely implemented across the United States in March 2020, access to in-person SUD treatment and peer support communities (eg, Alcoholics Anonymous) drastically reduced [44,45]. Providing most behavioral health services via telehealth is feasible, particularly with regulatory changes made during the pandemic [46,47]; however, many SUD treatment models rely on groups and thus are more challenging to adapt to web-based formats and often have less group cohesion and treatment alliance [48]. Surveillance data suggest substance use has increased during the COVID-19 pandemic [49], particularly among young adults, thus widening the already-considerable gap between the number of people who would benefit from treatment and the number of people who receive it. Digital health interventions for SUDs may therefore be even more acceptable than reported in this study, and swift adoption by providers and systems is more important than ever before.

Consistent with prior studies [9,10,50], the results of this survey demonstrated a need for SUD treatment among justice-involved young adults. More than half of the sample reported alcohol use (54/104, 51.9%) or drug use (66/115, 57.4%) in the hazardous range. Less than one-fourth (28/125, 22.4%) of the sample were currently receiving treatment, the vast majority of which was court ordered. Notably, young adults who reported hazardous substance use expressed preferences for active engagement with providers in digital spaces, such as receiving motivational posts and coaching by providers via SMS text messaging or secure messaging. More justice-involved young adults may, therefore, benefit from substance treatment. Reaching justice-involved young adults through social media, with the ultimate goal of expanding available digital health interventions, may reduce barriers to entry for care, especially for young adults who have difficulty attending in-person sessions or have ambivalent engagement in treatment.

Strengths and Limitations
This study has several notable strengths and limitations that can inform future research. The strengths include nationwide sampling and the heterogeneity of young adults recruited in terms of gender, race and ethnicity, and substance use. Obtaining perspectives from a variety of young adults allowed a more comprehensive (ie, nationwide survey) investigation of young adults’ perspectives regarding the potential feasibility and acceptability of substance use digital health interventions. The study supports the use of social media to recruit justice-involved young adults for research studies and provides insight into several potentially acceptable avenues for digital health interventions. The use of these approaches has the potential to expand access to treatment and promote health equity among justice-involved young adults.

A key limitation of this study, similar to most internet-based data collection, involves verifying respondent identity. We relied on self-report of justice involvement, so it is possible that some participants mischaracterized their experiences to gain study
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entry. Given the minimal incentive and that only participants who completed the full survey received the incentive, false identification of oneself as a justice-involved person seems less likely. To protect our respondents’ privacy, we did not track IP addresses, so it is possible that some respondents attempted to take the survey more than once; in any cases where the email was identical (this occurred in 2 cases), the duplicate (second response) was removed. When possible, tracking IP addresses in future studies could provide an additional method of preventing multiple entries from a single individual.

Our study relied on recruitment from only 2 social media platforms, so we did not reach justice-involved young adults who use other forms of social media. Facebook and Reddit are used by many young adults; approximately 23% of Facebook users are aged between 18 and 24 years [51], and 58% of Reddit users are aged between 18 and 29 years [52]. Furthermore, Facebook and Reddit both offer easy-to-use advertisement platforms for conducting research. Future studies should consider expanding recruitment to other social media platforms (eg, YouTube and Twitter, which are used by 95% and 42% of young adults, respectively [23]) to reach a wider range of justice-involved youth adults. Justice-involved young adults who do not have internet access were unable to participate in this study. However, as 96% of young adults in the United States own smartphones [53], the vast majority of young adults have some form of internet access.

Although our sample was mixed in terms of gender, race, ethnicity, and substance use history, we only enrolled English-speaking young adults. This excludes a portion of the justice-involved population in the United States and decreases generalizability. The inclusion of individuals who speak languages other than English may provide insight into different preferences for digital health interventions, which should be considered in future studies and in design of interventions to promote health equity.

Finally, we did not collect data on concerns that young adults may have with engaging in digital health interventions or in internet-based SUD treatment or whether young adults would prefer traditional services over digital health. Such concerns will be critical to understand and address in future work developing digital health interventions.

Future Directions

Despite limitations, this pilot study suggests several promising directions for future research. First, future studies should continue to hone recruitment methods using social media to reach larger samples of justice-involved young adults. Expanding this research to new platforms such as YouTube and Twitter, in addition to refining advertisements, will be critical for reaching a representative sample of justice-involved young adults. Future work should also test the efficacy of advertisements using a wider variety of text options and images featuring young adults from other racial and ethnic backgrounds, particularly Black young adults.

This study demonstrates that social media is an effective tool to recruit justice-involved young adults into clinical research; future work can build on this finding to develop robust empirical support for substance use treatment interventions for this population for whom a dearth of interventions are currently available and used [6,10]. Young adults indicated that digital health interventions were broadly acceptable. Adjuncts to existing treatment, such as receiving appointment reminders via SMS text messages, are already broadly implemented in many medical systems and have been effective in enhancing connection with care [54]. Systems serving young adults in the justice system, such as community mental health centers and courts, should consider adopting this technology as well.

Young adults who reported hazardous substance use were also open to coaching via secure messages or texting treatment providers may wish to implement this into existing practices to increase treatment engagement and improve outcomes. Although there are barriers to widely implementing this mode of communication, particularly with regard to suicide risk management and difficulty receiving reimbursement [49,55], existing structures of treatment are not effective for many justice-involved young adults [4]. Adapting treatment to the modalities by which young adults typically communicate may enhance treatment engagement and outcomes.

Private Facebook groups, with daily posts and discussion moderated by trained clinical staff, have been shown to reduce cigarette smoking and alcohol use among diverse populations of young adults [26,33,56]. Young adults found such groups to be convenient and expressed that social support is particularly beneficial [57]. Aspects of this model may be adapted for young adults involved in the justice system who seek to reduce their own substance use.

Conclusions

This pilot feasibility study established the utility of social media in recruiting a broad sample of young adults involved in the criminal justice system. These young adults reported high rates of hazardous substance use; however, few were in treatment voluntarily. As this high-need, underserved population reported strong interest in digital health interventions, future work will leverage social media to create programs to engage justice-involved young adults in substance use treatment.
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Abstract

Background: Dietary restraint is a key factor for maintaining engagement in binge eating among individuals with binge eating disorder (BED) and bulimia nervosa (BN). Reducing dietary restraint is a mechanism of change in cognitive behavioral therapy (CBT) for individuals with BN and BED. However, many individuals who undergo CBT fail to adequately reduce dietary restraint during treatment, perhaps owing to difficulty in using treatment skills (eg, regular eating) to reduce dietary restraint during their daily lives. The SenseSupport system, a novel just-in-time, adaptive intervention (JITAI) system that uses continuous glucose monitoring to detect periods of dietary restraint, may improve CBT to reduce dietary restraint during treatment by providing real-time interventions.

Objective: This study aimed to describe the feasibility, acceptability, and initial evaluation of SenseSupport. We presented feasibility, acceptability, target engagement, and initial treatment outcome data from a small trial using an ABAB (A=continuous glucose monitoring data sharing and JITAI-Off, B=continuous glucose monitoring data sharing and JITAI-Off) design (in which JITAI-Off were turned on for 2 weeks and then turned off for 2 weeks throughout the treatment).

Methods: Participants (N=30) were individuals with BED or BN engaging in ≥3 episodes of ≥5 hours without eating per week at baseline. Participants received 12 sessions of CBT and wore continuous glucose monitors to detect eating behaviors and inform the delivery of JITAI. Participants completed 4 assessments and reported eating disorder behaviors, dietary restraint, and barriers to app use weekly throughout treatment.

Results: Retention was high (25/30, 83% after treatment). However, the rates of continuous glucose monitoring data collection were low (67.4% of expected glucose data were collected), and therapists and participants reported frequent app-related issues. Participants reported that the SenseSupport system was comfortable, minimally disruptive, and easy to use. The only form of dietary restraint that decreased significantly more rapidly during JITAI-Off periods relative to JITAI-Off periods was the desire for an empty stomach (t14=1.69; P=.049; Cohen d=0.25). There was also a trend toward greater decrease in overall restraint during JITAI-Off periods compared with JITAI-Off periods, but these results were not statistically significant (t14=1.60; P=.06; Cohen d=0.24). There was no significant difference in change in the frequency of binge eating during JITAI-Off periods compared with JITAI-Off periods (P=.23). Participants demonstrated clinically significant, large decreases in binge eating (t23=10.36; P<.001; Cohen d=2.07), compensatory behaviors (t24=3.40; P=.001; Cohen d=0.68), and global eating pathology (t24=6.25; P<.001; Cohen d=1.25) from pre- to posttreatment.

Conclusions: This study describes the successful development and implementation of the first intervention system combining passive continuous glucose monitors and JITAI to augment CBT for binge-spectrum eating disorders. Despite the
lower-than-anticipated collection of glucose data, the high acceptability and promising treatment outcomes suggest that the SenseSupport system warrants additional investigation via future, fully powered clinical trials.

**Trial Registration:** ClinicalTrials.gov NCT04126694; https://clinicaltrials.gov/ct2/show/NCT04126694
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**Introduction**

**Background**

Binge eating (ie, eating a large amount of food within a discrete time period accompanied by a sense of loss of control overeating) is a key symptom of several eating disorders (EDs), including bulimia nervosa (BN) and binge ED (BED). According to a recent study using a nationally representative sample, as many as 3.7 million Americans will have a lifetime BN or BED diagnosis [1] and as many as 42.2 million Americans will experience clinically significant binge eating [2]. EDs are considered critical public health issues, are associated with significant negative physical and psychosocial consequences [3-10], and place a substantial burden on health care services [11].

Dietary restriction (ie, deliberate attempts to drastically reduce the overall amount of food eaten or the types of food eaten) is a key maintenance factor for binge eating in BN and BED, and reducing dietary restriction is the most well-established mechanism of existing treatments. Dietary restriction increases the vulnerability to binge eating episodes because it leaves patients in a state of physical or psychological deprivation or both [12]. Moreover, reducing dietary restriction is one of the only treatment mechanisms that has been empirically supported [13-19]. Furthermore, the adoption of a regular eating schedule (eg, eating 3 meals and 1 or 2 snacks per day and not going >4 waking hours without eating) is one of the strongest predictors of treatment success for both BN and BED [14,20-22]. Thus, dietary restriction has been identified as an essential clinical target for the treatment of BN and BED.

Cognitive behavioral therapy (CBT), including an enhanced transdiagnostic version, is the current frontline treatment approach for both BN and BED [23-25]. Most CBT manuals focus >50% of the session content on the reduction of dietary restriction and recommend achieving a regular eating schedule before moving on to other treatment content [25-27]. However, many patients with BN and BED continue to engage in restrictive eating behaviors until the end of treatment, suggesting that CBT fails to sufficiently improve this clinical target [28]. For example, one trial of CBT found that <40% of participants achieved regular eating (defined as eating at least three meals and one snack per day) in the month immediately before the posttreatment assessment [20]. In addition, recent systematic reviews and meta-analyses have found that 40% to 50% of patients with BED [29] and nearly 70% of patients with BN [13] remain symptomatic after a full course of CBT, likely owing in part to insufficient amelioration of dietary restriction.

CBT may fail to adequately improve dietary restriction because the typical method of intervention delivery (eg, weekly in-person therapy sessions) limits the ability to intervene during the moments when an intervention may be most needed. The inability of CBT to intervene sufficiently in dietary restriction may be due to 3 main reasons. First, dietary restriction can fluctuate significantly within a day and between days in individuals with BN and BED [30]. For example, within any given day, restrictive eating behaviors can re-emerge following binge eating episodes, as individuals attempt to control weight via restriction [25]. Indeed, research has shown that individuals with BN and BED often engage in chaotic eating, ie, profound within- and between-day fluctuations in meal and calorie patterning [31]. Given the within- and between-day fluctuations in restrictive intent and behavior, it is not surprising that weekly treatment approaches may fail to alter this constantly moving target. Second, CBT relies on patients’ self-reporting (typically through a review of self-monitoring records that involves tracking eating and ED behaviors) to identify continued engagement in restrictive eating behaviors. Even among individuals without eating pathologies, accurate tracking of dietary intake is notoriously difficult [32-34]. In patients with eating pathology, many individuals are unable or unwilling to accurately record their eating behaviors, including restrictive eating, which limits a CBT clinician’s ability to intervene appropriately to prevent dietary restriction. Finally, obtaining adequate compliance with self-monitoring records during CBT can be difficult because of the perceived burden during a long-term treatment [14]. Thus, the limitations in both the quality of data used to guide interventions and the frequency and immediacy with which interventions can be provided may explain why CBT results in inadequate amelioration of dietary restriction.

**Objectives**

The limitations described above for traditional in-person CBT suggest that patients may need additional real-time support and accountability to facilitate sufficient amelioration of dietary restriction. To overcome the aforementioned limitations inherent in the standard CBT treatment delivery approach to address fluctuations in dietary restriction, we developed an intervention system called SenseSupport to augment standard CBT for binge eating. SenseSupport is a state-of-the-art intervention system that combines passive sensing technologies for continuous and unobtrusive collection of data on eating behaviors and analysis to detect dietary restriction with a just-in-time, adaptive intervention (JITAI) system to intervene in this behavior in real time. SenseSupport has 3 key capabilities.

First, SenseSupport uses continuous glucose monitoring (CGM; ie, continuous and passive measurement of blood glucose levels)
device to detect dietary restriction in real time. CGM can detect the within-day fluctuations in the dietary restriction because meal intake is associated with characteristic patterns of changes in blood glucose levels [35-40]. When individuals are not eating, their blood glucose levels are maintained at remarkably constant levels. In response to a meal, glucose levels fluctuate, with simple carbohydrates producing a quick and distinct rise in glucose and meals heavy in protein, fat, or fiber producing slower, less steep, and longer-lasting increases in glucose [41-43]. SenseSupport transfers the real-time CGM data to a smartphone and analyzes these data using an embedded meal detection algorithm to accurately detect meal consumption and estimate the size and macronutrient content of a meal. The meal detection app is based on the parameter-invariant algorithm developed by Weimer et al [40] in 2016. The parameter-invariant algorithm is invariant to individual physiological parameters and therefore achieves near-constant accuracy across the population without individual tuning (as required in previous algorithms).

Second, SenseSupport uses a JITAI system (a smartphone app–based system that uses real-time analysis of data to deliver momentary interventions at identified times of need) that delivers real-time brief CBT-based interventions when dietary restriction and other ED symptoms, including binge eating and purging, are detected. These interventions are designed to provide in-the-moment reminders to patients to eat regularly as they go about their daily lives, thereby augmenting the therapeutic content delivered in-session during CBT. These reminders are hypothesized to improve treatment outcomes as patients often report engaging in habitual dietary restriction, of which they may not be consciously aware, during treatment, and increased awareness of problematic behavior is essential to changing one’s behavior. For example, when the meal detection algorithm detects fasting behavior, SenseSupport’s JITAI system delivers an intervention encouraging patients to eat regularly throughout the day to prevent future binge episodes or suggesting use of problem-solving skills to address barriers to regular eating. JITAIAs as augmentation of treatment-as-usual have demonstrated promise for improving outcomes for a variety of mental health conditions, including substance use disorders, schizophrenia, and affective disorders [44].

Third, SenseSupport includes a clinician portal that displays objective data on dietary restriction and ED behaviors from the CGM data to the treating clinician. Clinicians can quickly and easily view patients’ eating behaviors and use this information to guide treatment planning and implementation. For example, if clinicians observe continued engagement in dietary restriction between sessions, they may have an in-depth discussion to spur motivation to reduce restrictive eating and encourage the between-session practice of regular eating. The objective and real-time detection of dietary restriction from CGM data also allows for accurate, less burdensome, and more complete data collection during standard CBT for binge eating to further guide therapeutic work during CBT.

In the remainder of this paper, we present data from a small open clinical trial (N=30) in which patients with clinically significant binge eating and restrictive eating received 12 weeks of CBT treatment and completed electronic self-monitoring of eating and ED behaviors on a smartphone app (the SenseSupport app). The SenseSupport app also collected and analyzed the CGM data using a meal detection algorithm. The app had two additional features that could be turned on and off: (1) sharing CGM data with the study clinicians and (2) a JITAI system to detect and intervene in dietary restriction. We used an ABAB design (A=CGM data sharing and JITAIs-Off, B=CGM data sharing and JITAIs-On) to test the feasibility, acceptability, and target engagement of SenseSupport when paired with a CBT treatment program. The primary aims of this study were (1) to test the hypothesis that SenseSupport will be a feasible and acceptable system for use during a 12-week CBT treatment protocol; (2) to test the hypothesis that larger decreases in dietary restriction (ie, episodes of fasting for ≥5 hours, limiting the overall amount of food consumed, number of days when ≥8 hours of fasting was observed, excluding specific foods, following specific dietary rules, and desire for empty stomach) will be observed during JITAIs-On phases compared with JITAIs-Off phases; (3) to test the hypothesis that CBT augmented by the SenseSupport system will yield large decreases in binge eating, compensatory behaviors, and global eating pathology in pre- to posttreatment results; and (4) to test the hypothesis that larger decreases in binge eating and compensatory behaviors will be observed during JITAIs-On phases compared with JITAIs-Off phases.

Methods

Participants

Participants were recruited through professional referrals and radio, newspaper, and web-based (social media) advertisements. Advertisements called for individuals who engaged in fasting and binge eating to participate in clinical treatment studies. Participants included adults who met the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition criteria for BED or BN (ie, BED: experienced at least 12 episodes of binge eating in the past 3 months, accompanied by marked distress about binge eating and at least three binge eating features [eating rapidly; eating until excessively full; eating large amounts of food in the absence of hunger; eating alone because of embarrassment; or feeling disgusted, depressed, or very guilty]; BN: experienced at least 12 episodes of binge eating and at least 12 episodes of inappropriate compensatory behavior in the past 3 months, accompanied by excessive influence of body shape and weight on self-evaluation) and had 3 or more episodes of fasting for >5 waking hours per week in the last 4 weeks. Individuals were excluded if they (1) were receiving treatment for an ED or behavioral weight loss, (2) required immediate treatment for medical complications because of the ED, (3) were experiencing other severe psychopathology that would limit the participants’ ability to comply with this study (eg, severe depression with suicidal intent), (4) were not stable on psychiatric medications for at least 1 month, (5) had diabetes, (6) were taking a medication known to impact insulin or glucose levels, (7) had a history of bariatric surgery, (8) were pregnant or nursing, or (9) had a BMI <17.5 or >40.
Procedure
Participants attended a Zoom-based baseline assessment in which they completed the Eating Disorder Examination (EDE) and self-report questionnaires (demographics and BMI) to confirm eligibility. Upon eligibility, participants were sent a Dexcom G6 CGM and a MiFit smart band for tracking activity, heart rate, and sleep. They were asked to trial the devices for 3 days before committing to the study for 12 weeks. The participants met the research coordinator via Zoom videconference to arrange the trial period. They were instructed on how to download and use the SenseSupport phone app and MiFit smart band app. They were also instructed on how to use the Dexcom G6 CGM system. Participants were told to monitor all instances of food intake, ED behaviors, and mood on the SenseSupport app as close to real time as possible. The trial period occurred immediately following the baseline assessment. After completing the trial period and agreeing to commit to the study obligations, participants were sent additional CGM sensors and transmitters to last the 12 weeks of the study.

After the trial period, the participants began 12 weeks of therapy sessions. Participants completed telehealth treatment sessions with a study therapist once a week. In weeks 1 to 2, participants wore the CGM devices and tracked their eating behaviors and mood in the SenseSupport app but did not receive JITAs, and therapists did not have access to the clinician portal (eg, an A period of the ABAB design). To track eating behaviors, including ED behaviors and mood, participants opened the smartphone app, initiated an entry, and answered a series of questions related to their eating behavior, including the type of eating episode, the context (ie, time and location) of eating episodes, and whether loss of control was experienced and the participant engaged in compensatory behaviors. In the same entry, participants rated their current experience of anxiety or worry, sadness or depression, and other emotions. Throughout the study, participants could view previous entries within the SenseSupport app. During weeks 3 to 4, JITAs were turned on such that patients began to receive push notifications based on CGM data, and therapists had access to the clinician portal and were instructed to review CGM data during their session with patients (eg, a B period of the ABAB design). The A/B periods were repeated (weeks 5-6, and 9-10 were A periods; weeks 7-8, and 11-12 were B periods) to test whether the amelioration of dietary restriction was due to the use of the SenseSupport and not simply to the effect of time in treatment. Weekly data collected at each therapy session included the therapists’ and participants’ weekly questionnaires on issues reported with the CGM or SenseSupport app, a modified version of the EDE Questionnaire (EDE-Q) restraint subscale that asked about the preceding 7-day period (rather than the usual 28-day period), weekly participant-reported episodes of fasting for ≥5 hours, and finally, weekly participant-reported ED behaviors (binge episodes and compensatory behaviors).

Assessments of feasibility, acceptability, target engagement, and clinical outcomes were completed between sessions 4 and 5, between sessions 8 and 9, and after session 12 (posttreatment assessment) by the study team. Feasibility data included CGM data, weekly therapist and participant questionnaires, and retention calculations. Acceptability data included participant feedback and questionnaires. Target engagement data included the full EDE, the modified EDE-Q restraint subscale, participant-reported episodes of fasting for ≥5 hours, and participant-reported ED behaviors.

Ethics Approval
This study was approved by the Institutional Review Board of Drexel University (protocol number 1907007293). Informed consent was obtained from all the participants before any study procedures.

Measures
Baseline Characteristics
Demographics Questionnaire
The participants were asked to provide information such as age, sex, ethnicity, and socioeconomic status.

BMI Measures
Height and weight data were collected before the treatment was started and at each assessment point.

Feasibility
Retention
To assess feasibility, the percentage of participants enrolled in this study retained at each assessment point was collected. We also examined the percentage of participants who completed the 3-day trial period but declined to continue participation in the study based on this trial.

CGM Data
The Dexcom G6 CGM sensor provided blood glucose readings (in mg/dL) every 5 minutes. Participants wore CGM sensors, which used 0.5-inch flexible wires inserted into the abdomen to collect blood glucose readings. A transmitter attached to the sensor wirelessly transmitted the blood glucose readings to the SenseSupport app portal. The percentage of total expected CGM data that were collected was computed for each participant as a measure of the feasibility of the SenseSupport system.

Weekly Therapist and Participant Questionnaires
Therapists and participants reported problems with the CGM sensors and the SenseSupport app in web-based questionnaires at each therapy session.

Acceptability
Participant Feedback Questionnaire
Participants completed a feedback questionnaire at session 12, which was used to obtain qualitative ratings regarding the acceptability of and compliance with the SenseSupport system. The feedback questionnaire included questions about the comfort, pain, disruption of daily life, ease of use, and helpfulness of the SenseSupport system.

Participant Feedback Interviews
Participants completed interviews after sessions 4, 8, and 12 to provide qualitative feedback regarding their experiences with the SenseSupport system.
**Target Engagement**

**EDE-Q Restraint Subscale**
The EDE-Q is a self-report version of the EDE. The restraint subscale consists of 5 items that measure dietary restraint, including overall dietary restraint, avoidance of eating for ≥8 hours, desire for an empty stomach, food avoidance, and dietary rules. Participants completed each of these items, which were modified to ask about the past 7 days (rather than the past 28 days) at each therapy session. These items were examined as measures of dietary restraint (ie, attempts to limit food consumption).

**Weekly Participant-Reported Episodes Fasting for ≥5 Hours**
Participants reported the frequency with which they went ≥5 hours without eating anything over the past 7 days at each therapy session. This was examined as a measure of dietary restriction (ie, the actual limitation of food consumption).

**Treatment Outcomes**

**EDE-Measured ED Symptoms**
The EDE [12] is a semistructured clinician-administered interview that includes 4 subscales (restraint, eating concern, weight concern, and shape concern). Treatment outcomes were assessed through reductions in loss-of-control episodes, compensatory behaviors, and global EDE severity scores. The EDE global score can range from 1 to 5, with a higher number indicating a more severe pathology. The score was calculated by summing the subscales and dividing the total score by 4. A score of 4 or higher was considered clinically significant. A shortened version of the interview was conducted between sessions 4 and 5 and sessions 8 and 9, while the full interview was administered at baseline and after session 12. The shortened interview ended after the compensatory behaviors section of the EDE (the shape and weight concerns sections were excluded).

**Weekly Participant-Reported ED Behaviors**
At each therapy session, participants reported the number of episodes of binge eating and compensatory behaviors in which they engaged over the previous 7 days (eg, “In the past 7 days, how many binge episodes did you have?” and “In the past 7 days, how many times did you vomit to compensate for a binge episode?”).

**Statistical Analyses**

**Feasibility**
Feasibility was characterized using percent retention during treatment. We considered retention ≥80% following the 3-day trial period and at each assessment point to be adequate feasibility. The percentage of data obtained from the CGM sensors was also quantified, with ≥80% of the expected data being considered adequate. Finally, the issues reported with the SenseSupport system by therapists and patients were also summarized.

**Acceptability**
Acceptability was characterized using patient-reported acceptability ratings at session 12, with >80% ratings of 4 or 5 (on 1 to 5 scales wherein higher scores indicate greater acceptability) and with >80% ratings of 1 or 2 (on 1 to 5 scales wherein lower scores indicate greater acceptability) being considered acceptable.

**Target Engagement**
Target engagement variables included participant-reported episodes of fasting for ≥5 hours, and responses to the EDE-Q restraint subscale items measured each week of treatment. The slope of change in target engagement variables (weekly episodes of fasting for ≥5 hours, days of limiting overall amount consumed, number of days when ≥8 hours of fasting was observed, days excluding foods from diet, days following specific dietary rules, and days with desire for empty stomach) was computed for each A period and B period. Consecutive A periods and B periods were paired and compared using 1-tailed paired samples t tests for each variable of interest (ie, the period from session to 1-3 was compared with the period from session 3-5; the period from session 5-7 was compared with the period from session 7-9).

**Treatment Outcomes**
Treatment outcomes (past month binge episodes; compensatory behaviors; and EDE global and subscale scores, which was measured by the EDE) were assessed by comparing pre- and posttreatment measures using paired sample 1-tailed t tests. In addition, slopes of change in treatment outcome variables (weekly binge episodes and weekly compensatory behaviors) were computed for each A period and B period. Consecutive A and B periods were paired and then compared via paired samples t tests.

**Results**

**Overview**
Demographic information is shown in Table 1. The feasibility, acceptability, treatment outcomes, and target engagement results are summarized in Table 2, Table 3, Table 4, and Table 5, respectively.
Table 1. Participant demographics (N=30).

<table>
<thead>
<tr>
<th>Category</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Woman</td>
<td>26 (87)</td>
</tr>
<tr>
<td>Genderqueer or gender nonconforming</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>27 (90)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (7)</td>
</tr>
<tr>
<td>More than one race</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic or Latino</td>
<td>28 (93)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Baseline diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>BN&lt;sup&gt;a&lt;/sup&gt;</td>
<td>20 (67)</td>
</tr>
<tr>
<td>BED&lt;sup&gt;b&lt;/sup&gt;</td>
<td>10 (33)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>17 (57)</td>
</tr>
<tr>
<td>Part time</td>
<td>6 (20)</td>
</tr>
<tr>
<td>Full-time student</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Part-time student</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Disability or social security</td>
<td>1 (3)</td>
</tr>
<tr>
<td>No income</td>
<td>6 (20)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>8 (27)</td>
</tr>
<tr>
<td>Divorced</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Single</td>
<td>12 (40)</td>
</tr>
<tr>
<td>Living with partner, but not married</td>
<td>3 (10)</td>
</tr>
<tr>
<td>In relationship but not living with partner</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Household income (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0-10,000</td>
<td>1 (3)</td>
</tr>
<tr>
<td>10,000-24,999</td>
<td>1 (3)</td>
</tr>
<tr>
<td>25,000-34,999</td>
<td>1 (3)</td>
</tr>
<tr>
<td>35,000-49,999</td>
<td>6 (20)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>6 (20)</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>3 (10)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>10 (33)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>37.10 (12.19)</td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</strong></td>
<td>29.51 (5.20)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BN: bulimia nervosa.
bBED: binge eating disorder.
cFor employment status, if a participant indicated that they were a student while also working, both responses would be reflected in the data above.

Table 2. Feasibility of SenseSupport.

<table>
<thead>
<tr>
<th>Time of assessment</th>
<th>Values</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 4</td>
<td>29 (96.7)</td>
<td></td>
</tr>
<tr>
<td>Week 8</td>
<td>27 (90)</td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>25 (83.3)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Acceptability of SenseSupport (n=24).

<table>
<thead>
<tr>
<th>Value</th>
<th>Values, mean (SD; range)</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In the past 4 weeks, on average, how comfortable did you feel wearing the CGM(^a) sensor? (1=Completely uncomfortable to 5=Completely comfortable)</td>
<td>4.50 (0.93; 2-5)</td>
</tr>
<tr>
<td></td>
<td>In the past 4 weeks, on average, how painful was the insertion of the CGM sensor? (1=Not at all painful to 5=Extremely painful)</td>
<td>1.38 (0.71; 1-4)</td>
</tr>
<tr>
<td></td>
<td>How much did the CGM sensor disrupt your daily life? (1=It was not at all disruptive to 5=It was extremely disruptive)</td>
<td>1.33 (0.48; 1-2)</td>
</tr>
<tr>
<td></td>
<td>In the past 4 weeks, on average, how easy was it to learn how to navigate the full SenseSupport system? (1=Not at all easy to learn to 5=Extremely easy to learn)</td>
<td>4.58 (0.65; 3-5)</td>
</tr>
<tr>
<td></td>
<td>How helpful were the push notifications? (1=Not at all helpful to 5=Extremely helpful)</td>
<td>4.74 (0.45; 4-5)</td>
</tr>
<tr>
<td></td>
<td>How much did you like using the SenseSupport system with your therapist? (1=Not at all helpful to 5=Extremely helpful)</td>
<td>4.00 (0.63; 3-5)</td>
</tr>
<tr>
<td></td>
<td>Overall, how likely would you be to use the SenseSupport system in the future as part of treatment for an eating disorder? (1=Not at all likely to 5=Extremely likely)</td>
<td>4.08 (0.83; 2-5)</td>
</tr>
<tr>
<td></td>
<td>Overall, how likely would you be to recommend the SenseSupport system in the future as part of treatment for an eating disorder? (1=Not at all likely to recommend to 5=Extremely likely to recommend)</td>
<td>4.21 (1.02; 1-5)</td>
</tr>
</tbody>
</table>

\(^a\)CGM: continuous glucose monitoring.
Table 4. Treatment outcomes of SenseSupport\(^a\).

<table>
<thead>
<tr>
<th></th>
<th>Baseline, mean (SD)</th>
<th>Posttreatment, mean (SD)</th>
<th>Slope of change during data sharing- and JITAI(^b)-On weeks, mean (SD)</th>
<th>Slope of change during data sharing- and JITAI(^b)-Off weeks, mean (SD)</th>
<th>(t) test (df)</th>
<th>(P) value(^c)</th>
<th>Cohen (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Past month total binge episodes</td>
<td>23.88 (11.23)</td>
<td>4.60 (6.25)</td>
<td>N/A(^d)</td>
<td>N/A(^d)</td>
<td>10.36 (24)</td>
<td>&lt;.001</td>
<td>2.07</td>
</tr>
<tr>
<td>Past month total compensatory behaviors</td>
<td>15.96 (19.41)</td>
<td>3.60 (14.87)</td>
<td>N/A(^d)</td>
<td>N/A(^d)</td>
<td>3.40 (24)</td>
<td>.001</td>
<td>0.68</td>
</tr>
<tr>
<td>EDE(^e) restraint subscale score</td>
<td>2.37 (1.38)</td>
<td>0.93 (1.40)</td>
<td>N/A(^d)</td>
<td>N/A(^d)</td>
<td>4.34 (24)</td>
<td>&lt;.001</td>
<td>0.87</td>
</tr>
<tr>
<td>EDE eating concern subscale score</td>
<td>1.97 (1.10)</td>
<td>0.97 (1.20)</td>
<td>N/A(^d)</td>
<td>N/A(^d)</td>
<td>3.43 (24)</td>
<td>&lt;.001</td>
<td>0.69</td>
</tr>
<tr>
<td>EDE weight concern subscale score</td>
<td>3.75 (1.01)</td>
<td>2.08 (1.22)</td>
<td>N/A(^d)</td>
<td>N/A(^d)</td>
<td>6.14 (24)</td>
<td>&lt;.001</td>
<td>1.23</td>
</tr>
<tr>
<td>EDE shape concern subscale score</td>
<td>4.22 (0.87)</td>
<td>2.79 (1.14)</td>
<td>N/A(^d)</td>
<td>N/A(^d)</td>
<td>5.83 (24)</td>
<td>&lt;.001</td>
<td>1.17</td>
</tr>
<tr>
<td>EDE global score</td>
<td>3.08 (0.76)</td>
<td>1.69 (1.10)</td>
<td>N/A(^d)</td>
<td>N/A(^d)</td>
<td>6.25 (24)</td>
<td>&lt;.001</td>
<td>1.25</td>
</tr>
<tr>
<td>Weekly binge eating episodes</td>
<td>N/A</td>
<td>N/A</td>
<td>0.06 (.11)</td>
<td>0.03 (.15)</td>
<td>0.73 (24)</td>
<td>.23</td>
<td>0.11</td>
</tr>
<tr>
<td>Weekly total compensatory behaviors</td>
<td>N/A</td>
<td>N/A</td>
<td>−.01 (.16)</td>
<td>0.06 (.23)</td>
<td>1.78 (24)</td>
<td>.04</td>
<td>0.25</td>
</tr>
</tbody>
</table>

\(^a\)Positive values for change in eating disorder behaviors indicate decreases in the frequency of behavior during the period of interest.

\(^b\)JITAI: just-in-time, adaptive intervention.

\(^c\)Italicized \(P\) values indicate statistical significance.

\(^d\)N/A: not applicable.

\(^e\)EDE: Eating Disorder Examination.

Table 5. Target engagement of SenseSupport\(^a\).

<table>
<thead>
<tr>
<th></th>
<th>Slope of change during data sharing- and JITAI(^b)-On weeks, mean (SD)</th>
<th>Slope of change during data sharing- and JITAI(^b)-Off weeks, mean (SD)</th>
<th>(t) test (df)</th>
<th>(P) value(^c)</th>
<th>Cohen (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly episodes of fasting for ≥5 hours</td>
<td>0.04 (0.14)</td>
<td>0.07 (0.20)</td>
<td>−0.82 (44)</td>
<td>.21</td>
<td>−0.13</td>
</tr>
<tr>
<td>On how many days have you been deliberately trying to limit the amount of food you eat to influence your shape or weight (whether or not you have succeeded)?</td>
<td>0.03 (0.08)</td>
<td>−.01 (0.10)</td>
<td>1.60 (44)</td>
<td>.06</td>
<td>0.24</td>
</tr>
<tr>
<td>On how many days have you gone for long periods (8 waking hours or more) without eating anything at all to influence your shape or weight?</td>
<td>0.01 (0.06)</td>
<td>0.02 (0.08)</td>
<td>−1.05 (44)</td>
<td>.15</td>
<td>−0.16</td>
</tr>
<tr>
<td>On how many days have you tried to exclude from your diet any foods that you like to influence your shape or weight (whether or not you have succeeded)?</td>
<td>−0.003 (0.11)</td>
<td>.02 (0.11)</td>
<td>−0.84 (44)</td>
<td>.20</td>
<td>−0.13</td>
</tr>
<tr>
<td>On how many days have you tried to follow definite rules regarding your eating (eg, a calorie limit) to influence your shape or weight (whether or not you have succeeded)?</td>
<td>0.02 (0.11)</td>
<td>0.01 (0.08)</td>
<td>0.77 (44)</td>
<td>.22</td>
<td>0.12</td>
</tr>
<tr>
<td>On how many days have you had a definite desire to have an empty stomach with the aim of influencing your shape or weight?</td>
<td>0.04 (0.09)</td>
<td>−0.002 (0.08)</td>
<td>1.69 (44)</td>
<td>.049</td>
<td>0.25</td>
</tr>
</tbody>
</table>

\(^a\)Positive values for change in eating disorder behaviors indicate decreases in the frequency of behavior during the period of interest.

\(^b\)JITAI: just-in-time, adaptive intervention.

\(^c\)Italicized \(P\) values indicate statistical significance.
Feasibility

The participants’ retention was high in this study. Only 3% (1/30) of participants completed the 3-day trial period and then declined to participate in the study (constituting 3.2% of the sample who completed the trial period). Furthermore, 83% (25/30) of the participants completed all treatment sessions and assessments. The mean percentage of expected CGM data that were collected was 67.4%, and the range was broad (16.8%-92.2%). Notably, only 10 participants (33% of the sample) met the threshold for the successful collection of >80% of the expected CGM data. Participants (28/30, 93%) and therapists (7/8, 88%) also frequently reported app-related problems, including frequent disconnections (reported by patients at 123 sessions and therapists at 35 sessions), nondelivery of JITAIs when expected (reported by patients at 5 sessions and therapists at 5 sessions), or delivery of JITAIs without the occurrence of ≥5 hours without eating (reported by a patient at 1 session), slow loading of app content (reported by a patient at 1 session), unspecified bugs (reported by patients at 10 sessions and therapists at 4 sessions), difficulty connecting new sensors to the app (reported by patients at 3 sessions and a therapist at 1 session), and failure to save electronic self-monitoring records (reported by patients at 5 sessions and therapists at 5 sessions). Participants (11/30, 37%) and therapists (2/8, 25%) also reported issues with the sensors, including sensor insertion being more uncomfortable than usual (reported by patients at 2 sessions), location of the sensor relative to clothing impacting data collection (reported by a patient at 1 session and a therapist at 1 session), sensors falling off (reported by a patient at 1 session), and nonspecific sensor or transmitter failures (reported by patients at 11 sessions and by therapists at 3 sessions).

Acceptability

Participants rated the use of the SenseSupport system as highly acceptable. Of the 24 participants with complete acceptability data, 19 (79%) and 24 (100%) participants rated wearing the CGM sensors as comfortable and minimally disruptive to their lives, respectively. More than 95% (23/24) of the participants rated the insertion of the CGM sensors as minimally painful. The participants also reported that the SenseSupport system was easy to learn (22/24, 92%) and useful (24/24, 100%). Approximately 83% (5/6; this question had substantial missing data) of participants also reported that they liked using the system, and 79% (19/24) reported that they would use the system or would recommend the system to others as part of ED treatment. Participants reported that they enjoyed the supportive accountability provided by their clinician’s ability to view their glucose levels, the reminders to eat regularly when JITAIs were turned on, and the opportunity to observe how their bodies processed meals and snacks they had consumed (refer to Textbox 1 for more details). The established benchmarks for acceptability were met (>80% ratings of >4 or 5 and >80% ratings of <1 or 2, depending on the question) for insertion pain, disruptiveness, ease of learning the system, helpfulness of push notifications, and enjoyment of using the system (see Table 3 for mean ratings). However, the a priori benchmarks were not met for the likelihood of using the system in future ED treatment or the likelihood of recommending the system to others for use during ED treatment.

Qualitative participant feedback particularly emphasized the ease of using the SenseSupport system and CGM sensors, the unobtrusiveness of the CGM sensors, the benefits of supportive accountability facilitated by observable patterns in blood glucose associated with meals, and the helpful push notifications reminding them to eat regularly, and an appreciation of learning about their physiological responses to eating (Textbox 1). Several participants endorsed that they wished that they had received more push notifications to remind them to eat regularly.
Qualitative participant feedback on continuous glucose monitoring (CGM) sensors and SenseSupport system.

**Unobtrusiveness of CGM sensors**
- “I like that [the CGM] is so small so you can’t really see it through my clothing.”
- “I didn’t really notice [the CGM] because it was small.”
- “There wasn’t any pain. [The CGM] didn’t interfere with activities.”
- “[I liked that the CGM] is relatively discrete, it doesn’t come off, it sticks for the most part. The insertion is easy.”
- “[The CGM] is very easy to put on and forget it’s there.”

**Ease of use of SenseSupport system**
- “I thought [SenseSupport] was pretty easy to use.”
- “It was easy to use and understand.”
- “It was pretty easy to navigate.”
- “I thought that [the SenseSupport system] was really easy to use and I found it really helpful.”
- “[The SenseSupport system] was super simple.”

**Supportive accountability**
- “It helped keep me accountable to what I was recording. There was data to match up with what I was recording.”
- “It made me more likely to stick to regular eating and avoid binging because I knew what the glucose levels would show up as and I wanted that to look good.”
- “There was no lying with the glucose monitoring. I knew if it was going in my mouth it was going on paper.”
- “[The system] gives you accountability because your therapist is also using your portal to monitor your treatment.”
- “[The system] helps you see your eating patterns and just create better eating habits. It helps you 24 hours of the day. There’s always an app helping you. It’s the hardest afterwards now there’s nobody watching. Going from 100% to 0% accountability post-treatment is hard.”
- “I liked that [my therapist] could see what I was eating and noticed changes I couldn’t notice. The glucose graphs were really interesting.”
- “[Using SenseSupport] was very productive and very positive. [I liked] the external structure and accountability that came with the system as a whole.”
- “I liked the involved process and self-checks to have accountability with and without my therapist. [The SenseSupport system] made me check myself to eat regularly. [There was] a lot more consistency with all the parts operating together.”

**Push notifications as reminders to eat regularly**
- “[The push notifications] were encouraging in the moment.”
- “[The notifications] would come when I didn’t eat frequently. They were helpful. I wish there were more.”
- “If [the SenseSupport system] felt like I had loss of control or overeating, it helped me get back to the structure that we had been on previously.”
- “I thought [the reminder push notifications] were really helpful.”
- “[The notifications] would remind me when I wasn’t eating. That was good.”

**Learning about physiological responses to food**
- “It was helpful to be able to record my food and have [my therapist] tell me that what I was eating wasn’t adequate according to my blood glucose levels and whether or not I should continue eating like that.”
- “[The system] shows you how your body responds to things and made me want to eat regularly so I can elicit a specific response from my body...I believe my metabolism is all messed up. I spent a lot of time fasting and not eating but seeing how my body responds to food made me more comfortable with food.”
- “I really liked having the specific information about checking glucose levels and comparing what I was eating and when.”
- “[SenseSupport] was helpful because it helped me to keep consistently eating throughout the day and making sure to eat enough at each meal. It helped me align my hunger cues more and organize, get into a routine.”
- “[SenseSupport] helped keep me accountable and connect what I was eating to my body.”
- “It helped to understand the importance of regular eating and what a normal glucose pattern should look like versus what my pattern looked like.”
- “I really enjoyed going over the glucose data with [my therapist]. Seeing all of that really helped me want to regulate my body. [It] made me want to eat for my body’s wellbeing.”
Target Engagement

The frequency of desiring an empty stomach to influence shape or weight decreased significantly more rapidly during JITAIs-On weeks compared with JITAIs-Off weeks with a small effect size. There was also a trend-level effect for the frequency of deliberately trying to limit the amount of food consumed to influence shape or weight, with greater decreases during periods during the JITAIs-On weeks. There were no significant differences among episodes of fasting for ≥5 hours, going long periods without eating, excluding foods from diet, or following definite rules regarding eating by notification delivery.

Treatment Outcomes

Participants showed significant decreases in the frequency of binge eating and compensatory behaviors, and in the severity of eating pathology from pre- to posttreatment with medium (compensatory behaviors and EDE eating concern subscale scores) and large (binge eating episodes; EDE restraint, weight concern, and shape concern subscale scores; and EDE global scores) effect sizes. Contrary to the hypotheses, the change in the frequency of weekly compensatory behaviors was significantly more rapid during JITAIs-Off periods compared with JITAIs-On. Changes in the frequency of weekly binge eating episodes were not significantly different during JITAIs-On weeks compared with JITAIs-Off weeks.

Discussion

This study is the first to evaluate a novel intervention system that uses CGM sensors to augment CBT for binge eating to improve dietary restriction and treatment outcomes.

Principal Findings

The high retention rates for the study assessments and sessions demonstrated the feasibility of the SenseSupport system. However, the benchmarks for successful data collection from CGM were not met. The most notable barrier to achieving this benchmark was the connectivity issues between the CGM sensors and the SenseSupport app owing to technical problems in the software development kit provided by Dexcom during the study. Because the publicly available application programming interface for Dexcom devices has a built-in 3-hour time delay and thus would not provide data quickly enough for use in the current system, we relied on the donated software development kit for this initial proof-of-concept development phase. These findings may suggest that although it may be feasible to use SenseSupport as an augmentation to in-person CBT, future development work is needed to ensure that technological problems owing to Bluetooth connection dropping between the CGM sensor and the SenseSupport system are resolved before additional testing is indicated. Future iterations of SenseSupport may involve either using newer-generation CGM sensors that may better integrate with the SenseSupport system in reducing both intent and actual dietary restriction. In addition, in A and B periods, participants continued to wear the sensors and track eating behavior and ED symptoms in the SenseSupport app. Thus, it is possible that the high levels of overlap between the JITAIs-On and JITAIs-Off weeks made it difficult to observe differences between the conditions. In addition, a common challenge of ABAB study designs is that carryover effects may be observed that extend beyond the periods being measured. For example, in this study, it is possible that JITAIs delivered in B weeks led to general amelioration of dietary restriction that persisted into the next A period. Future research using alternative study designs is needed to determine the additive value of the SenseSupport system above and beyond CBT.

We observed medium effect size improvements in the frequency of compensatory episodes and large effect size improvements in binge eating frequency and cognitive symptoms of ED pathology in pre- to posttreatment results. However, contrary to the hypotheses, the reduction in the frequency of binge eating during JITAIs-On weeks was only marginally higher than the improvements in binge eating frequency during JITAIs-Off weeks, perhaps owing to many of the limitations described for detecting changes in our target engagement variables as a result of the ABAB design described earlier.
Comparison With Prior Work

The medium effect size improvements observed in the frequency of compensatory episodes and large effect size improvements in binge eating frequency and cognitive symptoms of ED pathology in pre- to posttreatment results are notable when compared with those reported in meta-analyses and systematic reviews testing the efficacy of CBT for BN and BED (ie, an average small effect size improvement in compensatory behaviors and an average medium size improvement in cognitive symptoms) [45]. The strong outcomes observed over the full duration of treatment suggest the promise of the SenseSupport system as an augmentation of CBT for EDs characterized by binge eating and indicate that additional research is warranted. Although these results are preliminary and replication is needed in large-scale clinical trials, the SenseSupport system may also be a useful augmentation for other EDs, such as anorexia nervosa, where individuals are at risk of overreporting their eating episodes and could benefit from receiving a treatment that uses the SenseSupport system to collect objective data on dietary restriction and ED behaviors to guide treatment planning and implementation. In addition, SenseSupport system could also augment treatments for comorbid medical conditions with binge eating that are associated with high glucose variability. For example, the SenseSupport system could provide objective data on blood glucose levels in individuals with comorbid type 2 diabetes mellitus and binge eating to guide their eating-related decisions on a day-to-day basis that may further help stabilize blood sugar levels.

Limitations

This study has several limitations. First, we used an ABAB design, which may have introduced the carryover effects of JITAI-Off weeks to JITAI-Off weeks. Thus, this design substantially reduces our confidence in the causal effect of JITAI interventions in improving dietary restriction or behavioral clinical outcomes such as binge eating and compensatory behaviors. A randomized controlled trial is the logical next step in determining whether SenseSupport is the causal factor in improving dietary restriction and eating pathology. Second, it is possible that the participants’ eating decisions were influenced merely by wearing CGMs, in addition to those guided by the SenseSupport app and interventions, as reactivity to these devices has been documented in other populations [46]. Our inability to clearly delineate the effects of the CGM sensors from those of SenseSupport interventions is a limitation of the study although the effects of wearing CGMs could partially explain the changes in eating behavior observed during JITAI-Off periods. Similarly, the participants were compensated for the completion of the assessments and received free treatment by participating in the study. These incentives may have influenced the participants’ engagement in the study, thereby affecting the feasibility data collected. Third, the study did not include a follow-up assessment that precluded the knowledge of the effect of SenseSupport-augmented CBT in maintaining long-term gains in dietary restriction and eating pathology. Future research would benefit from assessing the long-term effects of SenseSupport-augmented CBT for binge eating. Fourth, in this study, the treatment included multiple intervention components (eg, digital self-monitoring, CGM data sharing with study clinicians, and the JITAI system), which precluded the understanding of the unique contribution of CGM data sharing with clinicians and the JITAI system as an augmentation of CBT treatment. Future research should attempt to isolate these different technological intervention components that may impact dietary restriction and clinical outcomes, as well as test the use of JITAI interventions to deliver more complete CBT interventions as an augmentation of CBT. Fifth, our methods preclude determining the percentage of missing CGM data that was due to CGM app malfunctioning. Sixth, similar to the previous ED studies, most patients were White women. Future research should attempt to replicate our findings in samples that are more diverse in race, ethnicity, and gender.

Conclusions

In summary, this study successfully developed and deployed the first ever intervention system combining passive CGM sensors and the JITAI system as an augmentation of CBT to improve dietary restriction and clinical outcomes in EDs characterized by binge eating. Our findings suggest that the SenseSupport system is worthy of additional study in future through fully powered clinical trials.
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Abstract

Background: Heart failure (HF) affects approximately 6.5 million adults in the United States, disproportionately afflicting older adults. Mobile health (mHealth) has emerged as a promising tool to empower older adults in HF self-care. However, little is known about the use of this approach among older adult veterans.

Objective: The goal of this study was to explore which features of an app were prioritized for older adult veterans with HF.

Methods: Between January and July 2021, we conducted semistructured interviews with patients with heart failure aged 65 years and older at a single facility in an integrated health care system (the Veterans Health Administration). We performed content analysis and derived themes based on the middle-range theory of chronic illness, generating findings both deductively and inductively. The qualitative questions captured data on the 3 key themes of the theory: self-care maintenance, self-care monitoring, and self-care management. Qualitative responses were analyzed using a qualitative data management platform, and descriptive statistics were used to analyze demographic data.

Results: Among patients interviewed (n=9), most agreed that a smartphone app for supporting HF self-care was desirable. In addition to 3 a priori themes, we identified 7 subthemes: education on daily HF care, how often to get education on HF, support of medication adherence, dietary restriction support, goal setting for exercises, stress reduction strategies, and prompts of when to call a provider. In addition, we identified 3 inductive themes related to veteran preferences for app components: simplicity, ability to share data with caregivers, and positive framing of HF language.

Conclusions: We identified educational and tracking app features that can guide the development of HF self-care for an older adult veteran population. Future research needs to be done to extend these findings and assess the feasibility of and test an app with these features.
Introduction

Heart failure (HF) is a major health problem in the United States [1], with an estimated 6.5 million adults living with this condition. Its prevalence is highest among older adults [2-4]. Approximately 20% of all hospital discharges in older adults are associated with HF, and it is one of the major readmission diagnoses among Medicare beneficiaries [5]. Among all older adults in the United States, veterans older than 65 years represent a specifically vulnerable population, as they have a consistently higher readmission rate for HF than nonveterans [5,6]. Within the Veterans Health Administration (VHA), HF is the second most common diagnosis as well as one of the most expensive diagnoses to treat annually [6-9]. The most common reason for HF-related hospitalizations is symptom exacerbations. Engaging in self-care [10]—self-monitoring of physiologic changes and symptom recognition—is among the most critical preventative efforts to decrease HF readmission rates among patients, as early detection of potentially serious symptoms enables patients and their caregivers to intervene before hospitalization is needed [11]. HF prevention efforts, therefore, ideally target improving patients’ ability to identify and attribute meaning to early symptoms [12]. Yet, patients with HF—who are usually older persons and frequently have comorbidities—often struggle to recognize the signs of exacerbation owing to difficulty discriminating HF symptoms from other comorbidities [13,14]. They can also find it challenging to adhere to complicated medication regimens and lifestyle advice related to diet and exercise [12,15]. The use of mobile health (mHealth) technologies (eg, Fitbit and Apple Heart Study) with HF symptom–tracking features, which enable older adults to monitor changes in their conditions on a daily basis and determine when treatment is needed, may improve HF health outcomes and thereby decrease health care usage.

mHealth technology is an effective platform to support changes in health behavior (physical activity, diet, etc) because of its ease of use, consistent connectivity to information, and quick upgrades that lead to ever-increasing sophistication [16,17]. Furthermore, mHealth has the potential to be useful for symptom management among all populations including older adults because it can include behavioral prompts, reminders, illness monitoring, and self-care management programs that extend beyond clinic walls. The use of mHealth technologies among older adults is increasing [18]. Over 62% of adults aged 70 years and older use smartphones [19]. Over 30% of older adults report using a smartphone app to manage an aspect of their health [4,20]. Older veterans also report technology ownership rates and interest in using mHealth, which is in line with that of the general population [21,22]. The increased availability of mHealth tools and the increasing technological engagement of older adults offer a potentially cost-effective solution to support HF self-care.

Nevertheless, there are also a number of specific barriers for implementation in this patient population. These include older patients’ physical limitations from existing health conditions, such as sensory impairments, cognitive changes, arthritis, and vision impairments. These age- and disease-related physical limitations can inhibit the ability of older adults to use the functions of the technology and receive maximum benefit [16,23]. Other perceived challenges are the burden or workload associated with device use [24]. One suggested way to address these barriers is to involve older adults in the design process from inception through development [16,25,26]. In addition, mHealth developers should consider getting input specifically on features that will support health behavior change. Health behavior refers to any behaviors (physical activity, healthy diet, etc) that can impact a person’s physical and mental health and quality of life [27]. Successful HF health behavior change leads to better management of the disease and resultant reduction in the frequency of hospital readmissions [28,29]. Embedding health behavior change strategies into cardiovascular interventions have shown a sustainable change in self-management behaviors [30,31]. Strategies or features to support behavior change include instruction on how to perform a behavior, self-monitoring, goal setting, problem-solving, etc [32,33]. There are established national and international guidelines that support the use of behavior change features to improve cardiovascular disease, including HF [34,35]. However, key questions remain in terms of how mHealth interventions should be optimally designed for older adult veterans with HF.

A recent review of the functionalities of commercially available apps and their ability to support HF symptom monitoring and self-care management was conducted by Creber et al [36]. The authors searched 3 web-based app stores for apps that provided self-management to patients with HF. They then rated the apps using the Mobile Application Rating Scale [37] and the Heart Failure Society of America guidelines for nonpharmacologic management [38]. The authors reviewed 34 apps that met inclusion criteria and found that many apps were designed to support healthy living rather than chronic disease management and did not effectively support change in health behavior. This highlights the need for improving the ability of mHealth apps to support HF. It also opens the door to involving end users in helping identify effective and engaging mHealth interventions to improve patient self-care [39,40]. Therefore, in this preliminary study, we examined the behavior change features of older adult veterans with HF would find important to include in an HF mHealth intervention.

Methods

Design

The study used a descriptive qualitative method [41,42]. We conducted individual, web-based, semistructured in-depth
interviews among older veterans with HF. We used a qualitative content analysis approach [41] to provide a rich description of older adult veteran perspectives and preferences for a mHealth intervention to support HF self-care.

**Ethical Considerations**

Ethical approval for this study was obtained from the VA Boston Healthcare System Institutional Review Board (#3216-X). The local institutional review board approved this study with a waiver of informed consent. Participants received a US $20 cash voucher for their participation. Randomly generated ID numbers were assigned to participants to ensure confidentiality. No personal identifying information was used in the audio recordings.

**Participant Sampling and Recruitment**

We used purposive sampling [41] (a nonprobability selection of participants) to ensure the richness of data for this preliminary study. We recruited older veteran adults aged 70-80 years who used smartphones. Between October 2020 and May 2021, we used administrative data to obtain a list of 70 potential participants who were patients at VA Boston HF clinic. We excluded 15 patients who had cognitive impairment or a psychotic disorder diagnosis. We mailed opt-out letters to the remaining 55 patients and called potentially eligible participants who did not opt out or otherwise contact the study staff. Interested and eligible patients (n=9 for a response rate of 16%) were enrolled in the study if they (1) lived in their own house or apartment, (2) were aged 65 years or older, (3) had an HF diagnosis, (4) owned an Android or iOS platform smartphone, and (5) used any apps on their smartphone more than once in the preceding 30 days. All participants were enrolled after an introductory conversation with the researchers who explained to them the details and the purpose of the study.

**Data Collection**

Data were collected between January and July 2021. We conducted semistructured interviews using a web-based platform, WebEx (WebEx Video Communications, Inc) [43]. Participants were given the option to use the video function or call in via telephone. At the start of the interview, participants answered a short quantitative questionnaire to gather demographic information (age, race and ethnicity, level of education, and marital status), and usage of smartphone apps (see Demographic Questionnaire in Multimedia Appendix 1).

We developed the semistructured interview guide based on key concepts from the middle-range theory of self-care in chronic illness [10]. The theory addresses the process of maintaining health through health-promoting practices and managing illness. The 3 key concepts are self-care maintenance, self-care monitoring, and self-care management. Self-care maintenance refers to those behaviors performed to improve well-being, preserve health, or to maintain physical and emotional stability [10]. These behaviors can be related to lifestyle (eg, exercise, preparing healthy food, and coping with stress) or the medical regimen (eg, taking medication as prescribed and attending medical appointments). Self-care monitoring is a process of routine, vigilant body monitoring, surveillance, or body listening [10]. This type of monitoring is a common behavior. For example, people may monitor weight or blood pressure regularly to follow changes. Self-care management involves an evaluation of physical and emotional signs and symptoms to determine if the change is present and action is needed [10]. It requires attention to the effectiveness of a treatment and evaluation of whether that approach should be tried again in the future. The theory was chosen to guide this study because its structure focused research efforts on results that could be readily translated into practice. In addition, the interview guide included items related to preselected behavior change features (feedback on behavior, self-monitoring of the behavior, reducing negative emotions, instruction on how to perform the behavior, goal setting, social support, problem solving, and action planning) that were rated as important in the literature and our previous research [31,44-47] (see Interview Guide in Multimedia Appendix 1).

During the interviews, participants were asked open-ended questions as well as directed questions to explore their perceptions and preferences for receiving app-based support to help them self-manage their HF. Participants were asked to report on features that stood out as most useful or least useful, how to brand apps so they would be recognizable to those with HF, and if there were any other features that should be included. Interview prompts centered on the preselected behavior change app features. In addition, we also asked participants their perspectives on the term “heart failure.” This question was posed to determine whether the title of the diagnosis affected the veterans’ self-efficacy, as self-efficacy is an antecedent to self-care and has been found to independently predict HF self-care [10,48,49].

The HF diagnosis of all participants was confirmed through the patient’s electronic health record by confirming an HF (International Statistical Classification of Diseases and Related Problems, Tenth Revision, Clinical Modification) code. We also collected data on the type of HF, HF preserved ejection fraction, or HF reduced ejection fraction. Interviews were conducted by MF, were audio recorded, and lasted approximately 45 minutes each. They were transcribed verbatim, and transcripts were checked for accuracy.

**Data Analysis**

**Quantitative Data Analyses**

Demographic data were entered into an Excel (Microsoft Corp) spreadsheet and analyzed to generate descriptive information. The participants’ ages were described using mean and SD values, and the descriptive data were summarized using frequencies and percentages.

**Qualitative Data Analyses**

We took a combined approach to analysis. We used a directed content analysis approach [42] with predetermined codes based on the middle-range theory of self-care in chronic illness followed by inductive coding to capture the accounts (experiences and views) of research participants. Interview transcripts were uploaded in the qualitative data management program NVivo (version 12; QSR International) [50]. Analysis began with 2 researchers (MF and WX) each reading 3 transcripts in their entirety to become familiar with the data.
They then highlighted all text that on first impression appeared to represent the predetermined codes (see Coding Framework in Multimedia Appendix 1). Next, they coded all the highlighted passages using the predetermined codes. Any relevant text that could not be categorized with the initial coding scheme was given a new code. After MF and WX reached a consensus on the final coding framework, the remaining transcripts were analyzed by MF, followed by discussions and consensus generating with WX. Explanatory verbatim quotes were selected cautiously to maintain data validity and follow themes.

Results

Sample Characteristics

In total, 9 men opted in to participate in an interview session. Among these 9 participants, the mean age was 73.4 (range 70-80) years; the majority were White (n=7), most had completed postsecondary education (diploma or degree, n=6), and had HF with reduced ejection fraction (n=6). Five patients reported mild to moderate HF symptoms (shortness of breath with exertion and tiredness), while 4 others reported having no HF symptoms. As it was an eligibility criterion, all had either iPhones or Android-based smartphones. Most used their smartphone for email or internet at least once a day (n=8) and had experience with downloading an app (n=4), but fewer had used their phones to search for health-related information (n=3). However, the majority (n=6) reported using their phones for looking up sports information or the news and (n=5) used their phones to play games. Sociodemographic data are presented in Table 1. None of the participants had previously downloaded an app to help them manage their HF.

Table 1. Sociodemographic characteristics of all participants (N=9).

<table>
<thead>
<tr>
<th>Demographic information</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>73.4 (1.4)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>2 (22)</td>
</tr>
<tr>
<td>White</td>
<td>7 (78)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (11)</td>
</tr>
<tr>
<td>High school</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Some college</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Associates’ degree</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Never married</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Living alone, n (%)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Type of heart failure, n (%)</td>
<td></td>
</tr>
<tr>
<td>Heart failure preserved ejection fraction</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Heart failure reduced ejection fraction</td>
<td>6 (67)</td>
</tr>
<tr>
<td>Had or currently used home telehealth, n</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Ever used a heart failure self-management app, n (%)</td>
<td>9 (100)</td>
</tr>
</tbody>
</table>

Preferences for App Features and Content

Below we discuss the participants’ opinions of the app features grouped according to the 3 key concepts of the middle-range theory of chronic illness (self-care maintenance, self-care monitoring, and self-care management; Table 2). After that, we describe three iteratively developed categories related to app preference: (1) simplicity, (2) ability to engage their caregiver, and (3) positively framed language.
Table 2. Themes and illustrative quotes of participants.

<table>
<thead>
<tr>
<th>Theme or category</th>
<th>Illustrative quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-care maintenance</td>
<td><em>Overall, most participants thought that having an app “would be helpful.”</em>&lt;br&gt;• “The app probably would be good. You could look, not only myself, [but] others that have different problems with their heart problem.” [Vet #8]</td>
</tr>
<tr>
<td>Education on daily HF care</td>
<td><em>Most participants thought that an app would help them gain knowledge about their condition. “That would probably make my life easier. You know, I’m curious about a lot of things and I would probably read it. I would look at it and then if I had [or] I thought I had something, I’d probably look it up.” [Vet #4]</em>&lt;br&gt;• A few were not sure how useful an app would be: “I don’t think it would do much, to tell you the truth. Not right now, anyway.” [Vet #2]</td>
</tr>
<tr>
<td>How often to get education on HF</td>
<td><em>Participants thought the frequency of receiving education should be determined by each person: “I think the person who was getting the App should have a choice to how often they want to get the information, how often they think they need the information. Do you need it every day or should it be every day or should it be weekly or should it be done monthly, bi-weekly or whatever? I think it’s gonna be an individual choice, not just a blanket App.” [Vet #4]</em></td>
</tr>
<tr>
<td>Support of medication adherence</td>
<td><em>Some participants thought having an app could not only provide medication reminders but also provide education about medications: “Yes, that would be worthwhile, especially if you could use that app, [and say] ‘tell me about [a medication] and it would tell you.’” [Vet #9]</em>&lt;br&gt;• “If I had an app to do [learn about medications], the doctor would be thrilled, I'm sure.” [Vet #7]&lt;br&gt;• On the other hand, some participants thought medication reminders “… would get me somewhat upset.”&lt;br&gt;• Some who were being seen frequently by their cardiologist did not see the importance of using an app to support medication adherence. For these individuals, their frequent medical appointments were enough: “No, I doubt [the app would be useful]. I see the cardiologist like once a month.” [Vet #1]</td>
</tr>
<tr>
<td>Dietary restriction support</td>
<td><em>The need for support to adhere to dietary restrictions (limiting sodium consumption and weight management) varied based on the participant’s level of involvement with health care services (eg, home telehealth and, nutrition courses offered at the HF clinic) and whether they were the primary cooks in their homes.</em>&lt;br&gt;• Those involved in services preferred less support: “I have that Telehealth thing, …and every day that thing gives me messages about what to do about medications, about your diet, you know.” [Vet #1]&lt;br&gt;• Those who were not the primary cooks in their homes thought it might not help: “[M]y wife watch[es] everything that I eat.” [Vet #5]&lt;br&gt;• Some others stated the inclusion of dietary support, “Would be helpful. Especially like I said, I’m not educated at all in nutrition.” [Vet #9]</td>
</tr>
<tr>
<td>Goal setting for exercises</td>
<td><em>When asked about setting goals for exercise, some participants mentioned that motivation played a major factor in their desire to set goals for exercise, saying things such as, “I’ve done reading, I just need the willpower to get through it,” and, “I just don’t have the motivation to do it.”</em>&lt;br&gt;• However, for some the desire to set goals was dependent on others: “I would welcome that [setting goals for exercise]... We started out great here, and then my wife started having problems with her back and sciatica. But I’m anticipating that that will get back on track when she completes a course of rehab and so on, but we don’t know about that, But it does inhibit my enthusiasm for getting out and around.” [Vet #7]</td>
</tr>
<tr>
<td>Stress reduction strategies (eg, meditation and breathing exercises)</td>
<td><em>When asked about how useful it would be for an app to offer methods that can be used to relax or reduce stress, most participants did not find this feature helpful: “I think it’s definitely something that the individual should … be able to choose themselves, because I don’t want to be told what do to to do relax.” [Vet #4]</em></td>
</tr>
<tr>
<td>Self-care monitoring</td>
<td><em>Some participants thought there was utility in using an app to monitor and track symptoms: “I think that’s a good idea [to be able to track symptoms].” [Vet #7]</em>&lt;br&gt;• Others pointed to the issue of having to manually input data into an app as being a deterrent to self-monitoring: “Oh, that’s just more work for myself, isn’t it? I mean I would have to concentrate every day and put a) my weight in, b) my blood sugar, c) my blood pressure… So that’s 15 minutes [that] would be just fooling around with that stuff.” [Vet #4]</td>
</tr>
</tbody>
</table>
Theme or category | Illustrative quote
---|---
**Self-care management** | • When asked about the ability to review previous symptoms, one participant remarked “... your memory plays tricks on you.”
• Having the ability to review previous changes in symptoms was acceptable because: “if you get the same symptom again and it happened a month ago, it would be good to find out what you did, instead of writing it down and trying to look for it through paperwork, [which is] what I did last time.” [Vet #3]
• Others were skeptical about how previous information could support decision-making and actions on future changes in symptoms: “I don’t think my phone can tell me what’s wrong with my heart. I really don’t. What kind of App can you put on your phone that tells me that my… blood pressure is running high?” [Vet #4]
• Almost all participants did not think that it was important to be able to contact medical help from within an app: “Well my phone already has that. It will call 9-1-1 automatically if you want.” [Vet #1]

**Inductive Themes Related to Preferences for App Features and Content**

**Simplicity**
Participants expressed that “you need to make the app easy for the old people” and develop it at “common man’s level.” This preference was clearly a requirement for most:

“You know, some apps...I’ll just delete...because I can’t figure it out.” [Vet #3]

**Ability to Share Data With Caregivers**
When asked who else should be given access their information in an app, most wanted to share data with others.

“My son and his wife, because they're the ones [who] keep an eye on me.” [Vet #8]

“Let’s put it this way. [As long as my wife] can access it through her computer ... to retrieve it, all well and good. I’ll go along with that.” [Vet #5]

**Positively Frame HF Language**
When asked about how they feel about the term “heart failure” and its effect on them, one person said, “I don’t get that it's really a failure. Anomaly might be a better, but even that’s a scary word.” The term HF echoed even more negativity for another participant:

“I don’t want to talk about how I’m suffering from heart failure because I’m not, you see. And somebody who is suffering from heart failure that echoes failure, failure, failure in their mind. Or if it does, how have you helped them?” [Vet #4]

**Discussion**

**Principal Findings**
In this study, we aimed to identify the mHealth design preferences of behavior change features of older adult veterans with HF to inform the design of a future mHealth intervention. Our analysis of interviews with 9 older adult Veterans demonstrated that older adults are engaged and willing to use mobile technology to support their self-care. Participants’ accounts not only identified features and characteristics important to them to support HF self-care maintenance, monitoring, and management, but also highlighted the challenge of designing mHealth for older adults with varying levels of caregiver support.

In terms of self-maintenance, veterans perceived mHealth to be helpful to gain knowledge on their HF condition but wanted the ability to choose how often they get that information. This finding adds to the literature regarding including patient perspectives in education. It has been found that educational activities that involve shared decision-making improve self-care practices [51], and user preferences have a significant impact on the use and effect of the education [52]. Participants also expressed the need for medication support to help them understand their medications, but they had mixed thoughts regarding medication reminders. Previous research has shown high satisfaction when patients receive medication reminders that are delivered at times they select and correlate with their medication schedule [53]. Gaining patients’ perspectives on the optimal number of messages and alerts is warranted to decrease psychological stress. Dietary support was a component that some participants also indicated mixed feelings about. Responses were based on the amount of caregiver support participants already had. The differing viewpoints corroborate with existing literature that encourages mHealth designers to...
allow users to customize mHealth for their individual case [54]. Some participants were also interested in using goal setting features for exercises and expressed the need for “willpower” to exercise. This finding reinforced the need for live coaching to facilitate exercise goal setting and attainment, in addition to app-based content (eg, self-monitoring, information modules, and exercises) [55,56]. Furthermore, the inclusion of behavior change features (ie, plan or goals and mobile diary) in mHealth correlates with a higher incidence of statistically significant outcomes [57]. Like many chronic illnesses, HF places great physical and psychological stress on patients. Participants endorsed the helpfulness of stress reduction strategies, suggesting that individuals should be able to choose the type of strategy that appeals to them. This adds to the literature that has found that stress reduction through mind/body interventions not only has benefits for healthy individuals but has many health benefits for patients in all stages of HF [58].

Monitoring of biometric measurements (weight, blood pressure, and pulse) was deemed useful by almost all participants, as long as they did not have to manually input data into an app. Their interest in self-care monitoring is in line with previous research that patients are interested in monitoring their symptoms as long as it does not intrude in their lifestyle [59]. Manual input of data has been cited as a deterrent to symptom self-care monitoring [60,61]. Our finding corroborates the findings of an existing body of literature on the importance of incorporating automatic uploading of biometric measurements to a mHealth app [57,62]. It should be noted that although Bluetooth technology (which supports automatic uploading of data) is widely available, it is not frequently used in mHealth research [57]. Participants also endorsed a feature that would allow them to evaluate past symptoms. Having a single source to record symptoms and actions taken to remedy symptoms can provide information to patients to identify worsening of HF. This finding is consistent with research that suggests the use of an electronic heart diary [63] to provide a consistent location for patients to track and review physical and psycho-emotional changes to determine if action is needed. Although receiving prompts as to when to call their provider was not seen as helpful by some participants, it was for others. This contributes to the literature on the desirability of using mHealth to guide patients to seek higher levels of care when needed [52].

In addition to feature preferences for health behavior change (reminders, monitoring, etc), veterans also had a preference for simple, easy-to-use technology. Ease of use is just one factor that can affect adherence among older adults [64]. They also wanted the ability to share data with family and caregivers. This preference was similar to previous research that explored the attitudes and preferences of older adults on warfarin therapy regarding the use of mHealth technology and health games to gain skills for self-management [65]. Another preference was the ability to customize the app once it is downloaded. Several participants indicated they wanted to have their family’s or caregiver’s support in conducting this task. These findings substantiate previous research indicating that some older adults say they need help setting up or using technology [18,66].

This study’s qualitative approach allowed for a better understanding of not only veterans’ mHealth preferences but also their feelings when told that they have HF. It is known that language can potentially transmit bias and affect the quality of care that patients subsequently receive [67,68]. Language, whether spoken or written, can also affect the attitudes of others. Our finding that participants had a negative reaction to the term “heart failure” indicates that there may be a need to reframe language surrounding a HF diagnosis.

Limitations
This study focused solely on VHA patients, which represent a population not typically studied in mHealth contexts (eg, older adults). This may present a limit to generalizability to other populations [56,69] but also represents a needed addition to the literature on veterans. Another limitation was that most participants were White, potentially limiting the transferability of these findings to other ethnic groups. This may mean that our participants may be overly similar in certain ways, having similar backgrounds and preferences. Another potential source of bias is the small sample size. However, this study used the concept of information power rather than saturation to determine the adequacy of the sample size. Information power indicates that the more information the sample holds, relevant for the actual study, the lower number of participants is needed [70,71]. Based on our use of a specific, vulnerable population, the use of an established theory, the quality of the dialogue, and our analysis strategy, we determined the sample size to be sufficient. Although the use of a theory to guide our work was a strength of our study, there is the possibility that our use of the specific use of the middle-range theory of self-care in chronic illness may have limited the scope of the results, and future studies should take this into consideration. In addition, our focus was to examine the perceptions of features older adult veterans with HF would find important to include in a mHealth intervention; more background on demographics and other participant characteristics would have strengthened the interpretation of our findings. Finally, 3 of our participants were enrolled in or had previous experience with home telehealth. This may have caused some bias regarding their intention to use mHealth. It is also important to acknowledge that some older adults, as a result of strong personal preferences or other barriers, may never adopt mHealth [23].

Conclusions
In conclusion, despite the proliferation of mHealth apps to manage HF [36], a dearth of information exists concerning the usage needs of older adult veterans with HF. Some needs uncovered in our study are relatively new findings, such as the potential need to positively frame HF information and the patients’ desire for their caregivers to have access to the patient’s self-care data. Other needs identified correlate with those of HF patients in general (eg, goal setting and dietary restriction). App features should facilitate addressing these needs and consider incorporating, for example, a simple interface accessible to older adults with little or no technological literacy. Future research needs to be done to extend these findings and assess the feasibility of and test an app with these features.
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Abstract

Background: Mobile health (mHealth) technology using apps or devices to self-manage health behaviors is an effective strategy to improve lifestyle-related health problems such as hypertension, obesity, and diabetes. However, few studies have tested an mHealth intervention with Hispanic/Latino adults, and no studies were found testing mHealth with rural Hispanic/Latino adults, the fastest-growing population in rural areas.

Objective: The purpose of this study was to evaluate the feasibility, usability, and acceptability of an mHealth cardiovascular risk self-management intervention with rural Hispanic/Latino adults.

Methods: A descriptive study using quantitative and qualitative methods was used to evaluate the feasibility, usability, and acceptability of delivering a 12-week mHealth self-management intervention to reduce cardiovascular risk with rural Hispanic/Latino adults who were randomized to 1 of 2 groups. Both groups were asked to use MyFitnessPal to self-monitor daily steps, weight, and calories. The intervention group received support to download, initiate, and troubleshoot technology challenges with MyFitnessPal (Under Armour) and a smart scale, while the enhanced usual care group received only a general recommendation to use MyFitnessPal to support healthy behaviors. The usability of MyFitnessPal and the smart scale was measured using an adapted Health Information Technology Usability Evaluation Scale (Health-ITUES). Adherence data in the intervention group (daily steps, weight, and calories) were downloaded from MyFitnessPal. Acceptability was evaluated using semistructured interviews in a subsample (n=5) of intervention group participants.

Results: A sample of 70 eligible participants (enhanced usual care group n=34; intervention group n=36) were enrolled between May and December 2019. The overall attrition was 28% at 12 weeks and 54% at 24 weeks. mHealth usability in the intervention group increased at each time point (6, 12, and 24 weeks). Adherence to self-monitoring using mHealth in the intervention group after week 1 was 55% for steps, 39% for calories, and 35% for weights; at the end of the 12-week intervention, the adherence to self-monitoring was 31% for steps, 11% for weight, and 8% for calories. Spikes in adherence coincided with scheduled in-person study visits. Structured interviews identified common technology challenges including scale and steps not syncing with the app and the need for additional technology support for those with limited mHealth experience.

Conclusions: Recruitment of rural Hispanic/Latino adults into the mHealth study was feasible using provider and participant referrals. The use of MyFitnessPal, the smart scale, and SMS text messages to self-monitor daily steps, weights, and calories was acceptable and feasible if technology support was provided. Future research should evaluate and support participants’ baseline technology skill level, provide training if needed, and use a phone call or SMS text message follow-ups as a strategy to minimize attrition. A wearable device, separate from the smartphone app, is recommended for activity tracking.
Introduction

Background

Mobile health (mHealth) refers to the use of mobile and wireless technology to achieve a health objective. While there is no standard for what constitutes mHealth, common features used alone or in combination include smartphone apps, SMS text messaging, and wearable monitoring devices. mHealth interventions targeting cardiovascular health are effective in supporting self-management of glycemic control [1,2], blood pressure [3], weight [4], and physical activity behavior [5]. Despite the evidence of mHealth intervention effectiveness, few studies have included Hispanic/Latino adults [6,7], and no studies focused on rural-living Hispanic/Latino adults were found [1]. In urban-living Hispanic/Latino adults with type II diabetes, mHealth improved medication adherence, increased fruit and vegetable consumption, and increased physical activity with SMS text messages 3 times a day for 3 weeks [8]. Another study reported lowered hemoglobin A1c (HbA1c) levels by sending SMS text messages (informational, motivational, and prompting) over 6 months [2].

Hispanic/Latino adults, a population underrepresented in mHealth intervention studies targeting cardiovascular risk, have notable cardiovascular health disparities. In the general population, type II diabetes affects 17% of Hispanic/Latino adults compared to 8% of non-Hispanic White adults [9]. Cardiovascular morbidity and mortality outcomes are worse for the Hispanic/Latino adult population with a greater risk of developing heart failure [10] and a 50% higher likelihood of death from complications related to diabetes than non-Hispanic White adults [11]. Among Hispanic/Latino adults living in rural areas, the prevalence of obesity is higher (Hispanic/Latino adults: 36%; non-Hispanic White adults: 32%), and health status is reported as low or poor (Hispanic/Latino adults: 28%; non-Hispanic White adult: 19%) [12]. Healthy diet and physical activity behaviors, which can be self-managed using mHealth, are less common among Hispanic/Latino adults, particularly among those with type II diabetes [13,14]. Clearly, the Hispanic/Latino adult population has increased cardiovascular risk that is not adequately managed.

An estimated 19% of the total United States population is Hispanic with the fastest growth of this population observed in rural areas [15]. In the United States, an estimated 79% of Hispanic/Latino adults and 71% of rural-living adults own a smartphone [16]. Most adults in rural areas access the internet daily (76%); however, high-speed internet access is a major concern for rural adults (13%) compared to urban adults (24%) [17]. While Hispanic/Latino adults are noted to use smartphones to text and access email [18], it remains unclear how likely they are to use smartphone apps to actually manage their health [19]. One study in rural-living Hispanic/Latino adults indicated that 81% had the willingness to use mHealth, but few (15%) were aware of how mHealth could support the self-management of chronic health conditions like hypertension and diabetes [20].

A national survey on health app use found that Hispanic/Latino adults were significantly more likely to use a health app compared to non-Hispanic adults, and the most common feature desired was the ability to communicate with a health care provider through the health app [21].

Theoretical/Conceptual Framework

The intervention in this pilot study was based on the concept of chronic disease self-management. Specific self-management skills include decision-making (what is my priority health problem?), problem-solving (what can I do to manage this problem?), action-taking (how do I begin managing this problem?), accessing resources, and partnering with a health care provider [22]. Goal setting theory [23] and self-efficacy, a concept of social cognitive theory [24], support the mHealth intervention to build self-management skills and establish new patterns of healthy behavior (Textbox 1).
Textbox 1. mHealth intervention components.

**Goal setting**
- Priority health conditions selected
  - Participant and nurse practitioner (NP) determine together
- Investigator-set participant goals
  - Weigh daily using scale synced to MyFitnessPal (MFP)
  - Log all food and drink consumed in MFP
  - Achieve prescribed daily calorie target based on age, gender, and activity level [25]
  - Walk 10,000 steps per day using MFP step tracker

NP visit
- Baseline-15 min
- 6 weeks-15 min
- 12 weeks-15 min

**Self-efficacy**
- Physiologic feedback
  - Biometrics, lab tests, and fitness test performed
  - Results reviewed and personalized report given to the participant

NP visit
- Baseline-15 min
- 6 weeks-15 min
- 12 weeks-15 min
- Verbal persuasion

SMS text messages to prompt MFP use, provide health information on priority health conditions, and encouragement
- Twice weekly via Remind smartphone app
- Mastery experiences
  - Use digital scale to see sync to MFP
  - Find daily step count in MFP
  - Practice logging food/drink items in MFP
- Tech support visit
  - Baseline-30 min
  - 6 weeks-15 min
  - 12 weeks-15 min

**Purpose**
The purpose of this study was to evaluate the feasibility, usability, and acceptability of a stand-alone mHealth cardiovascular risk self-management intervention using MyFitnessPal, a compatible smart scale, and an engaged bilingual health care provider in a rural Hispanic/Latino adult population.

Given the limited number of mHealth interventions to reduce cardiovascular risk in the Hispanic/Latino adult population, it is important to understand what aspects of mHealth interventions are most engaging and usable.
Methods

Study Design
A descriptive study design using quantitative and qualitative methods was used to evaluate the feasibility, usability, and acceptability of a cardiovascular risk self-management mHealth intervention conducted with rural Hispanic/Latino adults between May 2019 and June 2020. The 12-week intervention was tested using an unblinded randomized 2-group design. Both groups were asked to use MyFitnessPal to self-monitor daily steps, weight, and calories. The intervention group received support to download, initiate, and troubleshoot technology challenges with MyFitnessPal and a smart scale, while the enhanced usual care group received only a general recommendation to use MyFitnessPal to support healthy behaviors. This report details the feasibility and acceptability of the mHealth intervention and compares mHealth usability between the 2 groups. The cardiometabolic health outcomes in both groups are reported separately [26].

Sample and Setting
A sample of 70 rural-living Hispanic/Latino adults was recruited from 2 rural communities in Nebraska. Inclusion criteria were Hispanic/Latino adults (aged 19-65 years); English or Spanish speaking; living within 50 miles of either community; self-report hypertension, obesity, type II diabetes, or dyslipidemia; having a smartphone; and using Bluetooth or Wi-Fi. Exclusion criteria were current participation in a health behavior program (eg, Weight Watchers), BMI ≥ 45 unless a clinician granted permission, or high risk for a cardiac event during fitness testing. Pregnant women were excluded from the step fitness test, BMI, and waist measurement.

In this study, a minimum sample of 54 (27 per group) was determined by setting the desired margin of error for the mean metabolic equivalents (METs), the primary outcome of cardiometabolic fitness, at no more than 0.80. Using a standard deviation for walking METs of 2.00, a minimum sample size of 27 per group yields a margin of error of 0.75. A margin of error assumed a 95% confidence interval. With an assumed attrition rate of 30%, the total sample goal was 70 (35 per group), which is appropriate for pilot work, allowing for descriptive statistics, estimation of effect sizes, and hypothesis generation [27].

Intervention Development
To support intervention development and delivery, a community advisory board was established. Members of the board included two Hispanic/Latino community residents and representatives of the local federally qualified health clinic, local public health department, Hispanic community center, and educational service unit. The board had 2 in-person meetings and communicated through email to advise on community resources, recruitment strategies, and the cultural relevancy of the SMS text messages that were developed for the intervention group.

mHealth Intervention Group
The intervention group received the MyFitnessPal premium version (US $50), the Withings Body+ smart scale (US $75), consultation with a bilingual nurse practitioner and tech support person, and SMS text messages twice a week via the free Remind app in the participant preferred language (English or Spanish) (Textbox 1). MyFitnessPal premium was selected because of the availability in Spanish, the large food database (6 million items), and the capacity to track adherence through a “diary share” feature and a downloadable CSV data file. Bilingual tech support was provided to initialize all technology including assisting with downloading and setting up the MyFitnessPal app on participants’ phones. During the 30-minute tech support visit, each participant received verbal and written instructions on how to use both the app and the smart scale. The teach-back method was used to confirm understanding.

Enhanced Usual Care Group
This group received a general recommendation to use the free version of MyFitnessPal to support a healthy lifestyle, but they did not receive technical support to download or initiate the app. At the 6-week visit, the participants had a weight and blood pressure check and were again encouraged to use MyFitnessPal but were not provided technical support. At the last 24-week visit, this group received the smart scale, a consultation with the bilingual nurse practitioner, and a visit with a tech support person.

Procedures
To standardize the intervention the following were used: a training manual with topic checklist, set time allowances for study activities, a script for participant visits, and role-playing participant visits prior to beginning recruitment. Participants were recruited using bilingual flyers posted in the community, zip code–targeted Facebook ads, and within the local clinic. A study coordinator took calls from those interested in the study, discussed eligibility, and scheduled study visits at either the mobile clinic or the local community center. Following informed consent and baseline measures, the participants were randomized to either the enhanced usual care group or the intervention group. Both groups had visits at baseline, 12 weeks, and 24 weeks to complete paper questionnaires, collect lab tests (HbA1c and lipids), measure biometrics (blood pressure, BMI, and waist circumference), and complete a 2-minute step test to evaluate cardiometabolic fitness. At a 6-week booster visit, weight and blood pressure were measured. Study visits were conducted in a reserved area of a community center, a conference room in a large family practice clinic, or in a small community clinic during off-clinic hours.

Ethics Approval
The study was approved by the institutional review board at the University of Nebraska Medical Center (reference number: 26). Informed consent was completed in person and in the language preferred by the participant (English or Spanish). Personal identifying information collected was limited to name, postal address, date of birth, and telephone number, and these data were stored in a locked file box and on a secure, password-protected server. Participant data were collected using paper instruments identified with a unique identification number. Participants were given a US $25 gift card for each completed visit.
Measures

Usability
An adapted Health Information Technology Usability Evaluation Scale (Health-ITUES) was used to evaluate the usability of the MyFitnessPal app and compatible smart scale. This 20-item tool uses a 5-point Likert scale (strongly disagree to strongly agree) across 4 subscales: impact on daily life, perceived usefulness, perceived ease of use, and user control [28]. Examples of items for each of the subscales include, “I think MyFitnessPal and smart scale would improve the quality of life for a person living with chronic cardiovascular conditions,” “Using MyFitnessPal and smart scale makes easier to self-manage my cardiovascular-related conditions,” “I find MyFitnessPal premium and smart scale easy to use,” and “Whenever I make a mistake while using MyFitnessPal and smart scale, I recover easily and quickly.” The scale has an overall mean possible score range of 20-100 with higher scores indicating higher usability. In our study, the overall scale had excellent reliability, Cronbach α=.94. Subscales also had good reliability with Cronbach α ranging from .82 to .97. Participants completed this measure in paper form in their preferred language (Spanish or English). The adapted Health-ITUES was completed by all intervention group participants at 6, 12, and 24 weeks. In the enhanced usual care group, only those who reported downloading/using MyFitnessPal were asked to complete the adapted Health-ITUES at 6, 12, and 24 weeks.

Adherence
Adherence was only measured in the intervention group because only the premium version of MyFitnessPal allows access to usage data. An Excel file reporting on steps (daily total), weight (by date), and calories (data total) was accessed for each intervention group participant.

Steps
Participants were asked to carry their phones with them throughout the day to track steps using the MyFitnessPal step tracker and work toward 10,000 steps per day. The step tracker is an automatic feature that was turned on at the first tech support visit.

Weight
Participants were asked to weigh themselves naked each morning using the scale that was synced to MyFitnessPal at the first tech support visit. Participants were shown how to manually enter a weight into MyFitnessPal in the event an automatic sync did not occur.

Calories
Participants were asked to log all food and nonwater beverages consumed each day using the MyFitnessPal diet tracker. They were also asked to work toward achieving a daily calorie limit based on their age, gender, and activity level [25].

Acceptability
A stratified sampling approach was used to select intervention group participants for a 15-minute semistructured interview on the acceptability of mHealth upon completion of the intervention. Interviewees were selected based on gender (male/female), age (under/over 40), and level of engagement during the study (high/low). Participants were asked specifically about their experience with (1) MyFitnessPal to track steps and calories, (2) the smart scale to track daily weight, and (3) twice weekly SMS text messages. The interviews were conducted face-to-face in a private area of the data collection space (conference room and clinic room) in the language preferred by the participant.

Analysis
Quantitative data were examined for missingness, errors, normality, and equality of variances. Continuous variables were analyzed using means and standard deviations. Categorical variables were analyzed using frequencies and percentages. Only participants who responded to a measure at a specific time point were included in analyses; therefore, the number reported at each time point varied. Qualitative data were collected through audiorecorded interviews that were transcribed verbatim in Spanish and then translated to English for thematic analysis [29].

Results
Feasibility
During enrollment (May-December 2019), 77 people expressed interest in participating, but 7 were not enrolled because they lacked a qualifying health condition. Of the 70 participants who enrolled, 45 were referred by someone already in the study, and 25 were referred by their health care provider. Table 1 details the sample demographic characteristics by group. Group differences in the demographic data were assessed with independent t tests, chi-square tests, and Fisher exact tests. No demographic variables were significantly different except for the preferred language in the study, where 77% (26/34) of the enhanced usual care group and 94% (34/36) of the intervention group preferred to complete the study in Spanish (questionnaires, informational SMS text messages, and MyFitnessPal; Fisher exact test P=.04).

The overall attrition was 28% (n=19) at 12 weeks and 54% (n=38) at 24 weeks. Attrition by group was similar at 12 weeks (enhanced usual care: n=9, 26%; intervention: n=11, 31%) and 24 weeks (enhanced usual care: n=18, 53%; intervention: n=21, 57%). Although there was missing data, this was primarily due to physical limitations with biometric testing, a mechanical limitation of blood analyzer (result too high to read), unanswered questions, and suspension of in-person data collection due to COVID-19 during the last 2 months of the study. Instead, phone calls were made to 15 participants to collect responses to the questionnaires and a self-reported weight.
### Table 1. Baseline participant characteristics by group.

<table>
<thead>
<tr>
<th></th>
<th>Enhanced usual care group (n=34)</th>
<th>Intervention group (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Responders, n</td>
<td>Value</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>34</td>
<td>40.8 (9.9)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>34</td>
<td>23 (68)</td>
</tr>
<tr>
<td>Married/cohabitating, n (%)</td>
<td>33</td>
<td>27 (82)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 12th grade</td>
<td>34</td>
<td>21 (58)</td>
</tr>
<tr>
<td>More than 12th grade</td>
<td>34</td>
<td>15 (44)</td>
</tr>
<tr>
<td><strong>Country of origin, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>34</td>
<td>9 (26)</td>
</tr>
<tr>
<td>Mexico</td>
<td>34</td>
<td>21 (62)</td>
</tr>
<tr>
<td>Guatemala</td>
<td>34</td>
<td>1 (3)</td>
</tr>
<tr>
<td>El Salvador</td>
<td>34</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Honduras</td>
<td>34</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Language, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English proficient</td>
<td>33</td>
<td>11 (33)</td>
</tr>
<tr>
<td>Preferred Spanish during the study</td>
<td>34</td>
<td>26 (77)</td>
</tr>
<tr>
<td><strong>Household income per year (US $), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>33</td>
<td>8 (24)</td>
</tr>
<tr>
<td>10,000-50,999</td>
<td>33</td>
<td>23 (68)</td>
</tr>
<tr>
<td>≥60,000</td>
<td>33</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>33</td>
<td>16 (47)</td>
</tr>
<tr>
<td><strong>Number of people living in a household, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>34</td>
<td>5 (15)</td>
</tr>
<tr>
<td>4</td>
<td>34</td>
<td>15 (44)</td>
</tr>
<tr>
<td>≥5</td>
<td>34</td>
<td>14 (41)</td>
</tr>
<tr>
<td>No health insurance, n (%)</td>
<td>33</td>
<td>18 (53)</td>
</tr>
</tbody>
</table>

### Usability

Usability was higher in the intervention group at all 3 time points and increased at each time point (6, 12, and 24 weeks). Fewer participants in the enhanced usual care group completed the usability measure compared to the intervention group at all 3 time points. This was due to only collecting the Health-ITUES from those who reported downloading the free version of MyFitnessPal (Table 2). Given the small numbers in the enhanced usual care group, descriptive statistics are reported rather than a statistical test of difference between groups.
Table 2. Perceived usability of mHealth by groups.

<table>
<thead>
<tr>
<th></th>
<th>Enhanced usual care(^a) (n=34)</th>
<th>Intervention (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Responders, n</td>
<td>Min</td>
</tr>
<tr>
<td><strong>At 6 weeks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact on daily life</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Usefulness</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>User control</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Composite score</td>
<td>3</td>
<td>45</td>
</tr>
<tr>
<td><strong>At 12 weeks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact on daily life</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Usefulness</td>
<td>8</td>
<td>27</td>
</tr>
<tr>
<td>Ease of use</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>User control</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Composite score</td>
<td>8</td>
<td>66</td>
</tr>
<tr>
<td><strong>At 24 weeks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact on daily life</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Usefulness</td>
<td>6</td>
<td>31</td>
</tr>
<tr>
<td>Ease of use</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>User control</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Composite score</td>
<td>6</td>
<td>76</td>
</tr>
</tbody>
</table>

\(^a\)Only those who reported downloading MyFitnessPal were asked to complete usability measure.

**Adherence**

Intervention group adherence data were obtained from the MyFitnessPal premium app, which reported a daily step total, weight by date, and a daily calorie total. A dichotomous variable was created to indicate the presence or absence of captured data for each of the self-monitoring activities: daily steps, weight, and calories/meal (breakfast, lunch, and dinner). Weekly adherence for steps, weight, and calories was determined by the number of days per week of data capture. In this study, participants were adherent to mHealth self-monitoring if there was data captured ≥4 days per week for each week during the intervention (weeks 1-12) and postintervention (weeks 13-24).

**Steps**

In the first week of data collection, 55% (n=20) of the intervention group participants were adherent to the daily step capture using MyFitnessPal premium. Step adherence fell gradually to 31% (n=11) at the end of the intervention at week 12. Step adherence continued to gradually decline to 0% at 24 weeks. An observable spike in step adherence was noted at weeks 6 and 11 (Figure 1). The increases in step adherence coincide with in-person study visits at weeks 6 and 12.
Weights
In the first week of data collection, 35% (n=12) of the intervention group participants were adherent to the daily weight capture using MyFitnessPal premium and compatible smart scale. Weight adherence trended down to 11% (n=4) at the end of the 12-week intervention and to 0% at week 24. Similar to step adherence, there was a spike in weight adherence at weeks 5 and 11, which corresponds with in-person study visits at weeks 6 and 12, respectively.

Calories
In the first week of data collection, 39% (n=14) of the intervention group participants were adherent to logging food and nonwater beverages consumed each day using the MyFitnessPal diet tracker. Food logging trended down to 8% (n=3) for the intervention group participants at week 12 and to 0% at 24 weeks.

Acceptability
Five participants completed an interview about the intervention. Three interviewees were low engagers (2 female participants and 1 male participant) and 2 were high engagers (1 female participant and 1 male participant). Three themes were identified: (1) mHealth is useful, (2) mHealth has challenges, and (3) changes may be needed for success with a future study (Textbox 2). Participants described mHealth as useful by creating “self-awareness,” “personal accountability,” “empowerment,” and “motivation” to work on their health behaviors. The Spanish setting in MyFitnessPal and Spanish SMS text messages were appropriate and understandable. One participant remarked, “it [mHealth] works not only for you but for the other members of your family.” Participants also described exploring and using other mHealth features including macronutrient information, BMI calculation, and the visual weight trend on the scale.
was evaluated as mixed. The low number of participants in the enrollment was evaluated as adequate, and participant retention of Hispanic/Latino adults. The feasibility of recruitment or cardiovascular risk self-management intervention with rural feasibility, usability, and acceptability of a randomized mHealth To our knowledge, this is the first study to evaluate the Discussion

of activity tracking.

the MyFitnessPal app was suggested to increase the accuracy of receiving messages. A wearable activity monitor instead of text messages “motivating” and suggested a feature to “opt-out” something for my health.” One participant did not find the SMS and felt they were “good” and helpful to “remind me to do tracked. Most of the interviewees “liked” the SMS text messages into MyFitnessPal so that homemade food could be accurately use. Additional training was also suggested for entering recipes into MyFitnessPal so that homemade food could be accurately tracked. Most of the interviewees “liked” the SMS text messages and felt they were “good” and helpful to “remind me to do something for my health.” One participant did not find the SMS text messages “motivating” and suggested a feature to “opt-out” of receiving messages. A wearable activity monitor instead of the MyFitnessPal app was suggested to increase the accuracy of activity tracking.

Recommendations for a future study

• “You need to give yourself time to register or to learn because I really have not learned to do it well.” (ID 40)
• “Explain to us a bit more about the portions that we need to eat during the day.” (ID 40)
• “If I had had a different device, I think I would have liked it better. But to just use the phone to keep track of steps, no.” (ID 6)

Participants experienced disruptions in the automatic sync function of the app, resulting in steps and weights that were not captured. These technical issues would either be ignored, managed, or reported to the technology support person during in-person meetings. The accuracy was questioned by participants. They reported the counter was not picking up steps or they may not have had their phone with them when being active. The accuracy of calorie tracking was also questioned because portion size estimation was difficult, and the food database had limited ethnic foods. Three participants noted time as a barrier to logging food into the app.

The low mHealth engagers suggested more training or orientation for those who were not as skilled with smartphone use. Additional training was also suggested for entering recipes into MyFitnessPal so that homemade food could be accurately tracked. Most of the interviewees “liked” the SMS text messages and felt they were “good” and helpful to “remind me to do something for my health.” One participant did not find the SMS text messages “motivating” and suggested a feature to “opt-out” of receiving messages. A wearable activity monitor instead of the MyFitnessPal app was suggested to increase the accuracy of activity tracking.

Discussion

To our knowledge, this is the first study to evaluate the feasibility, usability, and acceptability of a randomized mHealth cardiovascular risk self-management intervention with rural Hispanic/Latino adults. The feasibility of recruitment or enrollment was evaluated as adequate, and participant retention was evaluated as mixed. The low number of participants in the enhanced usual care group who downloaded and used the MyFitnessPal app as advised suggests that the mere recommendation by a health care provider to use a widely available commercial app to self-manage health behaviors is not enough to trigger and sustain mHealth use. Among those who received mHealth support in the intervention group, the usability of the MyFitnessPal app and smart scale to self-monitor daily steps, weight, and calorie intake was high and increased over time. Adherence to using the app and scale followed a typical gradual decline trajectory with upticks corresponding with in-person visits. Indications that the mHealth intervention was not acceptable were not detected in the subsample of intervention group participants who completed semistructured interviews.

Engaged health care providers and referrals from enrolled participants allowed the target sample of 70 participants to be enrolled over an 8-month period. For a larger, fully powered trial, it will be important to ensure buy-in and support of key local health care providers and consider incentivizing enrolled participants to refer others from their social network to participate. While the COVID-19 pandemic likely contributed to the high attrition rate at 24 weeks (n=38, 54%), the attrition rate at 12 weeks (n=19, 28%) was higher than the average rate of 18% observed in health behavior trials [30] but less than the 40% observed in app-based interventions targeting chronic disease management [31]. In a 24-week mHealth intervention targeting glycemic control in 126 urban-living Hispanic/Latino adults, 16% (n=11) of the intervention group and 5% (n=3) of the usual care group did not complete any follow-ups [2]. Participants presented for in-person data collection at baseline, 3 months, and 6 months; however, a study coordinator called

Textbox 2. Intervention group participant quotes.

Mobile health (mHealth) is useful

• “I was in control of my food, I was able to register it, and I was able to give myself feedback with regard to what I was doing. I was able to see it there, in real time or what I was eating, if I was losing [weight], if I was doing enough exercise.” (ID 6)
• “It helps me control my food intake because I can see that I am close to reaching my daily goal.” (ID 2)
• “They [text messages] make me feel important. And also, it motivates me to keep putting in the effort.” (ID 49)
• “You notice whether or not you exercised that day...if I was not able today, I can do it tomorrow.” (ID 40)

mHealth has challenges

• “It [MyFitnessPal] did not have the data with typical Latino foods…. For example, there was fried Asian rice, but it is not the same as fried Latino rice.” (ID 6)
• “Registering the foods…I think it is harder to do because we are Latinos and we cook in large quantities and we serve many portions.” (ID 13)
• “It is a bit complicated to be able to register my foods.” (ID 49)
• “I always carry my phone with me, but I don’t always have the location on. Therefore, I knew that sometimes I personally had walked, let us say, 10,000 steps, but only 7,000 or 6,000 were registered—it did not help me to stay motivated because I would say to myself “I did so much, and it only registered 6,000 steps.” (ID 6)
• “I had to restart the scale five times along with my phone.” (ID 6)

Intervention group participant quotes.

https://formative.jmir.org/2022/12/e40379

JMIR Form Res 2022 | vol. 6 | iss. 12 | e40379 | p.642

(page number not for citation purposes)
the patient if a blood glucose reading exceeded a set range or if a blood sugar reading was not received for 1 week [2]. Phone calls, to build personalismo, may be a particularly culturally relevant strategy for reaching and maintaining contact with Hispanic study participants [32]. Future studies may consider the measurement and evaluation of personalismo in relation to mHealth engagement by Hispanic participants [32].

Increasing usability, as measured by the adapted Health-ITUES, over 3 time points within the intervention group is an indication that with time and experience participants become more comfortable, and therefore, mHealth may grow more useful for managing one’s own health. Difficulties with app use reported by low engagement during the structured interviews indicate a need to evaluate participants on their skill and confidence with mHealth technology prior to using this type of mHealth in the future. Even when participants owned a smartphone and used the SMS text messaging feature, it did not ensure competency with a commercially available health app like MyFitnessPal. Others have found that Hispanics may not have the knowledge to fully benefit from prevalent functionalities (ie, calorie tracker, macronutrient information, and sharing food logs with peers for accountability) offered by health apps [33]. An eHealth Literacy Assessment Toolkit is available, which includes reliable and valid methods of assessing not only health literacy but also technology familiarity, confidence, and incentives for engagement [34]. For future studies, assessing technology skills and confidence at the beginning of the intervention would allow for adjustment and tailoring of the mHealth training and orientation to better meet participant needs. In the enhanced usual care group, very few participants downloaded the free version of MyFitnessPal as advised. This limited the feasibility of comparing usability outcomes between groups, and future studies should consider alternative designs.

mHealth adherence in this study followed a trajectory similar to that observed in other intervention studies using a health app to self-monitor diet, weight, and activity in both rural and urban adults [35,36]. Specifically, adherence waned over the course of the study with sharper declines following the end of the intervention. In this study, adherence increases were observed around 6, 12, and 24 weeks when in-person visits occurred. It may be that the in-person visits reminded participants that they were being observed, and therefore, they altered their behavior. Group differences in the theoretical measures of self-management (self-efficacy, activation, and self-regulation) are reported in [26]. Although not significant, a medium intervention effect on self-regulation was observed at 12 and 24 weeks. In this study, the intervention group received in-person visits with a bilingual nurse practitioner and technology support person, which may have facilitated the development of self-monitoring skills (weight, calorie intake, and physical activity).

The qualitative structured interviews informed on acceptability of the mHealth intervention. While participants may have been reluctant to be overly critical of the study with the research team, indications of complete unacceptability were not detected. Low engagers acknowledged their own barriers to using the self-monitoring tools (MyFitnessPal app and smart scale) as well as provided suggestions on how to reduce barriers to mHealth usage. Acceptability may be enhanced by providing those with limited experience or low confidence with technology additional training, use of a wearable activity monitor instead of using an app to capture steps, training/troubleshooting on entering recipes into a food database, and culturally tailored education on portion size. Other methods of evaluating acceptability should be considered. For example, ecological momentary assessments (EMAs) provide a real-time data collection strategy delivered in the user’s natural environment. Among low-income Spanish-speaking adults, EMAs and language content analysis of brief SMS text message responses allowed for a deeper understanding of participant responses to depression treatment [37].

A limitation of this study was that adherence data were not collected in the enhanced usual care group, as the free version of MyFitnessPal does not have data extraction features. A future study would need to have adherence data collected from all participants to examine theoretical drivers of adherence. Adherence increases may also be explained by technology fixes that occurred during in-person visits such as re-establishing the capture of steps and scale and app syncing, although the increases are noted to begin the week prior to in-person visits. We acknowledge that the broad use of “Hispanic/Latino” does not recognize the full diversity of the population in the United States. Future studies should include additional demographic variables and a sample large enough to be able to denote specific subgroup differences.

Despite the increased use of mHealth in the United States, few culturally and linguistically tailored mHealth interventions have been tested with the Hispanic/Latino adult population. We found that a mHealth intervention using MyFitnessPal, a smart scale, and SMS text messages with rural Hispanic/Latino adults to self-monitor daily steps, weights, and calories was acceptable and feasible if technology support was provided. Like most mHealth interventions with predominately White populations, mHealth engagement with our Hispanic/Latino adult sample waned over time, and culturally tailored strategies to combat attrition are recommended. Professionals who are considering using mHealth technologies in practice should tailor them according to individual skill level, experience, and confidence. App developers should consider cultural and linguistic tailoring to meet the needs of diverse populations. In conclusion, mHealth can be leveraged to promote public health and help patients self-manage cardiovascular risk factors, particularly in the absence or limited supply of health care providers in rural communities.
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Abstract

People with disabilities represent the largest minority group in the United States and a priority population for health services research. Despite federal civil rights law, people with disabilities face inaccessible health care environments that fail to accommodate their disability. We present Michigan Medicine’s Disability and Accommodations Tab. This patient-facing questionnaire and shared data field in the electronic health record enables the collection and reporting of patient disability-related accommodations. The Disability Tab seeks to address provider- and clinic staff–reported barriers to providing accommodations and fosters an opportunity to redesign health care to meet the needs of people with disabilities.
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Introduction

People with disabilities represent a considerable proportion of the US population, with 27% of adults (in 2019) and 4% of children (in 2019) having a disability [1,2]. This population experiences widespread health inequities, largely due to stigma in society and inaccessibility of health care services. Due to these inequities, national public health and health care organizations (eg, the Agency for Health care Research and Quality [3]) deem people with disabilities as a priority population in health services research and detail several national health objectives (eg, Healthy People 2030 [4]) to improve the health of this population. To achieve these health objectives, however, we must address the inaccessibility of health care services and tailor these services to meet the needs of people with disabilities [5].

Federal civil rights laws in the United States—including Section 504 of the Rehabilitation Act of 1973, the Americans with Disabilities Act of 1990, and Section 1557 of the Patient Protection and Affordable Care Act—delineate the responsibility of health care organizations to be accessible to people with disabilities. Despite these mandates, many health care environments remain inaccessible to people with disabilities [6-13]. The failure to provide disability accommodations appears, at least in part, due to a lack of knowledge on disability accommodations among care team members. A recent study by Iezzoni et al [14] found that 71% of US physicians provided incorrect answers on who makes decisions about reasonable
accommodations for people with disabilities, and 68% believed they were at risk for an Americans with Disabilities Act lawsuit because of accommodation issues. Misunderstanding accommodation needs and responsibilities may be due to the fact that disability accommodations are not systematically addressed in most health care systems. In many health systems, people with disabilities who require disability-related accommodations have to request the accommodation to care team staff prior to or during every medical encounter [7,15]. A lack of advanced knowledge of accommodation needs is a primary barrier to providing accommodations that can be attributed to a lack of widescale, systematic accommodation reporting [15]. This lack of centralized reporting of patient disability status and requested accommodations has been a source of inaccessibility for people with disabilities and an increasing risk for litigation for health systems [15-17].

To address barriers in communicating accommodations, the Centers for Medicare and Medicaid Services recommends collecting disability-related information at the point of care [18]. The use of health informatics, specifically electronic health records (EHRs), can improve the provision of accommodations for people with disabilities, and therefore, improve the delivery of patient care and promote health equity [15,17,19,20]. However, the description of tools to systematically collect patient disability-related information is limited.

**Michigan Medicine's Disability and Accommodations Tab**

**Development**

Michigan Medicine, the health care system owned and operated by the University of Michigan Medical School, is one of the largest health care systems in Michigan, serving over 2.7 million patient encounters per year at 3 hospitals and 40 outpatient clinics. Michigan Medicine has already developed strong commitments to improving the health of people with disabilities, including the establishment of model clinics, such as the Deaf Health Clinic in Family Medicine, and recognition and financial support for the Center for Disability Health and Wellness [21,22].

In 2019, Michigan Medicine’s faculty and staff (including CM and MMM), with the support of Michigan Medicine’s Disability Resource Group, met with MiChart Ambulatory Team (including HH) to create the Disability and Accommodations Tab (or “Disability Tab”). The Disability Tab is a shared data field based on a questionnaire (ie, SmartForm) within Michigan Medicine’s version of Epic, called MiChart, which collects discrete data from both the patient-facing portal (Figure 1) and care team members. Patients wishing to report needed disability-related accommodations through the patient portal can complete the optional questionnaire in the same location as the Gender Identity, Sexual Orientation, and Poke Plan questionnaires. These questionnaires have the functionality to be routinely pushed to patients prior to ambulatory care encounters for intake. For care team members, the Disability Tab questionnaire can be completed through MiChart. The description of the questionnaire in the patient portal is as follows:

*Michigan Medicine is working to improve accessibility for patients with disabilities. This form is to identify accommodations that patients with disabilities may need when accessing Michigan Medicine clinics and hospitals. Completing this form does not guarantee that your Michigan Medicine clinic or facility has the accommodation available. If a specific accommodation is not available, Michigan Medicine is committed to working with you to find an effective alternative. Please directly inform your care team for any specific and urgent accessibility requests.*

Initial disability classifications and accommodation options listed in the Disability Tab were created by subject matter experts at Michigan Medicine in collaboration with people with disabilities, disability advocacy groups and service centers, and care team staff who work routinely with people with disabilities. In June of 2021, the University of Michigan’s Center for Disability Health and Wellness established a work group to manage the development, pilot testing, and implementation of the Disability Tab. This group further refined the disability and accommodation options to meet federal, state, and local regulatory guidance, in addition to common accommodations for different disabilities (Table 1). For example, initially we implemented a general accommodation to indicate the need for visitor or mask exemptions related to the COVID-19 pandemic. Based on guidance from the Centers for Disease Control and Prevention [23] and Michigan Medicine’s Patient Civil Rights Coordinator, we refined the accommodations to be disability-specific (eg, a patient with blindness or low vision may have an indicated need for a visitor to be present to assist but not a mask mandate exemption).

Of note, the disability options listed on the Disability Tab differ from the Washington Group questions and the American Community Survey questions, as those specific questions measure only functional or activity limitations (eg, difficulty seeing and difficulty concentrating) [24,25]. For instance, one question on the American Community Survey asks, “Because of a physical, mental, or emotional problem, do you have difficulty doing errands alone such as visiting a doctor’s office or shopping?” This question combines multiple functionally and qualitatively different disability categories that have different indicated accommodation needs. To assist in streamlining the provision of accommodations, we opted to be specific with respect to the type of disability a patient presents.

Data from this questionnaire are displayed on patient’s Storyboard in MiChart (Figure 2), notifying care team members of the patient’s disability and accommodation needs. On the Storyboard, in the patient’s demographic section, there is a section for disability accommodations displayed next to medical interpreter needs and gender identity. The brief section in the demographic column identifies only the patient’s indicated disability or disabilities. MiChart users can then click this section to open a section of the medical record listing the indicated accommodation needs.
The Disability Tab became active in the EHR and patient portal in October 2020. As of December 2021, however, the Disability Tab had not been promoted by Michigan Medicine nor had systematic data collection been incorporated into the clinic workflows due to the COVID-19 pandemic. In addition, no patient portal (MyChart or MyUofMHealth) reminder had prompted patients to complete the questionnaire. Despite this lack of promotion, as of December 13, 2021, almost 3000 patients (n=2941) had completed questionnaires (for reference, Michigan Medicine has over 240,000 active primary care patients). Among these patients, 1 in 4 (n=738, 25.1%) report mobility disabilities, followed by patients reporting mental health disabilities (n=441, 15%); patients who are deaf, hard of hearing, or deafblind (n=426, 14.5%); patients with cognitive disabilities (n=388, 13.2%); speech or other communication disabilities (n=209, 7.1%); blindness or low vision (n=185, 6.3%); and upper body or fine motor skill impairment (n=161, 5.5%).

Several health system-wide initiatives have recognized the potential benefits of the Disability Tab to collect and display information about accommodation needs. One of these initiatives was the May 2022 rollout of MyChart Bedside, a tablet-based inpatient portal tool to improve the patient experience. The use of MyChart Bedside enables patients to complete the Disability Tab questionnaire during their inpatient stays directly from their MyChart Bedside tablets. These patient responses populate the Disability Tab field in the Storyboard for care team members to see. As of September 1, 2022, a total of 4732 patients have Disability Tab information in their medical records. Among these patients, mobility disabilities and wheelchair use were the most common (n=1134, 24%), followed by no disabilities (n=939, 19.8%); ‘other’ disabilities (n=800, 16.9%); hard of hearing, deafness, or deafblindness (n=793, 16.8%); mental health disabilities (n=676, 14.3%); cognitive disabilities (n=653, 13.8%); speech disabilities (n=356, 7.5%); blindness (n=330, 7%), upper body and fine motor skill impairment (n=256, 5.3%); other sensory disabilities (n=223, 4.7%); and respiratory disabilities (n=43, 0.9%).

Figure 1. Example of the Disability and Accommodations Tab questionnaire in the patient-facing portal. As the tool is specific to requesting disability-related accommodations, the requested accommodation is required after selecting a disability classification. © 2022 Epic Systems Corporation. The MyUofMHealth App is powered by MyChart® licensed from Epic Systems Corporation, © 1999-2022.
Table 1. Disability and accommodation options in Michigan Medicine’s Disability and Accommodations Tab.

<table>
<thead>
<tr>
<th>Disability classification</th>
<th>Available accommodation options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blind/low vision</td>
<td>• Audio descriptors&lt;br&gt;• Braille&lt;br&gt;• Provide documents in large print&lt;br&gt;• Screen readers&lt;br&gt;• Human guide&lt;br&gt;• Exceptions to the COVID-19 visitor policy&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Cognitive, intellectual, or developmental</td>
<td>• Assistance with completing surveys/patient intake&lt;br&gt;• Check for understanding&lt;br&gt;• Closed captioning during video visits&lt;br&gt;• I want to give people information in advance, before going to the clinic (see ‘other’)&lt;br&gt;• I have a support person, please involve them in my medical discussions&lt;br&gt;• Provide directions/follow-up in writing&lt;br&gt;• Use visuals or pictures to explain concepts&lt;br&gt;• Modifications to the COVID-19 mask policy&lt;br&gt;• Modifications to the COVID-19 visitor policy&lt;br&gt;• Need for reduced sensory input&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Hard of hearing, deaf, or deafblind</td>
<td>• Assistive listening devices&lt;br&gt;• ASL® interpreter&lt;br&gt;• Closed captioning during video visits&lt;br&gt;• Provider(s) and staff wear a clear mask&lt;br&gt;• Provide directions/follow-up in writing&lt;br&gt;• Quiet space for communication&lt;br&gt;• Real-time captioning&lt;br&gt;• Use written communication or information&lt;br&gt;• Modifications to the COVID-19 visitor policy&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Mental health</td>
<td>• Additional structure and assistance regulating emotions&lt;br&gt;• Clear protocols to help me prepare for care&lt;br&gt;• Need for reduced sensory input&lt;br&gt;• Provide directions/follow-up in writing&lt;br&gt;• Modifications to the COVID-19 mask policy&lt;br&gt;• Modifications to the COVID-19 visitor policy&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Mobility disability or wheelchair use</td>
<td>• Adjustable tables&lt;br&gt;• Assistance with transfers and walking&lt;br&gt;• Availability of transfer equipment (eg, a lift, a transfer board)&lt;br&gt;• Human assistance with transfers&lt;br&gt;• Larger exam rooms&lt;br&gt;• Wheelchair scales&lt;br&gt;• Modifications to the COVID-19 mask policy&lt;br&gt;• Modifications to the COVID-19 visitor policy&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Respiratory</td>
<td>• Modifications to the COVID-19 mask policy&lt;br&gt;• Need for oxygen tank&lt;br&gt;• Plug outlet for oxygen concentrator&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Speech/communication</td>
<td>• Closed captioning during video visits&lt;br&gt;• Confirm that I understand&lt;br&gt;• Give me additional time to speak&lt;br&gt;• Understanding prompts from the provider&lt;br&gt;• Whiteboards for communication&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Other sensory</td>
<td>• Fragrance-free environment&lt;br&gt;• Limit touch&lt;br&gt;• Placement in room early&lt;br&gt;• Other, please specify</td>
</tr>
<tr>
<td>Disability classification</td>
<td>Available accommodation options</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Upper body and fine motor skill impairment</td>
<td>• Assistance with clothing management</td>
</tr>
<tr>
<td></td>
<td>• Assistance with completing surveys/patient intake</td>
</tr>
<tr>
<td></td>
<td>• Assistance with transfers</td>
</tr>
<tr>
<td></td>
<td>• Modifications to the COVID-19 mask policy</td>
</tr>
<tr>
<td></td>
<td>• Modifications to the COVID-19 visitor policy</td>
</tr>
<tr>
<td>Other (please specify)</td>
<td>• Other, please specify</td>
</tr>
<tr>
<td>None</td>
<td>_ b</td>
</tr>
</tbody>
</table>

a ASL: American Sign Language.

b —: Not applicable.

Figure 2. Example of the Disability and Accommodations Tab on the patient Storyboard in MiChart. © 2022 Epic Systems Corporation.

Updating the Disability Tab

Modifications to the SmartForm used for the Disability Tab requires substantial time for revising the code and testing for quality assurance before revisions are ‘live’ in the EHR. Further, ‘retiring’ disability or accommodation categories can lead to missing data if not properly coded. For this reason, we have implemented a Change Review Board process to review requested changes (eg, adding an accommodation field) with respect to the financial, reporting, and human resource impacts. The Disability Tab Change Review Board solicits regulatory feedback from both the Americans with Disabilities Act Coordinator and Patient Civil Rights Coordinator, and other interested parties (eg, the Office of Patient Experience).

With the implementation of the Disability Tab in MyChart Bedside (in May 2022), we recognized the need for a ‘mark as reviewed’ function on the questionnaire. This is particularly important when patient disability-related accommodation needs change due to onset or progression of disability. To address this need, we developed a button on the SmartForm that records the last user and the date or time the questionnaire was reviewed.

Identifying Opportunities for Ambulatory Care Workflow Integration

To identify opportunities to integrate disability data collection within the workflow in outpatient clinics, the Disability Tab started being actively used (eg, patients’ disability-related needs being documented by the care team on the Disability Tab) at the Dexter Health Center, operated by Michigan Medicine’s Department of Family Medicine, in March 2022. At Dexter Health Center, patients are asked to complete a paper version of the Disability Tab questionnaire, which then gets added to the electronic Disability Tab by clerical or medical assistants. Once entered, this information becomes available across all clinical encounters across Michigan Medicine Health Systems. Staff at this clinic are using the Disability Tab to prepare accommodations in advance of future clinic appointments. To understand modifications to their workflow and acceptability among care team staff, we are collecting data in an ongoing
quality improvement study. Results of this study, focused on operation workflow of the Disability Tab (for collecting information and providing accommodations), will be disseminated at a later date.

Discussion

Principal Findings

With the widespread lack of centralized disability services in health care systems, health care providers and clinic staff are often responsible for determining and providing disability accommodation needs [16]. This process, however, presents challenges, particularly with staff communication across patient encounters regarding disability accommodations. Studies, including an unpublished quality improvement study at Michigan Medicine [26], find that being unaware of the need for an accommodation in advance is a common barrier to providing accommodations to people with disabilities [15]. This is concerning since clinic staff are integral to arranging accommodations for upcoming appointments for people with disabilities.

The Disability Tab provides an opportunity to specifically address provider and clinic staff barriers in providing accommodations to people with disabilities. Patients can report their specific disabilities and accommodation needs by filling out the questionnaire within the patient portal or being prompted by care team staff at the point of care; this information appears for health care providers and clinic staff in the Storyboard, as part of the patient’s demographic information. Moreover, this tool provides the opportunity to identify and articulate the role of caregivers as well as any alterations related to patient autonomy, addressing barriers often experienced by patients who have cognitive, intellectual, or developmental disabilities.

By design, the Disability Tab reports disability-related accommodation needs information systemwide, making this available to all care team members across all clinical encounters, not just the patients’ primary care providers, or hidden within free-text clinical notes, as is common in health care [15]. This tool is critical in minimizing the information gap during patient transitions and handoffs. Moreover, the development of the Disability Tab in Epic, a major EHR system, allows for significant scalability to other health care systems, as this field could be requested and implemented by other systems that use Epic. As such, the design and implementation of the Disability Tab has the potential to facilitate the identification of individuals with disability and the standardization of disability-related information in health care as outlined under the Section 4302 of the Affordable Care Act [18].

Limitations and Future Work

The Disability Tab is still relatively early in the implementation phase and there are several opportunities for future work, particularly to respond to potential limitations. First, the Disability Tab questionnaire uses disability categories that are not standardized to the American Community Survey or Washington Group disability items. Therefore, information from the Disability Tab will not facilitate population health comparisons. Although this may be a limitation, we determined early in the Disability Tab’s development that the goal of this tool was to facilitate accommodation access, not solely collect disability prevalence information [17,20].

Given the early stage of implementation, there are several outstanding questions. one question is whether the presence of disability identity impacts the process of care. For example, during the initial impact of the COVID-19 pandemic, there was considerable discussion of rationing (ie, declining) care to people with disabilities [27,28]. How care team members use the information for care, outside of simply providing accommodations, is undetermined. An additional concern is how to clearly establish a workflow that enables outpatient clinics and inpatient services to provide requested accommodations. The Disability Tab meets the need of providing information to care team staff; it does not, however, ensure that staff are interacting with or acting on this information. Lastly, as with all clinical informatics interventions, there are concerns that the Disability Tab may further widen the gap among people with disabilities who are multiply marginalized through intervention-generated inequality [29]. The Disability Tab is currently only available in English, and it is possible that patients with limited English proficiency are not asked their disability and accommodation needs at the bedside. Further, patients who do not have reliable internet access or patient portal access are unable to complete the questionnaire online. Future efforts should focus on further equitizing this intervention.

Conclusions

In its infancy, the Disability Tab demonstrates the opportunity to leverage EHR systems and health informatics to systematically collect disability-related accommodation needs to improve the quality of care delivered to people with disabilities and improve accessibility to health care environments. We encourage other health care systems to adopt similar approaches to address the health care needs of people with disabilities.
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Abstract

Background: Vaccination remains one of the most effective ways to limit the spread of infectious diseases such as that caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the virus responsible for COVID-19. Unfortunately, vaccination hesitancy continues to be a threat to national and global health. Further research is necessary to determine the modifiable and nonmodifiable factors contributing to COVID-19 vaccine hesitancy in under-resourced, underserved, and at-risk rural and urban communities.

Objective: This study aimed to identify, understand, and address modifiable barriers and factors contributing to COVID-19 vaccine hesitancy among vaccine-eligible individuals with access to the vaccine in Alaska and Idaho.

Methods: An electronic survey based on the World Health Organization (WHO) Strategic Advisory Group on Experts (SAGE) on Immunization survey tool and investigators’ previous work was created and distributed in June 2021 and July 2021. To be eligible to participate in the survey, individuals had to be ≥ 18 years of age and reside in Alaska or Idaho. Responses were grouped into 4 mutually exclusive cohorts for data analysis and reporting based on intentions to be vaccinated. Respondent characteristics and vaccine influences between cohorts were compared using Chi-square tests and ANOVA. Descriptive statistics were also used.

Results: There were data from 736 usable surveys with 40 respondents who did not intend to be vaccinated, 27 unsure of their intentions, 8 who intended to be fully vaccinated with no doses received, and 661 fully vaccinated or who intended to be vaccinated with 1 dose received. There were significant differences in characteristics and influences between those who were COVID-19 vaccine-hesitant and those who had been vaccinated. Concerns related to possible side effects, enough information on long-term side effects, and enough information that is specific to the respondent’s health conditions were seen in those who did not intend to be fully vaccinated and unsure about vaccination. In all cohorts except those who did not intend to be fully vaccinated, more information about how well the vaccine works was a likely facilitator to vaccination.

Conclusions: These survey results from 2 rural states indicate that recognition of individual characteristics may influence vaccine choices. However, these individual characteristics represent only a starting point to delivering tailored messages that should come from trusted sources to address vaccination barriers.

(JMIR Form Res 2022;6(12):e39109) doi:10.2196/39109
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Introduction

Immunization is the greatest public health achievement of all time, saving over 3 million lives worldwide each year [1,2]. State and national immunization programs have been so successful that many Americans view the risks of vaccine-preventable diseases such as measles, pertussis, and polio as minimal [1]. Vaccination remains one of the most effective ways to limit the spread of infectious diseases such as that caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the virus responsible for COVID-19 [3]. However, waning public confidence in vaccines, especially the COVID-19 vaccine, remains a cause for concern [4-9]. In addition, believed threshold requirements for vaccination to achieve herd immunity have shifted with new variants [10,11]. As of August 2022, ~67% of the total population had been fully vaccinated (ie, primary series completed) [12], but there continues to be a need for both primary series completion and booster doses [13].

Vaccine hesitancy, one of the top 10 threats to global health, is the delay or refusal to receive a vaccine, despite access, availability, and perceived effectiveness of the vaccine [5]. Preliminary research suggests that health decisions, such as to receive or not receive a vaccine, are highly influenced by social and cultural factors (eg, political ideology, past experiences with health services, family histories, the moral dilemma between individual autonomy and the greater public health) [6,13,14]. In addition, several other complex factors may be contributing to the increased hesitancy that has been noted with the COVID-19 vaccine [5,8,15].

Given the importance of this topic, researchers have been seeking to better understand acceptability of COVID-19 vaccination and drivers of hesitancy. Global surveys conducted in different countries have shown concerns for vaccine safety and effectiveness [16-21]. At the beginning of the pandemic in May 2020, an online survey of Americans found that 69% of respondents were willing to receive a COVID-19 vaccine [16]. There were statistically significant differences in those willing and not willing to get vaccinated based on how well the vaccine works and the number of people infected with COVID-19. Since this initial survey was conducted, the COVID-19 vaccination landscape has continued to shift in the United States and globally.

With complex factors impacting vaccination decisions, further research is necessary to determine the modifiable and nonmodifiable factors contributing to COVID-19 vaccine hesitancy in under-resourced, underserved, and at-risk rural and urban communities. The goal of this project was to identify, understand, and address modifiable barriers and factors contributing to COVID-19 vaccine hesitancy among vaccine-eligible individuals with access to the vaccine in Alaska and Idaho. The primary goal of this paper was to present the results from a vaccine hesitancy survey.

Methods

Survey Details

The survey was based on the World Health Organization (WHO) Strategic Advisory Group on Experts (SAGE) on Immunization survey tool and investigators’ previous qualitative work with residents of Alaska and Idaho who remain hesitant to receive the COVID-19 vaccine [1,22,23]. Some survey questions from the WHO SAGE were previously validated, and some were from field experts. The draft survey underwent several revisions and was reviewed multiple times by project investigators (n=7) and the project advisory board. The advisory board (n=11) was composed of community members, health care providers, and public health organization representatives. Although the final survey was extensively reviewed, it did not undergo any formal validation studies.

The survey (Multimedia Appendix 1) was estimated to take 10 minutes and included 31 questions divided into 4 parts: introduction, barriers and facilitators, influences, and demographics. All questions, except those in the introduction (eligibility screening and vaccination status), were optional. To be eligible to participate in the survey, individuals had to be ≥18 years of age and reside in Alaska or Idaho. The focus on this population was to capture adult perspectives from primarily rural states.

The survey was created and made available via Qualtrics online survey software. It was distributed through project investigators and advisory board member contacts. It was also promoted in Facebook advertisements. A broad defined audience was used for the Facebook advertisements, with advertisements targeting only location (Alaska or Idaho) and age (≥18 years). The survey was available for approximately 1 month, with responses collected from June 11, 2021, through July 16, 2021.

Data Analysis

Given the broad survey distribution, responses were reviewed for validity, and responses deemed potentially invalid were removed from analysis. Responses were removed if at least one of the following criteria were met: The survey was not finished, completed multiple times from the same IP address with no unique free-text responses, or not completed in Alaska and Idaho (as determined by GPS coordinates). IP address and GPS data are automatically collected in the Qualtrics survey platform.

Eligible and valid responses were included in the data analysis. Respondents were grouped into 4 mutually exclusive cohorts: (1) did not intend to be fully vaccinated, (2) were unsure of their vaccination intentions, (3) intended to be fully vaccinated but had not yet received their first dose, and (4) were fully vaccinated or intended to be fully vaccinated and had received at least 1 dose. When comparing respondent characteristics and vaccine influences between cohorts, Chi-square tests (for nominal data) and ANOVA (for continuous data) were used. P values <.05 were considered statistically significant when comparing respondent characteristics. When comparing vaccine
influences, a Bonferroni correction with a P value <.007 was considered statistically significant. Descriptive statistics (counts and percentages) were used to describe barriers, facilitators, and trust in sources for vaccine information. Cronbach alpha was also used to measure reliability for barriers, facilitators, and trust in sources for vaccine information.

**Ethical Considerations**

This work underwent an expedited review and was approved by the Idaho State University Institutional Review Board (IRB-FY2021-256). Respondents indicated their consent to participate after reading survey background information (eg, purpose, estimated completion time) and by continuing to the next survey page.

After determining if a response was valid and categorizing the response into a mutually exclusive cohort, any individual response data not associated with survey responses were removed for analysis to protect respondent privacy. To incentivize participation, a raffle to be entered to win one of 20 US $100 Amazon electronic gift cards was offered. To maintain respondent privacy, raffle information was collected in a separate form to keep survey responses anonymous.

**Results**

After removal of invalid responses, there were data from 736 usable surveys: 40 respondents did not intend to be vaccinated, and 27 were unsure of their intentions. Although 8 respondents had not yet received any COVID-19 vaccine, they had intended to be fully vaccinated. Lastly, 661 respondents were fully vaccinated (n=654) or intended to be fully vaccinated with 1 dose received (n=7). Characteristics of survey respondents are presented in Table 1. There were statistically significant differences across cohorts among all characteristics evaluated (see P values in Table 1).

The intended to be vaccinated cohort with no doses received had the lowest mean age (33.3 years), but this sample size was small. Those who were fully vaccinated or intended to be fully vaccinated with at least 1 dose received had the oldest mean age (59.1 years). Of those who did not intend to be vaccinated, the lowest age of a respondent was 35 years, whereas the other cohorts had younger respondents. The distribution of respondents’ ages by cohorts is available in Multimedia Appendix 2.

Nearly 90% (7/8, 88%) of respondents in the intended to be fully vaccinated but had not yet received their first dose cohort were men versus only 18.0% (119/661) in the fully vaccinated/intended to be fully vaccinated with 1 dose received cohort. One-half (20/40, 50%) of those who did not intend to be fully vaccinated identified as Christian, whereas only 34.5% (231/669) of those who intended to be fully vaccinated or were already fully vaccinated were Christian. Conversely, a reverse pattern was seen across these cohorts with those who were agnostic, atheist, or believed in nothing in particular. In those who did not intend to be vaccinated, the largest political preference was Republican (17/40, 43%). In those fully vaccinated/intended to be fully vaccinated with 1 dose received, the largest political preference was Democrat (314/661, 47.5%). Across cohorts, there were statistical differences in race and ethnicity, but overall, the groups were predominantly White and not Hispanic nor Latino. The majority of respondents had health insurance (702/736, 95.4%), with only 22 (22/736, 3.0%) reporting no insurance; 12 (12/736, 1.6%) were unsure or chose not to share their health insurance status.

When assessing vaccine influences, there continued to be differences across cohorts (Table 2). Only 25% (10/40) of those who did not intend to be vaccinated had a medium-high perceived risk of getting COVID-19 versus 43.0% (284/661) of those fully vaccinated/intended to be fully vaccinated. Interestingly, the percentage of those who had prior COVID-19 and had been really sick was twice as high in those with no plans of vaccination versus those fully vaccinated/intended to be fully vaccinated (5/40, 13% vs 39/661, 5.9%). Of the respondents, 90.2% (664/736) knew somebody who had COVID-19, and nearly one-third (239/736, 32.5%) knew somebody who had died from the disease. The proportion of those knowing somebody who died from COVID-19 was lower in those who did not intend to be vaccinated than in the other cohorts. Significant differences were seen in beliefs that vaccines work to prevent diseases and, related to this belief, the typical receipt of the influenza vaccine.

Data represented in Tables 3-5 represent descriptive statistics only. From these data, concerns related to possible side effects, enough information on long-term side effects, and enough information that is specific to respondents’ health conditions were seen in those who did not intend to be fully vaccinated and unsure about vaccination (Table 3). Practical factors for vaccination (ie, scheduling, time away from daily responsibilities for vaccination and side effects, child supervision) were not seen as barriers. The Cronbach alpha for barriers was 0.8184. In all cohorts except those who did not intend to be fully vaccinated, more information about how well the vaccine works is a likely facilitator to vaccination (Table 4). Factors such as payment to get the vaccine or requirements for work or travel were not likely facilitators or motivators to vaccination across all cohorts. The Cronbach alpha for facilitators was 0.7279.

In those not planning to receive the vaccine, there was low trust from most sources of information (Table 5). In those unsure, a primary care provider or doctor and pharmacist were the most trusted sources of information. This trend was also seen in those who intended to be fully vaccinated or those already fully vaccinated. The Cronbach alpha for trust in sources of vaccine information was 0.8239.
Table 1. Respondent characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Did NOT intend to be fully vaccinated (n=40)</th>
<th>Unsure of full vaccination intentions (n=27)</th>
<th>Intended to be fully vaccinated with no doses received (n=8)</th>
<th>Fully vaccinated OR intended to be with 1 dose received (n=661)</th>
<th>All (N=736)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.6 (11.0)</td>
<td>54.9 (15.6)</td>
<td>33.3 (12.0)</td>
<td>59.1 (14.5)</td>
<td>58.4 (14.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>55.0 (35-92)</td>
<td>55.0 (25-80)</td>
<td>29.5 (23-61)</td>
<td>63.0 (18-85)</td>
<td>62.0 (18-92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>12 (30.0)</td>
<td>4 (14.8)</td>
<td>7 (87.5)</td>
<td>119 (18)</td>
<td>142 (19.3)</td>
<td>.001</td>
</tr>
<tr>
<td>Woman</td>
<td>26 (65.0)</td>
<td>22 (81.5)</td>
<td>1 (12.5)</td>
<td>531 (80.3)</td>
<td>580 (78.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (2.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (0.8)</td>
<td>6 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>1 (2.5)</td>
<td>1 (3.7)</td>
<td>0 (0)</td>
<td>6 (1.0)</td>
<td>8 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alaska Native</td>
<td>0 (0)</td>
<td>1 (3.4)</td>
<td>1 (12.5)</td>
<td>1 (0.2)</td>
<td>3 (0.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>American Indian/Native American</td>
<td>2 (5.0)</td>
<td>1 (3.4)</td>
<td>0 (0)</td>
<td>7 (1.1)</td>
<td>10 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>9 (1.4)</td>
<td>9 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (25.0)</td>
<td>2 (0.3)</td>
<td>4 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (0.3)</td>
<td>2 (0.3)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>34 (85.0)</td>
<td>26 (89.7)</td>
<td>5 (62.5)</td>
<td>633 (95.8)</td>
<td>698 (94.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (5.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>7 (1.1)</td>
<td>9 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>2 (5.0)</td>
<td>1 (3.4)</td>
<td>1 (12.5)</td>
<td>13 (2.0)</td>
<td>17 (2.3)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>1 (2.5)</td>
<td>3 (11.1)</td>
<td>1 (12.5)</td>
<td>12 (1.8)</td>
<td>17 (2.3)</td>
<td>.009</td>
</tr>
<tr>
<td>Not Hispanic/Latino</td>
<td>29 (72.5)</td>
<td>19 (70.4)</td>
<td>6 (75.0)</td>
<td>547 (82.8)</td>
<td>601 (81.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (2.5)</td>
<td>1 (3.7)</td>
<td>0 (0)</td>
<td>43 (6.5)</td>
<td>45 (5.1)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>9 (22.5)</td>
<td>4 (14.8)</td>
<td>1 (12.5)</td>
<td>59 (8.9)</td>
<td>73 (9.9)</td>
<td></td>
</tr>
<tr>
<td>State, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alaska</td>
<td>0 (0)</td>
<td>5 (18.5)</td>
<td>5 (62.5)</td>
<td>15 (2.3)</td>
<td>25 (3.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Idaho</td>
<td>40 (100)</td>
<td>22 (81.5)</td>
<td>3 (37.5)</td>
<td>646 (97.7)</td>
<td>711 (96.6)</td>
<td></td>
</tr>
<tr>
<td>Religion b, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agnostic/atheist/nothing in particular</td>
<td>3 (7.5)</td>
<td>5 (18.5)</td>
<td>2 (25.0)</td>
<td>227 (34.3)</td>
<td>237 (32.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Christian</td>
<td>20 (50.0)</td>
<td>11 (40.7)</td>
<td>5 (62.5)</td>
<td>226 (34.2)</td>
<td>262 (35.6)</td>
<td></td>
</tr>
<tr>
<td>Jewish</td>
<td>1 (2.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>6 (0.9)</td>
<td>7 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Mormon</td>
<td>5 (12.5)</td>
<td>6 (22.2)</td>
<td>0 (0)</td>
<td>109 (16.5)</td>
<td>120 (16.3)</td>
<td></td>
</tr>
<tr>
<td>Muslim</td>
<td>1 (2.5)</td>
<td>0 (0)</td>
<td>1 (12.5)</td>
<td>0 (0)</td>
<td>2 (0.3)</td>
<td></td>
</tr>
<tr>
<td>Roman Catholic</td>
<td>3 (7.5)</td>
<td>3 (11.1)</td>
<td>0 (0)</td>
<td>56 (8.5)</td>
<td>62 (8.4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (5.0)</td>
<td>2 (7.4)</td>
<td>0 (0)</td>
<td>37 (5.6)</td>
<td>41 (5.6)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>6 (15.0)</td>
<td>3 (11.1)</td>
<td>0 (0)</td>
<td>38 (5.7)</td>
<td>47 (6.4)</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Did NOT intend to be fully vaccinated (n=40)</td>
<td>Unsure of full vaccination intentions (n=27)</td>
<td>Intended to be fully vaccinated with no doses received (n=8)</td>
<td>Fully vaccinated OR intended to be with 1 dose received (n=661)</td>
<td>All (N=736)</td>
<td>P value</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------------------------------</td>
<td>---------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>Democrat</td>
<td>2 (5.0)</td>
<td>5 (18.5)</td>
<td>1 (12.5)</td>
<td>314 (47.5)</td>
<td>322 (42.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Republican</td>
<td>17 (42.5)</td>
<td>7 (25.9)</td>
<td>4 (50.0)</td>
<td>110 (16.6)</td>
<td>138 (18.8)</td>
<td>.322</td>
</tr>
<tr>
<td>Independent</td>
<td>9 (22.5)</td>
<td>7 (25.9)</td>
<td>3 (37.5)</td>
<td>193 (29.2)</td>
<td>212 (28.8)</td>
<td>.003</td>
</tr>
<tr>
<td>Other</td>
<td>2 (5.0)</td>
<td>3 (11.1)</td>
<td>0 (0)</td>
<td>51 (7.7)</td>
<td>56 (7.6)</td>
<td>.038</td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>10 (25.0)</td>
<td>7 (25.9)</td>
<td>0 (0)</td>
<td>55 (8.3)</td>
<td>72 (9.8)</td>
<td>.8</td>
</tr>
<tr>
<td>Highest grade finished/degree received, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate/GED or less</td>
<td>2 (5.0)</td>
<td>1 (3.7)</td>
<td>1 (12.5)</td>
<td>26 (3.9)</td>
<td>30 (4.1)</td>
<td>.003</td>
</tr>
<tr>
<td>Some college, no degree/associate degree</td>
<td>16 (40.0)</td>
<td>12 (44.4)</td>
<td>2 (25.0)</td>
<td>150 (22.7)</td>
<td>180 (24.5)</td>
<td></td>
</tr>
<tr>
<td>Bachelor degree</td>
<td>11 (27.5)</td>
<td>4 (14.8)</td>
<td>2 (25.0)</td>
<td>226 (34.2)</td>
<td>243 (33.0)</td>
<td></td>
</tr>
<tr>
<td>Postbachelor degree</td>
<td>9 (22.5)</td>
<td>6 (22.2)</td>
<td>3 (37.5)</td>
<td>242 (36.6)</td>
<td>260 (35.3)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (5.0)</td>
<td>4 (14.8)</td>
<td>0 (0)</td>
<td>14 (2.1)</td>
<td>20 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (0.5)</td>
<td>3 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Employment status\textsuperscript{b}, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed by government (local, state, and federal)</td>
<td>4 (10.0)</td>
<td>3 (11.1)</td>
<td>3 (37.5)</td>
<td>106 (16.0)</td>
<td>116 (15.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed by a private company (for-profit and non-profit)</td>
<td>12 (30.0)</td>
<td>6 (25.9)</td>
<td>4 (50.0)</td>
<td>130 (19.7)</td>
<td>152 (20.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>18 (45.0)</td>
<td>17 (63.0)</td>
<td>1 (12.5)</td>
<td>441 (66.7)</td>
<td>477 (64.8)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>8 (20.0)</td>
<td>2 (7.4)</td>
<td>0 (0)</td>
<td>11 (1.7)</td>
<td>21 (2.9)</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Not calculated.

\textsuperscript{b}Respondents could select all that apply; the sum of the percentages may be >100.
<table>
<thead>
<tr>
<th>Influence</th>
<th>Did NOT intend to be fully vaccinated (n=40), n (%)</th>
<th>Unsure of full vaccination intentions (n=27), n (%)</th>
<th>Intended to be fully vaccinated with no doses received (n=8), n (%)</th>
<th>Fully vaccinated OR intended to be with 1 dose received (n=661), n (%)</th>
<th>All (N=736), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived risk of getting COVID-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>9 (22.5)</td>
<td>0 (0)</td>
<td>1 (12.5)</td>
<td>37 (5.6)</td>
<td>47 (6.4)</td>
<td>.004</td>
</tr>
<tr>
<td>Low</td>
<td>21 (52.5)</td>
<td>15 (55.6)</td>
<td>5 (62.5)</td>
<td>340 (51.4)</td>
<td>381 (51.8)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>9 (22.5)</td>
<td>9 (33.3)</td>
<td>1 (12.5)</td>
<td>198 (30.0)</td>
<td>217 (29.5)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>1 (2.5)</td>
<td>3 (11.1)</td>
<td>1 (12.5)</td>
<td>86 (13.0)</td>
<td>91 (12.4)</td>
<td></td>
</tr>
<tr>
<td>Perceived risk of getting really sick from COVID-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>11 (27.5)</td>
<td>4 (14.8)</td>
<td>0 (0)</td>
<td>53 (8.0)</td>
<td>68 (9.2)</td>
<td>—</td>
</tr>
<tr>
<td>Low</td>
<td>20 (50.0)</td>
<td>10 (37.0)</td>
<td>4 (50.0)</td>
<td>283 (42.8)</td>
<td>317 (43.1)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>7 (17.5)</td>
<td>6 (22.2)</td>
<td>1 (12.5)</td>
<td>199 (30.1)</td>
<td>213 (28.9)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>2 (5.0)</td>
<td>7 (25.9)</td>
<td>3 (37.5)</td>
<td>125 (18.9)</td>
<td>137 (18.6)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (0.2)</td>
<td>1 (0.1)</td>
<td></td>
</tr>
<tr>
<td>Prior COVID-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (50.0)</td>
<td>10 (37.0)</td>
<td>6 (75.0)</td>
<td>498 (75.3)</td>
<td>534 (72.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unsure</td>
<td>10 (25.0)</td>
<td>9 (33.3)</td>
<td>0 (0)</td>
<td>76 (11.5)</td>
<td>95 (12.9)</td>
<td></td>
</tr>
<tr>
<td>Yes, minor/no symptoms</td>
<td>4 (10.0)</td>
<td>5 (18.5)</td>
<td>2 (25.0)</td>
<td>46 (7.0)</td>
<td>57 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Yes, really sick</td>
<td>5 (12.5)</td>
<td>3 (11.1)</td>
<td>0 (0)</td>
<td>39 (5.9)</td>
<td>47 (6.4)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>1 (2.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (0.3)</td>
<td>3 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Known somebody who had COVID-19, worst outcome</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5 (12.5)</td>
<td>1 (3.7)</td>
<td>3 (37.5)</td>
<td>41 (6.2)</td>
<td>50 (6.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unsure</td>
<td>0 (0)</td>
<td>2 (7.4)</td>
<td>0 (0)</td>
<td>18 (2.7)</td>
<td>20 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Yes, only minor/no symptoms</td>
<td>18 (45.0)</td>
<td>7 (25.9)</td>
<td>3 (37.5)</td>
<td>121 (18.3)</td>
<td>149 (20.2)</td>
<td></td>
</tr>
<tr>
<td>Yes, really sick</td>
<td>12 (30.0)</td>
<td>7 (25.9)</td>
<td>0 (0.0)</td>
<td>257 (38.9)</td>
<td>276 (37.5)</td>
<td></td>
</tr>
<tr>
<td>Yes, died</td>
<td>4 (10.0)</td>
<td>10 (37.0)</td>
<td>2 (25.0)</td>
<td>223 (33.7)</td>
<td>239 (32.5)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>1 (2.5)</td>
<td>0</td>
<td>0</td>
<td>1 (0.2)</td>
<td>2 (0.3)</td>
<td></td>
</tr>
<tr>
<td>Belief that vaccines work to prevent diseases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>4 (10.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (0.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>A little</td>
<td>8 (20.0)</td>
<td>6 (22.2)</td>
<td>0 (0)</td>
<td>5 (0.8)</td>
<td>19 (2.6)</td>
<td></td>
</tr>
<tr>
<td>A moderate amount</td>
<td>14 (35.0)</td>
<td>5 (18.5)</td>
<td>4 (50.0)</td>
<td>47 (7.1)</td>
<td>70 (9.5)</td>
<td></td>
</tr>
<tr>
<td>A lot</td>
<td>13 (32.5)</td>
<td>16 (59.3)</td>
<td>4 (50.0)</td>
<td>608 (92.0)</td>
<td>641 (87.1)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>1 (2.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (0.2)</td>
<td>2 (0.3)</td>
<td></td>
</tr>
<tr>
<td>Typical receipt of flu vaccine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>31 (77.5)</td>
<td>13 (48.1)</td>
<td>1 (12.5)</td>
<td>92 (13.9)</td>
<td>137 (18.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unsure</td>
<td>0 (0)</td>
<td>1 (3.7)</td>
<td>2 (25.0)</td>
<td>7 (1.1)</td>
<td>10 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (20.0)</td>
<td>12 (44.4)</td>
<td>5 (62.5)</td>
<td>557 (84.3)</td>
<td>582 (79.1)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to say/no response</td>
<td>1 (2.5)</td>
<td>1 (3.7)</td>
<td>0 (0)</td>
<td>5 (0.8)</td>
<td>7 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Worrissome allergies with COVID-19 vaccine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Influence | Did NOT intend to be fully vaccinated (n=40), n (%) | Unsure of full vaccination intentions (n=27), n (%) | Intended to be fully vaccinated with no doses received (n=8), n (%) | Fully vaccinated OR intended to be with 1 dose received (n=661), n (%) | All (N=736), n (%) | P value
--- | --- | --- | --- | --- | --- | ---
No | 26 (65.0) | 12 (44.4) | 3 (37.5) | 588 (89.0) | 629 (85.5) | <.001
Unsure | 6 (15.0) | 3 (11.1) | 2 (25.0) | 27 (4.1) | 38 (5.2) | 
Yes | 5 (12.5) | 12 (44.4) | 3 (37.5) | 42 (6.4) | 62 (8.4) | 
Prefer not to say | 3 (7.5) | 0 (0) | 0 (0) | 4 (0.6) | 7 (1.0) | 

aNot performed due to low cell counts.

Table 3. Barriers to vaccination.

<table>
<thead>
<tr>
<th>Barrier(^a)</th>
<th>Did NOT intend to be fully vaccinated (n=40), n (%)</th>
<th>Unsure of full vaccination intentions (n=27), n (%)</th>
<th>Intended to be fully vaccinated with no doses received (n=8), n (%)</th>
<th>Fully vaccinated OR intended to be with 1 dose received (n=661), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not at all/little</td>
<td>Moderately/a lot</td>
<td>Not at all/little</td>
<td>Moderately/a lot</td>
</tr>
</tbody>
</table>
| Enough trusted information about the vaccine | 18 (45.0) | 22 (55.0) | 8 (29.6) | 18 (66.7) | 7 (12.5) | 7 (87.5) | 573 (86.7) | 87 (13.2)
| Enough information about the vaccine in respondent language | 30 (75.0) | 10 (25.0) | 19 (70.4) | 7 (25.9) | 3 (37.5) | 5 (62.5) | 611 (92.4) | 43 (6.5)
| Enough information on short-term vaccine side effects | 22 (55.0) | 18 (45.0) | 8 (29.6) | 18 (66.7) | 3 (37.5) | 5 (62.5) | 560 (84.7) | 95 (14.4)
| Enough information on long-term vaccine side effects | 11 (27.5) | 29 (72.5) | 4 (14.8) | 22 (81.5) | 2 (25.0) | 6 (75.0) | 519 (78.5) | 134 (20.3)
| Enough information about the vaccine that is specific to respondent’s health conditions | 13 (32.5) | 27 (67.5) | 6 (22.2) | 21 (77.8) | 2 (25.0) | 6 (75.0) | 552 (83.5) | 96 (14.5)
| Process of scheduling a vaccine appointment | 40 (100) | 0 (0) | 25 (92.6) | 1 (3.7) | 5 (62.5) | 3 (37.5) | 518 (78.4) | 142 (21.5)
| Possible side effects from the vaccine | 8 (20.0) | 32 (80.0) | 5 (18.5) | 22 (81.5) | 0 (0) | 8 (100) | 596 (90.2) | 61 (9.2)
| Time it takes to get the vaccine | 39 (97.5) | 1 (2.5) | 23 (85.2) | 3 (11.1) | 3 (37.5) | 5 (62.5) | 603 (91.2) | 52 (7.9)
| Time off needed from daily responsibilities if side effects were experienced | 26 (65.0) | 14 (35.0) | 17 (63.0) | 9 (33.3) | 3 (37.5) | 5 (62.5) | 587 (88.8) | 68 (10.3)
| Child supervision\(^b\) | 30 (75.0) | 1 (2.5) | 21 (77.8) | 2 (7.4) | 7 (87.5) | 1 (12.5) | 434 (65.7) | 14 (2.1)

\(^a\)There are no responses that are not shown in the table.

\(^b\)Not applicable for all respondents
Table 4. Facilitators to vaccination.

<table>
<thead>
<tr>
<th>Facilitatora</th>
<th>Did NOT intend to be fully vaccinated (n=40), n (%)</th>
<th>Unsure of full vaccination intentions (n=27), n (%)</th>
<th>Intended to be fully vaccinated with no doses received (n=8), n (%)</th>
<th>Fully vaccinated OR intended to be with 1 dose received (n=661), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not at all little</td>
<td>Moderately/a lot</td>
<td>Not at all little</td>
<td>Moderately/a lot</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somebody trusted tells to get the vaccine</td>
<td>39 (97.5) 1 (2.5)</td>
<td>21 (77.8) 6 (22.2)</td>
<td>1 (12.5) 7 (87.5)</td>
<td>427 (64.6) 227 (34.3)</td>
</tr>
<tr>
<td>Interaction with other people who are at high risk of getting really sick from COVID-19</td>
<td>36 (90.0) 4 (10.0)</td>
<td>15 (55.6) 12 (44.4)</td>
<td>2 (25.0) 6 (75.0)</td>
<td>294 (44.5) 361 (54.6)</td>
</tr>
<tr>
<td>People around the respondent get the vaccine</td>
<td>40 (100) 0 (0)</td>
<td>23 (85.2) 4 (14.8)</td>
<td>3 (37.5) 5 (62.5)</td>
<td>428 (64.8) 224 (33.9)</td>
</tr>
<tr>
<td>More information about how the vaccine works</td>
<td>35 (87.5) 5 (12.5)</td>
<td>13 (48.1) 14 (51.9)</td>
<td>0 (0) 8 (100)</td>
<td>207 (31.3) 450 (68.1)</td>
</tr>
<tr>
<td>Getting the vaccine at primary care provider’s office</td>
<td>37 (92.5) 1 (2.5)</td>
<td>18 (66.7) 9 (33.3)</td>
<td>3 (37.5) 5 (62.5)</td>
<td>568 (85.9) 85 (12.9)</td>
</tr>
<tr>
<td>Getting the vaccine close to respondent</td>
<td>37 (92.5) 1 (2.5)</td>
<td>19 (70.4) 8 (29.6)</td>
<td>3 (37.5) 5 (62.5)</td>
<td>258 (39.0) 395 (59.8)</td>
</tr>
<tr>
<td>Paid to get the vaccine</td>
<td>38 (95.0) 1 (2.5)</td>
<td>24 (88.9) 3 (11.1)</td>
<td>3 (37.5) 5 (62.5)</td>
<td>645 (97.6) 11 (1.7)</td>
</tr>
<tr>
<td>Required for work</td>
<td>37 (92.5) 2 (5.0)</td>
<td>18 (66.7) 9 (33.3)</td>
<td>0 (0) 8 (100)</td>
<td>634 (95.9) 20 (3.0)</td>
</tr>
<tr>
<td>Required for travel</td>
<td>39 (97.5) 0 (0)</td>
<td>19 (70.4) 7 (25.9)</td>
<td>1 (12.5) 7 (87.5)</td>
<td>559 (84.6) 93 (14.1)</td>
</tr>
<tr>
<td>No longer have to wear a mask</td>
<td>38 (95.0) 1 (2.5)</td>
<td>19 (70.4) 7 (25.9)</td>
<td>0 (0) 8 (100)</td>
<td>462 (69.9) 193 (29.2)</td>
</tr>
</tbody>
</table>

aThere are no responses that are not shown in the table.

Table 5. Trust in sources for vaccine information

<table>
<thead>
<tr>
<th>Sourcea</th>
<th>Did NOT intend to be fully vaccinated (n=40), n (%)</th>
<th>Unsure of full vaccination intentions (n=27), n (%)</th>
<th>Intended to be fully vaccinated with no doses received (n=8), n (%)</th>
<th>Fully vaccinated OR intended to be with 1 dose received (n=661), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not at all little</td>
<td>Moderately/a lot</td>
<td>Not at all little</td>
<td>Moderately/a lot</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>31 (77.5) 8 (20.0)</td>
<td>21 (77.8) 6 (22.2)</td>
<td>2 (25.0) 6 (75.0)</td>
<td>386 (58.4) 269 (40.7)</td>
</tr>
<tr>
<td>Friends</td>
<td>32 (80.0) 6 (15.0)</td>
<td>22 (81.5) 4 (14.8)</td>
<td>4 (50.0) 4 (50.0)</td>
<td>445 (67.3) 206 (31.2)</td>
</tr>
<tr>
<td>Primary care provider/doctor</td>
<td>33 (82.5) 7 (17.5)</td>
<td>11 (40.7) 16 (59.3)</td>
<td>1 (12.5) 7 (87.5)</td>
<td>51 (7.7) 606 (91.7)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>33 (82.5) 7 (17.5)</td>
<td>14 (51.9) 13 (48.1)</td>
<td>1 (12.5) 7 (87.5)</td>
<td>86 (13.0) 568 (85.9)</td>
</tr>
<tr>
<td>Community leaders</td>
<td>35 (87.5) 0 (0)</td>
<td>22 (81.5) 3 (11.1)</td>
<td>3 (37.5) 4 (50.0)</td>
<td>409 (61.9) 194 (29.3)</td>
</tr>
<tr>
<td>Local news</td>
<td>34 (85.0) 0 (0)</td>
<td>24 (88.9) 2 (7.4)</td>
<td>4 (50.0) 3 (37.5)</td>
<td>402 (60.8) 204 (30.9)</td>
</tr>
<tr>
<td>National news</td>
<td>35 (87.5) 0 (0)</td>
<td>22 (81.5) 3 (11.1)</td>
<td>2 (25.0) 5 (62.5)</td>
<td>310 (46.9) 300 (45.4)</td>
</tr>
<tr>
<td>Social media</td>
<td>36 (90.0) 0 (0)</td>
<td>24 (88.9) 2 (7.4)</td>
<td>2 (25.0) 5 (62.5)</td>
<td>539 (81.5) 73 (11.0)</td>
</tr>
<tr>
<td>Celebrities</td>
<td>34 (85.0) 0 (0)</td>
<td>24 (88.9) 2 (7.4)</td>
<td>3 (37.5) 4 (50.0)</td>
<td>576 (87.1) 36 (5.4)</td>
</tr>
</tbody>
</table>

aThere are no responses that are not shown in the table.

The survey also included open-ended responses related to reasons for vaccination intentions, barriers, and facilitators. Most of these responses corroborated trends seen in the quantitative data. In those who did not intend to be vaccinated, other notable reasons for not getting vaccinated included the lack of Food and Drug Administration (FDA) approval and the politics and related political pressures surrounding vaccination. Many people in this cohort also noted that “nothing” would make them choose to get fully vaccinated. In those who intended to be fully vaccinated or were fully vaccinated, a major reason noted for their choice was to prevent the spread of COVID-19 and protecting themselves and others. Lastly, in those who had been fully vaccinated, some noted no concerns with vaccination, while others noted the new vaccine, speed of development, effectiveness, and allergic reactions as concerns.
Discussion

Principal Findings

The project survey results showed a significant difference in characteristics and influences between those who were COVID-19 vaccine-hesitant (refusing or delaying) and those who had been vaccinated. Similar to national surveys [24,25], there were differences across gender and political preferences, with a greater percentage of men and Republicans in the did not intend to be fully vaccinated cohort versus the vaccinated cohort. Likewise, COVID-19 risk perceptions among those not planning vaccination are lower [24]. Such characteristics, as well as others identified in Table 1, are especially relevant given the demographic characteristics of Alaska and Idaho. For example, more Alaskans and Idahoans politically identify as Republican than Democrat or Independent [26,27].

Although the sample size for respondents in the unsure or intended to be vaccinated cohorts were smaller, these individuals may be especially important to target in vaccination efforts. Addressing vaccine safety, transparency, and sources of information may encourage some individuals to get vaccinated. More information about how well the vaccine works was also seen as an important facilitator. Conveying this information to the lay public can be difficult given the technical and scientific details related to vaccine mechanism of action and how vaccine effectiveness data are calculated, reported, and interpreted [28].

The safety of vaccines (particularly long-term side effects) was noted as a barrier in 80% (28/35) of respondents in the unsure and intended to be vaccinated cohorts. Although case reports have revealed legitimate safety concerns with vaccination (eg, myocarditis and pericarditis with messenger RNA vaccines), risks of severe adverse events are still low [29]. Furthermore, risks of severe adverse events are even higher during and after SAR-CoV-2 infection [30]. A frequent message from the Centers for Disease Control and Prevention has been that COVID-19 vaccines are safe and effective; however, this messaging is not tailored and does not address individual-specific concerns [31]. At least 75% (27/35, 77%) of survey respondents unsure of or delaying vaccination (but intended to be vaccinated) indicated that having enough information about the vaccine that is specific to their health conditions was also a barrier. Therefore, communication needs to also be personalized. It may also be worthwhile to explore ways that local influencers can share their personal experiences or even health systems sharing local data on demographics or characteristics of those vaccinated and their outcomes.

Comparison With Prior Work

Although much previous related work has been done on this topic, the results presented here are unique given the focus on 2 rural states with continued lower vaccination rates. The identified barriers can be utilized with other resources to facilitate vaccination. Along with addressing individual-specific concerns related to vaccine safety and side effects, national organizations have also made recommendations on word choices to improve vaccine acceptance [32]. A 2020 survey by the de Beaumont Foundation (n=1400) found that family was an especially important motivator for vaccination [32]. Therefore, when discussing the benefits of vaccination, focusing on family may be more helpful than focusing on the country, community, or friends. Although the de Beaumont Foundation data suggest that some individuals may be motivated to receive vaccination for their family, results from the VACCINE project survey indicated that being told by a trusted source to get the COVID-19 vaccine was not a facilitator in most cohorts. Furthermore, family members were only seen as a trusted source of vaccine information by ~20% (14/67, 21%) of respondents in the did not intend to be vaccinated and unsure of vaccination cohorts. However, 75% (6/8) of respondents in the intending to be vaccinated cohorts stated that family was a trusted source, but these results may be skewed due to the lower sample size.

For those unsure or intended to be vaccinated, health care personnel (primary care provider or doctor and pharmacist) were the most trusted source for vaccine information. Health care providers can leverage their position to provide a strong recommendation for vaccination, which has been shown in the past to increase likelihood of vaccination against influenza [31,33-35]. Professionals play a key role in influencing the decision to receive the influenza vaccine. Information about influenza and its vaccine needs to be combined with improvements in service provision if overall target uptake rates of 70% (65% in those aged 65 years and over) are to be achieved [33,34]. Of concern is vaccine misinformation (and disinformation) especially from health care providers [36,37], which has been discussed in recent news outlets. Misinformation can impact intention to vaccinate [38] and has been identified by the US Surgeon General as an urgent public threat [39].

Limitations

The landscape of the COVID-19 pandemic is rapidly changing, which may impact some of the findings from this cross-sectional work. Since the VACCINE survey was disseminated in mid-June, the proportion of the circulating virus as the Omicron variant increased from 6.3% to 78.4% (as of March 2022), and new variants have arisen. In August 2021, the FDA approved the first COVID-19 vaccine [40]. Since this time period, there have also been increases in vaccine requirements (eg, as seen in President Biden’s COVID-19 Action Plan). Although these national changes have been significant, vaccination rates in Alaska and Idaho are still dismal and below the national average. There continues to be a need to address barriers contributing to vaccine hesitancy in these rural states. Because this work focused specifically on respondents from these 2 states, the broader generalizability to other populations may be limited. Other limitations of this work include a small sample size, especially for those who intended to be fully vaccinated with no doses received, and the use of Facebook advertisements to recruit participants such as this may introduce response bias.

Conclusions

Efforts to counter vaccine misinformation, address hesitancy, and increase confidence continue to be underway to increase COVID-19 vaccination rates [41]. It is important that targeted approaches are taken in diverse communities (eg, rural areas). The project survey results from 2 rural states indicate that recognition of individual characteristics may influence vaccine choices. However, these individual characteristics represent
only a starting point in delivering tailored messages that should come from trusted sources to address vaccination barriers.
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Abstract

Background: The COVID-19 pandemic brought significant changes in health care, specifically the accelerated use of telehealth. Given the unique aspects of prenatal care, it is important to understand the impact of telehealth on health care communication and quality, and patient satisfaction. This mixed methods study examined the challenges associated with the rapid and broad implementation of telehealth for prenatal care delivery during the pandemic.

Objective: In this study, we examined patients' perspectives, preferences, and experiences during the COVID-19 pandemic, with the aim of supporting the development of successful models to serve the needs of pregnant patients, obstetric providers, and health care systems during this time.

Methods: Pregnant patients who received outpatient prenatal care in Cleveland, Ohio participated in in-depth interviews and completed the Coronavirus Perinatal Experiences-Impact Survey (COPE-IS) between January and December 2021. Transcripts were coded using NVivo 12, and qualitative analysis was used, an approach consistent with the grounded theory. Quantitative data were summarized and integrated during analysis.

Results: Thematic saturation was achieved with 60 interviews. We learned that 58% (35/60) of women had telehealth experience prior to their current pregnancy. However, only 8% (5/60) of women had used both in-person and virtual visits during this pregnancy, while the majority (54/60, 90%) of women participated in only in-person visits. Among 59 women who responded to the COPE-IS, 59 (100%) felt very well supported by their provider, 31 (53%) were moderately to highly concerned about their child’s health, and 17 (29%) reported that the single greatest stress of COVID-19 was its impact on their child. Lead themes focused on establishing patient-provider relationships that supported shared decision-making, accessing the information needed for shared decision-making, and using technology effectively to foster discussions during the COVID-19 pandemic. Key findings
indicated that participants felt in-person visits were more personal, established greater rapport, and built better trust in the patient-provider relationship as compared to telehealth visits. Further, participants felt they could achieve a greater dialogue and ask more questions regarding time-sensitive information, including prenatal genetic testing information, through an in-person visit. Finally, privacy concerns arose if prenatal genetic testing or general pregnancy conversations were to take place outside of the health care facility.

Conclusions: While telehealth was recognized as an option to ensure timely access to prenatal care during the COVID-19 pandemic, it also came with multiple challenges for the patient-provider relationship. These findings highlighted the barriers and opportunities to achieve effective and patient-centered communication with the continued integration of telehealth in prenatal care delivery. It is important to address the unique needs of this population during the pandemic and as health care increasingly adopts a telehealth model.

(JMIR Form Res 2022;6(12):e38821) doi:10.2196/38821
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Introduction

Health care delivery has changed dramatically as a result of the COVID-19 pandemic, with telehealth as a major resource to maintain health care access during this time [1,2]. Telehealth had been developing into an accepted modality to deliver health care prior to the COVID-19 pandemic, with data emerging about health care quality, patient-provider communication, and patient satisfaction with this alternative approach to in-person care [3-5]. Although the application of telehealth in obstetric care is not new, the integration of telehealth within prenatal care had not been broadly implemented in many practices across the United States prior to the pandemic [6]. The pandemic accelerated its implementation and, in doing so, shed light on some of the most significance benefits, drawbacks, and challenges of its rapid implementation across diverse patient populations, in addition to the need to study outcomes using this modality [6-9].

Telehealth was a particularly important prenatal care strategy to maintain health care access while helping to prevent viral exposure to pregnant patients and health care providers, as well as communities [6-8]. Early on in the pandemic, it was established that pregnant patients infected with SARS-CoV-2 had increased risks of intensive care unit admission and death [10]. Thus, it was critical to use telehealth to help avoid exposure, since there was limited data about the best approaches for infection prevention and management among the pregnant population. The need for regular and timely access to care was additionally significant; prenatal care delivery involved multiple time-sensitive and potentially complex health care decisions. Prenatal genetic screens and diagnostic tests are examples, which are time-sensitive with respect to the gestational age at which the testing windows open and close [11]. A delay in access to information about these tests, or use of these tests, can have major implications for the outcome of the pregnancy [12]. Because of factors such as these, telehealth was rapidly implemented across average-risk and high-risk patients, and at different gestational ages [13-15]. Yet, there was limited opportunity to understand the impact of uptake on patient experience and key markers of health care quality during the pandemic, a time in which patients had a new and additional set of informational priorities about the prevention and management of SARS-CoV-2 infection in the health care discussion.

Prenatal care is complex, even at the best of times, and clear communication from clinicians and comprehension by patients can be challenging. The increased use of non–face-to-face communication modalities (eg, telephone and virtual video visits) during the pandemic has introduced greater complexity as well as opportunities and risks to interpersonal communication. Little is currently known about the impact of virtual visits in novel contexts such as a pandemic. To address this gap, we conducted a mixed methods study to better understand patients’ lived experiences of virtual prenatal care.

Methods

Study Design

This study was developed as a mixed methods study to explore emerging concepts and themes as they relate to obstetric health care delivery and patient experience during the pandemic.

Recruitment

Participants were 18 years of age or older, were English speaking, had a viable intrauterine pregnancy, and received outpatient obstetric care. We recruited pregnant women at outpatient centers within the Cleveland Clinic and MetroHealth health care systems between January and December 2021.

Participants were contacted by means of a recruitment letter. The letter invited patients, who met the inclusion criteria and were interested in sharing their knowledge and opinions of decision-making surrounding prenatal testing in light of the COVID - 19 pandemic, to contact the research team. Recruitment was structured to seek input from 2 groups of patients who represented patients at different significant time points in pregnancy. One group included patients in the first trimester of pregnancy to capture prenatal care needs, preferences, and experiences at the onset of pregnancy and prenatal care delivery (Group 1). A second group included patients in the second trimester, who had already considered or undergone prenatal genetic screening or diagnostic testing at the time of the interview (Group 2). Recruitment continued until thematic saturation in interviews was reached.
Data Collection
After an informed consent process, each participant participated in a telephone interview to maintain consistency with the health care systems' recommendations for social distancing and patient contact for research purposes at the onset of the pandemic. Interviews were conducted by a member of the research team using a semi-structured interview guide, which contained questions about knowledge and opinions on COVID-19, prenatal care delivery during the pandemic, accessing information about prenatal genetic testing during the pandemic, accessing prenatal genetic testing during the pandemic, health care system resources to support patients, and demographic and reproductive history. This guide was developed in conjunction with content experts in obstetrics, clinical genetics, medical decision-making, patient experience, and maternal-fetal medicine. With the participants' permission, the interviews were audio recorded and then transcribed verbatim for analysis.

Data were also collected using the self-administered Coronavirus Perinatal Experiences-Impact Survey (COPE-IS) [16]. The COPE-IS is a newly developed survey to understand the experiences of pregnant women during the COVID-19 pandemic. It has not been psychometrically tested at this time [17-19]. The survey was administered to participants after the telephone interview was completed to assess both the events and circumstances of women’s lives as new or expectant mothers during the time of the global pandemic. The survey was administered via REDCap Survey accessed on a computer or mobile device, or if the patient preferred, a hard copy was mailed with a stamped envelope to send back to the study team once completed.

Statistical Analysis
Qualitative analysis was approached as an iterative and progressive process of data immersion, coding, memoing, and theme identification, which is an inductive process consistent with the grounded theory [20,21]. We identified content domains and categories in transcripts to create a coding tree used to organize the data. A companion codebook was created to serve as a reference for the analysis. The coding and analysis processes were led by 2 members of the study team (RMF and CGC) using NVivo (version 12; QSR International). The research team held weekly meetings to review data coding and memoing, and identify themes. Themes identified were contextualized with information about the trimester of pregnancy, gravity/parity, and previous pregnancies. Data from the COPE-IS and demographic information were summarized as frequency and mean. Quantitative data were summarized and integrated during analysis.

Ethical Considerations
This study was reviewed in advance, approved, and monitored by the Cleveland Clinic Institutional Review Board (IRB number 20-1333). The Institutional Review Board approved a waiver of remote written consent from participants via DocuSign, a 21 Code of Federal Regulations Part 11–compliant electronic signature platform. All identifying information inadvertently disclosed by the study participants during the interviews were deleted from the original data file, and all study participant data were deidentified. Additionally, all participants received a US $50 gift card after the completion of the interview and COPE-IS.

Results
Participant Demographics
Thematic saturation was achieved with 60 interviews. Of the 60 patients, 30 were in their first trimester (Group 1) and 30 were in their second trimester (Group 2). The average age of the participants was 31 (SD 4.28) years. Moreover, this was the first pregnancy for 22 (37%) women, and 17 (28%) were considered to have an advanced maternal age (Table 1). Of the 60 women, 35 (58%) had telehealth experience prior to their pregnancy; however, 54 (90%) participated in only in-person visits during this pregnancy.
Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Value (N=60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.1 (4.28)</td>
</tr>
<tr>
<td>AMA* status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Non-AMA (&lt;35 years)</td>
<td>43 (72)</td>
</tr>
<tr>
<td>AMA (≥35 years)</td>
<td>17 (28)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>49 (82)</td>
</tr>
<tr>
<td>Black</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Reproductive history, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primigravida</td>
<td>22 (37)</td>
</tr>
<tr>
<td>Multigravida</td>
<td>38 (63)</td>
</tr>
<tr>
<td>Trimester of pregnancy</td>
<td></td>
</tr>
<tr>
<td>1st trimester</td>
<td>30 (50)</td>
</tr>
<tr>
<td>2nd trimester</td>
<td>30 (50)</td>
</tr>
<tr>
<td>Prior telehealth experience</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>35 (58)</td>
</tr>
<tr>
<td>No</td>
<td>20 (33)</td>
</tr>
<tr>
<td>Unsure</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Visit type during this pregnancy</td>
<td></td>
</tr>
<tr>
<td>In-person visit only</td>
<td>54 (90)</td>
</tr>
<tr>
<td>Virtual visit only</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Hybrid, used both in-person and virtual visits</td>
<td>5 (8)</td>
</tr>
</tbody>
</table>

*AMA: advanced maternal age.

**COPE-IS**

Almost all of the participants completed the COPE-IS (59/60, 98%), and among these, 59 (100%) indicated feeling very well supported by their primary care provider, 31 (53%) reported feeling moderately to highly concerned about the impact of COVID-19 on their child’s health, and 17 (29%) reported the single greatest stress due to COVID-19 was its impact on their child (Table 2). All data from the COPE-IS are presented in Multimedia Appendix 1.
### Table 2. Coronavirus Perinatal Experiences-Impact Survey results.

<table>
<thead>
<tr>
<th>Question and response</th>
<th>Value (N=59), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>How well are you currently being supported by your primary prenatal care provider(s)?</strong></td>
<td></td>
</tr>
<tr>
<td>Very well supported</td>
<td>59 (100)</td>
</tr>
<tr>
<td>Somewhat well supported</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not very well supported</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Has the support you receive from your prenatal care changed due to the COVID-19 outbreak?</strong></td>
<td></td>
</tr>
<tr>
<td>Significantly worsened</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Somewhat worsened</td>
<td>1 (2)</td>
</tr>
<tr>
<td>No change</td>
<td>49 (83)</td>
</tr>
<tr>
<td>Somewhat improved</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Significantly improved</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Do you have any concerns about your child’s health as a result of the COVID-19 outbreak?</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>24 (41)</td>
</tr>
<tr>
<td>Yes (score)</td>
<td>35 (59)</td>
</tr>
<tr>
<td>1, no concern</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2</td>
<td>0 (0)</td>
</tr>
<tr>
<td>3</td>
<td>4 (11)</td>
</tr>
<tr>
<td>4</td>
<td>6 (17)</td>
</tr>
<tr>
<td>5</td>
<td>10 (29)</td>
</tr>
<tr>
<td>6</td>
<td>7 (20)</td>
</tr>
<tr>
<td>7, highly concerned</td>
<td>8 (23)</td>
</tr>
<tr>
<td><strong>In general, how distressed are you about your own COVID-19–related symptoms or potential illness? (score)</strong></td>
<td></td>
</tr>
<tr>
<td>1, no distress</td>
<td>18 (31)</td>
</tr>
<tr>
<td>2</td>
<td>6 (10)</td>
</tr>
<tr>
<td>3</td>
<td>10 (17)</td>
</tr>
<tr>
<td>4</td>
<td>6 (10)</td>
</tr>
<tr>
<td>5</td>
<td>13 (22)</td>
</tr>
<tr>
<td>6</td>
<td>5 (9)</td>
</tr>
<tr>
<td>7, highly distressed</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>How has the COVID-19 outbreak changed your stress levels or mental health?</strong></td>
<td></td>
</tr>
<tr>
<td>Worsened them significantly</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Worsened them moderately</td>
<td>30 (51)</td>
</tr>
<tr>
<td>No change</td>
<td>20 (34)</td>
</tr>
<tr>
<td>Improved them moderately</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Improved them significantly</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Overall level of stress related to the COVID-19 outbreak (score)</strong></td>
<td></td>
</tr>
<tr>
<td>1, nothing</td>
<td>6 (10)</td>
</tr>
<tr>
<td>2</td>
<td>9 (15)</td>
</tr>
<tr>
<td>3</td>
<td>15 (25)</td>
</tr>
<tr>
<td>4</td>
<td>13 (22)</td>
</tr>
<tr>
<td>5</td>
<td>11 (19)</td>
</tr>
<tr>
<td>6</td>
<td>2 (3)</td>
</tr>
<tr>
<td>7, extreme</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Question and response</td>
<td>Value (N=59), n (%)</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>What is the single greatest source of stress due to the COVID-19 outbreak right now? (check only one)</td>
<td></td>
</tr>
<tr>
<td>Impact on your child</td>
<td>17 (29)</td>
</tr>
<tr>
<td>Health concerns</td>
<td>13 (22)</td>
</tr>
<tr>
<td>Impact on family members (eg, elderly parents)</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Financial concerns</td>
<td>5 (9)</td>
</tr>
<tr>
<td>General well-being due to social distancing and/or quarantine</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Impact on society</td>
<td>4 (7)</td>
</tr>
<tr>
<td>I am not stressed</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Impact on your partner</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Access to baby supplies (eg, formula, diapers, and wipes)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Impact on your community</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Impact on close friends</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Access to food</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Access to mental health care</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Stress about other aspects (open field)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Themes

Qualitative analysis identified the following primary themes: (1) establishing patient-provider relationships that supported shared decision-making, (2) accessing the information needed for a shared decision-making process, and (3) using technology effectively to foster discussions during the COVID-19 pandemic. These themes and example quotes are presented in Table 3.
Table 3. Themes and example quotes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| **Establishing patient-provider relationships that supported shared decision-making** | • “Although like if she’s giving…if you’re giving somebody really terrible news, I think you would want them… I mean, it’s probably [easier] to be in-person just to make sure the person understands everything you know?” [Group 1, Participant #5]  
• “I would always put the face-to-face above because of the fluidity and the conversation that happens when you’re there in-person.” [Group 1, Participant #21]  
• “For me, it’s it’s not like she spelled everything out for me and went over every little thing. She just said, ‘This was available to you. Do you know what you want to do?’ and, ‘Do you have any questions about it?’ And, I really didn’t at the time. I know they talked about the book they provided, and I looked up some of my own stuff online and heard stuff from other people. So, I just came to my own conclusions. But, for some people who might be really worried about prenatal testing or are on the fence about it, an in-person might be better to talk about it. They do feel a little different [in-person vs VV conversations]. It almost feels awkward in a way. That’s just what I got. It feels wrong. It felt a little more rushed, and I don’t know if that was because she was running a few minutes late so then she was running late to another one afterwards, or, she really didn’t have a lot of questions for me and I didn’t have a lot of questions for her. But yeah, it did have a little of a rushed feeling.” [Group 2, Participant #2]  
• “I was grateful to be able to have a pretty long in-person conversation with my OB/GYN about genetic testing on several occasions prior to the actual conversation with the genetic counselor. That made me feel at ease that I had the space and the time to have a pretty long conversation and ask a lot of questions on a couple of different occasions. So I’m grateful that have that the first time, be in-person and have the space to ask a lot of questions.” [Group 2, Participant #26]  
• “I think the benefits… I just… like that one-on-one interaction. Especially now being a stay at home mom with very little outings … if I had a virtual appointment he’s [her son] all over me. So, it’s a little distracting, where I feel like I get… I have more of a clear head for a one-on-one interaction without him around.” [Group 2, Participant #14]  
• “For me personally like someone who’s gonna be best involved in intimate care, I just feel more comfortable meeting with the person.” [Group 1, Participant #14]  

| **Accessing the information needed for a shared decision-making process** | • “More of a personal touch…I think…that’s one of the hardest things right now is if you have to separate from people… so that’s kinda nice to have actual interaction face-to-face. … and then to me it just feels like—it is more secure, you are able to ask questions…. I don’t have to worry about a screaming child in the back so I don’t have any distractions…I just like in-person visits better.” [Group 1, Participant #2]  
• “I think there should be benefits for the right people who are comfortable enough and confident enough and asking the right questions, over video and things like that.” [Group 1, Participant #11]  
• “The downside, I keep saying, I think it’s those questions that are asked I feel like are different then when I’ve done a virtual visit. I went to one virtual visit and it was very quick and then I ended up seeing my doctor in-person a few months later and the way questions were asked and things were discussed were completely different feeling when I did a virtual visit.” [Group 2, Participant #18]  
• “I forget to ask questions cause I find the virtual visits a little bit awkward and instead of being an in-person thing…” [Group 2, Participant #22]  

| **Using technology effectively to foster discussions during the COVID-19 pandemic** | • “For some reason, it didn’t connect for a while. So, I didn’t think that … I thought I lost her. Like, I thought I almost missed the appointment because it wouldn’t connect or it was being goofy.” [Group 1, Participant #8]  
• “I like to talk to people in-person. I don’t like to be over the phone or people in my house. So, going inside the hospital is much better for me.” [Group 2, Participant #25]  
• “I do as long as I can find a space to have that conversation. Usually those conversations happen while I am at work. So I’ve had to remove myself and find a private… go sit in my car. But I am not concerned about my information being, you know the security of it.” [Group 2, Participant #26]  
• “Hardest thing for me was finding a quite space while the kids were home to have them [the appointments].” [Group 2, Participant #18]  

---

**Establishing Patient-Provider Relationships as the Basis for Shared Decision-Making During the COVID-19 Pandemic**

The strength of the patient-provider relationship and trust were important themes. Participants expressed different opinions about the quality of the patient-provider relationship when engaging in in-person or telehealth visits. Some participants characterized telehealth visits as a more convenient and safer way to receive prenatal care during the pandemic. One participant who experienced telehealth during pregnancy stated:

> It’s a minimizing exposure thing. I think it’s very empowering to the client to have to, or the patient to have to take their own blood pressure, it helps with their accountability and their engagement in their care to have to be able to, Doppler, their fetal heart rate and all that stuff. So, I think that would be a benefit. Also, being in the comfort of your own home is kind of nice. [Group 1, Participant #19]

For some, the level of preference regarding telehealth was a function of prior experience with pregnancy.
I guess because of all of that, because of the convenience, because of COVID, I now feel comfortable with my second one [pregnancy] to do some visits virtually and don’t really have concerns that I wouldn’t see her as often. [Group 2, Participant #13]

In addition, some did not see a significant difference in how health care communication may unfold in this setting.

I’m sure they would give you the same information either way, I mean the information is the same, how it is being delivered is different. [Group 2, Participant #27]

However, most of the participants indicated that in-person visits were “more personal” and had a greater potential for establishing a rapport with the provider.

The drawback [to virtual visits] is definitely the personal touch, just talking to somebody through a screen. So you’re not actually there and maybe feeling like, if you were worried about something you wouldn’t feel the same emotions I guess coming from your doctor. [Group 2, Participant #2]

For some, this modality hindered the development of trust with their provider.

I don’t feel the same trust that you can build with a doctor if you are face to face with them versus on a tele-call. [Group 2, Participant #27]

This trust was particularly important during pregnancy and with respect to the nature of the issues and decisions that are often made in this setting. Compared to other clinical settings, prenatal care was described as a “personal” visit with a unique “level of intimacy” needed when discussing issues of reproduction and pregnancy.

I do think it’s easier to build a relationship with your provider in-person, which I think for this kind of thing, for pregnancy, is important, at least for me. [Group 1, Participant #11]

Trust and relationship building were important in themselves, but also contributed to the quality of patient-provider communication. Participants reflected that they were accustomed to in-person visits and the kinds of patient-provider interactions that take place in the consultation or exam room. The transition to a virtual visit modality was unfamiliar to many, and for this reason, they reported that this was a very different health care delivery experience for them. This difference was due, in part, to their prior experience of in-person visits and having a level of comfort with discussions in this format. One participant who reflected on her preference for in-person visits stated:

I feel like in-person I’d definitely feel more at ease talking about it then over the phone or wherever virtually... [Group 1, Participant #16]

This was also due to an overall lower familiarity with using a video conferencing platform for prenatal care prior to the pandemic, particularly at the beginning of a new patient-provider relationship. One participant stated:

During a virtual visit I think it will be harder for me I guess … just like you breaking out of the shell like, you know, on a Zoom call to bring something up. [Group 2, Participant #5]

In-person discussions were described as interactions in which “conversation is more natural than like through Zoom or whatever…FaceTime” [Group 2, Participant #18]. This was the case even if there was baseline familiarity with using these platforms for nonmedical reasons.

I think it’s just easier to communicate. You know we’ve all had one million Zoom meetings at this point. So, you know, I think we’ve all gotten better at communicating through the virtual methods. But I also think that there’s just something that can’t be replaced about, you know, questions that come up in the moment. And it’s sort of easier to talk in-person...

[Group 1, Participant #4]

Overall, participants reflected on the need to learn about how best to use telehealth to obtain the same level of experience they expected and were accustomed to with in-person visits.

The need for in-person interaction was even more important in situations that called for an accurate, time-sensitive, and patient-centered discussion for care planning. One participant who reflected on a specific connection with her health care provider now that her pregnancy was at increased risk because of maternal age stated:

I like to look my doctor in the eye and I feel like I’m older in pregnancy now. So, I feel like I just...I need that one-on-one. [Group 1, Participant #6]

This type of interaction was even more important when there was a chance of a difficult conversation, including in cases when the patient received information about a potential problem with the pregnancy.

It’s probably easier to be in-person just to make sure the person understands everything you know? [Group 1, Participant #5]

An in-person dynamic also played a role in the setting of conversations regarding care decisions that may be complex (eg, multiple different options or steps in a testing algorithm), entrenched in patient values, or potentially sensitive. One participant described the nature of prenatal genetic testing decisions and the need to have accurate information from their health care provider about the choices as follows:

I think it’s [prenatal genetic testing] a touchy subject and there’s a lot of different, you know, advice out there about having that knowledge and the benefits and also cons of it. So, I think having that conversation in-person it made me feel more comfortable. [Group 1, Participant #10]

This level of communication was also seen as a benefit to help mitigate the uncertainty that can be associated with these decisions. One participant stated:

For me personally, I knew I wanted to do the genetic testing. So, I don’t think it would have made a huge difference but I can see, for some people again, who
might be unsure of what the right choice is for them. I think again in-person, it just makes that communication easier to talk about different options of why one may or may not choose genetic testing. [Group 1, Participant #18]

Some participants noted that nonverbal communication was a key component of successful conversations and that in-person interactions were an important opportunity for the provider to assess how to approach a conversation or the level of the patient’s understanding and for the patient to know how to interpret the provider’s information.

I think it’s important for them [the healthcare provider] to just see what you look like and, you know, how you’re doing, how you’re reacting to things, like I think there’s a lot that goes into nonverbal communication and that’s harder to do when you’re not in person. [Group 1, Participant #18]

Participants discussed potential opportunities for issues to be minimized. One such opportunity was for health care provider education in order to be certain that a telehealth visit would provide an equivalent level of patient experience and health care communication that fostered a shared decision-making process. One participant stated:

I also had conversations with the genetic counselors and she was very good at the skill of virtual visits so she allowed that kind of space. But I don’t think that is characteristic of every health care professional. She did settle in and have a long conversation and a long phone conversation as well and sat through my repetitive questions. Because she was good at the skill, a virtual appointment was okay. But I don’t think that style of conversation is indicative of every clinical provider. [Group 2, Participant #26]

Another suggested opportunity was a hybrid model that alternated telehealth visits with in-person visits. This approach would allow for the patient to establish a relationship and obtain additional information in a conventional health care format as needed for prenatal care decision-making.

So, maybe at this point in the game, I would be okay with doing a virtual visit as long as I knew maybe next month we’d meet in person. I wouldn’t want to do virtual visits my entire pregnancy but I would be okay with doing it every now and then. [Group 2, Participant #4]

The success of such a hybrid model would be related to an individualized approach that would be dependent upon the estimated gestational age of the pregnancy with associated prenatal care milestones and the needs of the patient.

Accessing the Information Needed for a Shared Decision-Making Process During the COVID-19 Pandemic

Underlying these comments was a concern that key prenatal care discussions may be limited and that telehealth could impede access to information about care choices. Many participants suggested that they might obtain more information about their obstetric care during an in-person visit. The preference for in-person discussion primarily pertained to the ability to have a “more natural” and dynamic discussion in which there was a shared decision-making conversation with the provider.

When you’re face to face there’s a little more openness and ability to think on your feet as to what other questions or areas of concern that you can bring up with the doctor. [Group 1, Participant #21]

Participants noted that in-person visits allowed them to ask questions to obtain the information they needed, while attending to their reproductive and medical history needs as well.

One participant for whom this was her first pregnancy stated:

This is my first pregnancy. There is a lot that I don’t know. So, I find the flow of the conversation moves a million times better in an in-person conversation and there is more space to stop and think when someone asks, ‘Do you have any questions?’ I find it that the full conversation becomes truncated over the phone and there is less time for thinking and working through questions or letting information arrive in a conversation … I find that more information gets volunteered, details get talked through in an in-person conversation versus a phone conversation … The drawbacks [of a virtual visit], I see, are a less comprehensive visit, less comprehensive care, less opportunity for more information to come to light in the conversation. [Group 2, Participant #26]

For this participant, her absence of prior experience with pregnancy made her more uncertain about what questions she should ask, with concerns that if she did not initiate the question, she may not receive information that was important to her. In addition, some participants expressed preferences for modalities in which they learned best, including how they received the information and were able to retain and integrate it into health care decisions. One participant stated:

I feel like it helps to be in-person because of the fact that it’s easier to retain the information than over a video call. [Group 1, Participant #30]

Thus, there were questions about whether and how the telehealth visit may affect their ability to obtain the information they desired and process that information in a way that would support informed decision-making.

For several participants, in-person visits were preferred due to the chance to mentally prepare for the visit and think through questions and goals for the discussion.

If I am running around the house and then I log on I’m probably not thinking about the visit as much or like the questions that I want to ask her… And sometimes I think- maybe I think of more questions cause I’m sitting in the waiting room and I’m actually think about it, rather than like running around the house and I’m logging on real quick for an appointment. [Group 2, Participant #8]

Participants also spoke of concerns about “distractions” in the home environment that may negatively impact the ability to
obtain information about their health care and potentially decrease the level of communication that allows for a shared decision-making process.

There is so much going on with being at home during the pandemic, that it is difficult to find the focus to concentrate on the discussion at hand. [Group 1, Participant #25]

**Using Technology Effectively to Foster Discussions During the COVID-19 Pandemic**

Participants also discussed concerns about technology-related factors associated with virtual visits, something they did not have to worry about during an in-person visit. One participant discussed her difficulties with obtaining a clear connection with her health care provider as follows:

There’s just technical difficulties and usually it’s on like an internet connection type level, sometimes the calls a little choppy or sometimes patients have a difficult time getting on, you know, just some basic, technical issues. [Group 2, Participant #17]

Participants also expressed concerns about how technological or internet issues could distract them from focusing on what was important to them during the conversation with their provider. One participant stated:

Maybe someone who doesn’t know how to use the platform to do the appointment might get a little confused and frustrated. I will say, when I did my first appointment virtually, it wasn’t a problem, but my doctor was late. And, I was like, ‘Oh shoot. Wait…do I pick up the phone and call the front desk and ask if we need to reschedule or is she just running behind?’ Usually, when you’re in the waiting room or in the room waiting for the doctor to come in, which happens all the time, you know they are eventually going to come in. So, I feel like when you’re waiting on a call like that and it’s just a blank screen you’re like, ‘Shoot. Is something wrong with my computer or is it like she’s running late?‘ I feel like there is just more question with that. [Group 2, Participant #2]

For this participant, the uncertainty about missing the appointment or having a failed connection caused her to be more distracted during the visit, with less time to prepare questions that she aimed to ask during the visit.

Participants identified concerns about privacy and the level of privacy that could be acquired during the visit. One level of concern pertained to safety and security associated with using a mobile or other personal device for health care, particularly applicable in the context of discussing topics relevant to reproductive history. One participant spoke of her reluctance to use internet-enabled devices for private discussions as follows:

I feel like personally we all, everybody, knows that the government kind of watches us and tracks us through our phones and everything. [Group 1, Participant #30]

Issues of privacy also pertained to a participant’s ability to access a location for the telehealth visit when it took place outside of a consultation or exam room in the clinic, especially for those participants who worked outside of the home during the pandemic.

I don’t have a private office. So, sometimes even calling to make a doctor’s appointment is like a little… you know… I go out to my car or I try to get into a conference room to make that call just because that’s a personal thing. You don’t want your coworkers hearing, especially if you’re calling to make your eight week appointment saying, ‘Hey, I just took a pregnancy test. When can I come in?’ So yeah, if I wasn’t working from home, I would definitely want to go into the doctor’s office in-person. [Group 2, Participant #3]

While some participants could find a private space at work or in their car, others struggled with whether and where they would have the resources for the kinds of discussions they needed with their health care provider. Privacy was also an issue for those participants who remained at home during the pandemic, several of whom raised concerns about access to a private space in the home for conversations about potentially highly sensitive and personal topics related to the pregnancy and their reproductive health. Some participants commented as follows:

I can see where someone would feel uncomfortable depending on where their setting is. [Group 2, Participant #27]

I don’t have other kids in the house. I don’t have other family. It’s just my husband and I in our home. So, I have privacy in our home to carry on those conversations. I don’t feel like I need to be in a doctor’s office to have a safe conversation with somebody or private conversation with someone. So, I can see how for other people that that might not be their situation. They may not have as much privacy at home. [Group 2, Participant #4]

**Discussion**

**Principal Findings**

Prenatal care delivery is uniquely complex given the complexity and time-sensitive nature of the decisions that need to be made regarding maternal and fetal health. The rapid and robust introduction of telehealth has added an additional layer of complexity, with numerous variables that could interfere with effective patient-provider discussions. Our study demonstrates that there is a spectrum of opinions regarding pregnant patients’ perceptions of the effects of telehealth on health care quality and satisfaction during the COVID-19 pandemic. Although telehealth has been available for many years, increase in its use during the pandemic had a wide-scale impact on obstetric health care providers and patients. Studies conducted both prior to and during the pandemic demonstrated that telehealth visits may improve access to health care, decrease childcare needs, eliminate transportation and parking costs, reduce office wait times, and, most importantly, minimize exposure to COVID-19 [22-25]. In response, a series of authors have established
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protocols for integrating telehealth and hybrid models into prenatal care episodes [26-28]. Yet, a parallel discussion has suggested that increased satisfaction and convenience observed with telehealth visits may not equate to the same levels of health care quality and patient-centered care as observed during in-person visits [29]. Data are emerging that some patients may prefer lower technology visits, such as via the telephone, over those that involve a video component, according to factors related to patient characteristics [30]. As health care increasingly adopts telehealth models, it is important to determine how systems will adapt these methods to diverse patient and provider populations with different knowledge, resources, and skills to utilize telehealth overall and in the unique setting of prenatal care, in which often complex and time-sensitive decisions with significant implications for obstetric outcomes must be made. In addition, it is important to understand how factors, such as demographics and the presence of stressors (eg, the impact of the COVID-19 pandemic on individuals and pregnant patients), may play a role in telehealth implementation and utilization.

The findings of this study are significant as we identified several additional issues, apart from those related to technology. One important theme we identified was a concern about the barriers to health care communication resulting from the conversion of in-person visits to telehealth encounters. These barriers have both clinical and ethical implications as access to accurate and patient-centered information is a component of health care quality. Technological issues, such as the ability to access and use mobile devices with the appropriate level of broadband internet, in addition to familiarity with telehealth platforms, are factors contributing to the digital divide [31]. Issues with technology may lead to a cascade of downstream implications for patient-provider communication. This may begin with how individuals in the health care discussion express informational priorities in addition to how they exchange and receive relevant information in health care discussions. Ultimately, the interaction by and among individuals in the clinical encounter can have ramifications for the medical options presented by providers and the health care decisions that patients make during pregnancy.

We identified several other issues in addition to those associated with using technology. These included the degree of effective communication, trust in the therapeutic relationship, and patient-centered care that they had expected for their prenatal care or had experienced in prior pregnancies. These factors all related to the ability to seek and acquire information in a way that supported an informed decision-making process about their prenatal care. These are factors that may also relate to the degree of impact experienced from the COVID-19 pandemic, as demonstrated by participant responses to the COPE-IS. In part, these barriers were attributed to patients’ unfamiliarity with differences in communication styles between telehealth and in-person visits, which patients were not aware of prior to the visits, and thus, they may not have had an opportunity to adapt their behaviors or actions accordingly. These findings echo observations of other researchers. For example, studies demonstrated that communication in telehealth visits is different from that in in-person visits in significant ways. Telehealth visits may be more physician-centered than patient-centered, characterized by a communication style driven by provider-centered behaviors that make assumptions about the patients’ interests and needs [29,32]. Telehealth visits have also been associated with less discussion about and orientation to agenda setting or additional patient concerns that come up during the visit, which represent aspects that are of key importance in the delivery of prenatal care [12]. In addition, there may be limited opportunities for patients to ask questions and relay their understanding of the key concepts of the conversation with the provider, which is a key aspect of patient-centered care [32]. These issues must be addressed for all patients, particularly those who face existing health care disparities and may face additional challenges that interfere with shared decision-making [31]. Notably, previous studies involved general internal medicine visits, raising the question of how the unique aspects of prenatal care delivery may be affected by variations in communication and patient-centeredness.

Our findings also bring to light novel issues of privacy with the integration of telehealth into reproductive health care. Prenatal care visits may address what patients may consider private, personal, and sensitive topics relating to parenthood and reproduction. Those discussions can be additionally salient when discussing prenatal genetic screening and diagnostic testing, in which issues related to inheritable genetic risk factors, family history (eg, issues of paternity for the current pregnancy), disability, and pregnancy termination are discussed [12]. Participants raised concerns about prenatal telehealth relating to not only internet security, but also the ability to find a space in their home or workplace away from family, friends, or coworkers to have those conversations. This may be a particularly important factor among patient populations of lower socioeconomic status, where household crowding and housing instability are more common. In addition, home internet access may be unaffordable, requiring patients to access care in public libraries or other public venues. In turn, these concerns about privacy may have limited their ability to ask questions, provide responses, build trust, and engage in shared decision-making.

As telehealth continues to be integrated into prenatal care, it will be critical to discuss ways to prepare patients for some of the differences they may encounter between telehealth and in-person visits. These may include establishing resources, such as health care extenders, who can educate patients about the telehealth visit prior to their appointment, providing an orientation to the telehealth interface, and educating patients about differences they can expect from a virtual versus in-person visit. Though there was little opportunity to develop such strategies during the pandemic due to the urgent need to protect patients, especially pregnant patients, from exposure to SARS-CoV-2 infection, emerging data highlight the need for additional efforts to improve telehealth visits in future circumstances. Existing theoretical frameworks, such as interpersonal communication theory and symbol interaction theory, provided a basis for developing effective approaches to health care communication in telehealth applications [33-37]. It is important to contextualize these foundational theories with the perspectives of pregnant patients who can inform the best practices moving forward.
At the same time, it is also critical to educate obstetric providers about how to facilitate the visit in a way that is most supportive of patient-centered communication. It is important for health care providers to recognize that they may need to adjust how they conduct a telehealth visit compared to an in-person visit in response to patients’ familiarity, receptivity, and resources in order to optimize this format. This includes an awareness of how both verbal and nonverbal cues and information may differ in a telehealth visit compared to an in-person visit and, in turn, the effect of those different modes on patients’ access to information and medical decision-making. In establishing these practices, it may be of benefit to utilize one or more of the developed approaches to improve communication in telehealth visits. For example, the health literacy universal precautions approach “assumes that all patients are at risk for miscommunication and misunderstanding” [39-41]. Using this approach and reflecting, providers can prepare for telehealth visits with communication techniques that will support high-quality prenatal care and the skill set to rapidly transition between in-person and telehealth modalities quickly in a busy clinic. In developing the best practices moving forward, it is important to consider the diversity of pregnant patients’ needs and preferences. Existing protocols focus on prioritizing telehealth visits for encounters that do not involve a procedure that requires an in-person visit or for average-risk patients [28]. Yet, patients in this study suggested that visits in which important, complex, and time-sensitive discussions must be made (eg, discussions about prenatal genetic screening and diagnostic testing) are also significant events, for which some of the dynamics of an in-person visit would be of benefit. These findings call for additional research to understand how best to individualize a plan of in-person and telehealth visits for patients based on their resources, needs, and preferences, independent of reproductive history.

Limitations

While our study provides insights into the clinical and ethical challenges with implementing telehealth, the findings should be contextualized with the limitations of this study. The study was based on patients from health care systems in Ohio that adopted telehealth protocols in similar ways during the pandemic. Nonetheless, it is possible that there were subtle differences in the ways in which the practices associated with them were implemented. Although we sought a broad demographic representation in our recruitment efforts, most participants were <35 years of age (72%), self-described White (82%), and from the same geographic area. As a result, our results, by design, are not meant to be generalizable. We acknowledge that other health care systems and geographic areas of the United States may have had other experiences or practices with respect to telehealth delivery. In our population, more than half of the participants had a telehealth experience prior to pregnancy in addition to having at least one telehealth visit during the current pregnancy. While our sample represented patients with different reproductive histories, our sample was limited in racial and ethnic representation. Despite these limitations, the study brings to light important findings for which further research is needed to elucidate about larger and more diverse patient populations.

Conclusion

The variables that affect health care communication are complex factors that may differ based on in-person versus telehealth interactions. While telehealth was utilized as a mechanism to ensure timely access to prenatal care during the COVID-19 pandemic, it also comes with multiple challenges and opportunities to develop best practices around its continued integration into health care delivery. Our study speaks to the variability in patient perceptions of the utility and usability of telehealth for prenatal care delivery and the need to identify evidence-based approaches to individualize care. This includes education and strategies to support effective patient-centered communication so that patients can access the information and decision support needed to make the often complex, time-sensitive, and critical decisions that characterize prenatal health care. As health care communication is a key component of health care quality and patient safety, it is essential that we understand how to develop best practices around telehealth as its role in the delivery of prenatal care grows.
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Abstract

Background: Crowdsourcing is a useful way to rapidly collect information on COVID-19 symptoms. However, there are potential biases and data quality issues given the population that chooses to participate in crowdsourcing activities and the common strategies used to screen participants based on their previous experience.

Objective: The study aimed to (1) build a pipeline to enable data quality and population representation checks in a pilot setting prior to deploying a final survey to a crowdsourcing platform, (2) assess COVID-19 symptomology among survey respondents who report a previous positive COVID-19 result, and (3) assess associations of symptomology groups and underlying chronic conditions with adverse outcomes due to COVID-19.

Methods: We developed a web-based survey and hosted it on the Amazon Mechanical Turk (MTurk) crowdsourcing platform. We conducted a pilot study from August 5, 2020, to August 14, 2020, to refine the filtering criteria according to our needs before finalizing the pipeline. The final survey was posted from late August to December 31, 2020. Hierarchical cluster analyses were performed to identify COVID-19 symptomology groups, and logistic regression analyses were performed for hospitalization and mechanical ventilation outcomes. Finally, we performed a validation of study outcomes by comparing our findings to those reported in previous systematic reviews.

Results: The crowdsourcing pipeline facilitated piloting our survey study and revising the filtering criteria to target specific MTurk experience levels and to include a second attention check. We collected data from 1254 COVID-19–positive survey participants and identified the following 6 symptomology groups: abdominal and bladder pain (Group 1); flu-like symptoms (loss of smell/taste/appetite; Group 2); hoarseness and sputum production (Group 3); joint aches and stomach cramps (Group 4); eye or skin dryness and vomiting (Group 5); and no symptoms (Group 6). The risk factors for adverse COVID-19 outcomes differed for different symptomology groups. The only risk factor that remained significant across 4 symptomology groups was influenza vaccine in the previous year (Group 1: odds ratio [OR] 6.22, 95% CI 2.32-17.92; Group 2: OR 2.35, 95% CI 1.74-3.18; Group 3: OR 3.7, 95% CI 1.32-10.98; Group 4: OR 4.44, 95% CI 1.53-14.49). Our findings regarding the symptoms of abdominal pain, cough, fever, fatigue, shortness of breath, and vomiting as risk factors for COVID-19 adverse outcomes were concordant with the findings of other researchers. Some high-risk symptoms found in our study, including bladder pain, dry eyes or skin, and loss of appetite, were reported less frequently by other researchers and were not considered previously in relation to COVID-19 adverse outcomes.

Conclusions: We demonstrated that a crowdsourced approach was effective for collecting data to assess symptomology associated with COVID-19. Such a strategy may facilitate efficient assessments in a dynamic intersection between emerging infectious diseases, and societal and environmental changes.
Introduction

COVID-19 represents a global public health concern [1-3]. While extensive measures are being implemented to control the outbreak, the high speed of transmission makes collecting data needed to inform clinical management and public health planning a challenge. Efficiently collecting high-quality data to characterize disease severity enables accurate information to be disseminated in a timely manner for such planning.

To understand and predict the adverse health outcomes in patients affected by COVID-19, many scientific efforts studying sociodemographic, clinical, and symptomatic risk factors are underway. Findings from those efforts, however, are not all consistent, with conflicting evidence on the risk factors associated with adverse COVID-19 outcomes [4-6]. Furthermore, infected people have reported a wide range of symptoms, from asymptomatic to severe illness [2-12]. Common symptoms include fever, cough, fatigue, shortness of breath, and loss of the sense of smell or taste, and less frequent symptoms are gastrointestinal and neurological symptoms [4-6,13-16]. Although there has been a concerted effort to describe patients’ symptoms [7,17,18], there is no evidence yet as to whether symptoms differ between people with different characteristics, such as chronic diseases and demographic backgrounds [19,20]. As individual symptoms cannot predict COVID-19 adverse outcomes [21], knowledge of a patient’s profile of symptoms (ie, symptomology) holds promise to improve estimations of the risk of adverse outcomes [22].

A crowdsourcing model is a useful way to rapidly collect information in the context of the COVID-19 crisis [23,24]. Recent work to classify different types of crowdsourcing used to tackle the COVID-19 crisis [23] found that the most common configuration to deal with information and knowledge management problems was open crowdsourcing (described as a one-to-many configuration with potentially unlimited contributors, and without any form of preselection). Most initiatives falling under this category, however, demonstrated a desire to locate and assemble information. The COVID Near You website [25], for example, uses crowdsourced data to visualize maps to identify current and potential pandemic hotspots. An important emphasis for crowdsourced data, however, is to collect high-quality data. Indeed, the risk of bias can be great when building COVID-19 diagnosis and prognosis prediction models trained on small or low-quality data sets. The majority of COVID-19 prediction models to date, for example, show a high risk of bias (n=226, 97%) [26].

To eliminate substandard crowd data submissions, we used a “crowdsourcing via a broker” strategy with broker services that allowed for filtering participants and their responses, and testing data quality before finalizing the crowdsourcing data collection strategy. We chose to use the Amazon Mechanical Turk (MTurk) crowdsourcing platform that provides filtering mechanisms via setting qualifications [27-30]. Through the MTurk platform, entities known as “requesters” can hire independent contractors, known as “workers,” to perform a wide variety of remote jobs, known as “human intelligence tasks” (HITs). A worker’s reputation is indicated by their HIT acceptance rate [30]. The emphasis on obtaining good-quality data through setting qualifications, however, has created some concern about “superworkers.” These are experienced and very active MTurk workers to whom researchers often target survey distribution. This oversampling from experienced workers can lead to an issue of worker nonnaivete as workers are frequently exposed to common methods in research studies. Recent research shows that nonsuperworkers can also produce high-quality data [31], and our strategy thus incorporated a pilot phase with broad inclusion criteria according to experience qualifications. Rather than defaulting to experienced workers, the pilot data collection allowed us to determine what filtering criteria were best suited to our needs.

In this paper, we describe (1) a pipeline to enable data quality and population representation checks in a pilot setting prior to deploying the final survey to MTurk workers, (2) an assessment of COVID-19 symptomology among MTurk worker survey respondents who reported a previous positive COVID-19 result, and (3) an assessment of the associations of symptomology groups and underlying chronic conditions with adverse outcomes due to COVID-19.

Methods

Study Design and Instrument

This was a cross-sectional study. We developed 2 web-based surveys using Qualtrics. One survey was for individuals (ie, individual survey) who indicated a self-reported positive test for COVID-19, and another survey was for individuals whose relatives (ie, family survey), living in the same house, tested positive for COVID-19. We hosted both surveys on MTurk between August and December 2020. To improve the quality of data collection through MTurk and to make our study sample more representative of the target population, we followed the best practices suggested by Young et al [30].

A few restrictions were implemented to exclude certain survey responses from the final data analysis. First, only those participants who provided an existing COVID-19 test type (nasal/throat/blood/sputum) answer in response to our screening question could continue with the survey. Second, participants could fill the survey only once for themselves (individual survey) and for 1 family member (family survey). Third, a quality control question was included during the questionnaire, which stated, “Do not answer this question (Please click NEXT to go to the next question).” If the question was answered, the survey responses were excluded from the data analyses. Fourth, in the family survey, we asked the participants about their confidence level in their responses regarding their family
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Variables and Definitions
The web-based surveys had 5 blocks as follows (Multimedia Appendix 1 and Multimedia Appendix 2):

1. Introduction and screening: Introduction to the aim of the study, including the estimated amount of time needed to complete the survey, the compensation amount, information about the voluntary nature of the survey, and instructions on not filling out the questionnaire more than once.
2. Symptoms of COVID-19: We asked participants to select all the symptoms that they experienced following a COVID-19 infection.
3. Adverse outcomes of COVID-19: We asked questions about hospitalizations related to COVID-19 and connection to a mechanical ventilator.
4. Medical history: We asked questions about background medical conditions, smoking status, and influenza vaccine status in a previous season.
5. Demographic characteristics: Participants reported on their age, sex they were assigned at birth, race, ethnicity, last year's income (monthly and yearly), and the highest level of education.

Survey measures were from the Johns Hopkins University COVID-19 community response survey guidance toolkit that draws from multiple sources [32]. An additional data source we used beyond the toolkit to compile COVID-19 symptoms was Twitter [18,32,33].

Recruitment
Population
The inclusion criteria for this study were individuals living in the United States, adults (aged 18 years or older), and MTurk workers with a self-reported positive COVID-19 result. For the family survey, the participants could complete the survey for 1 family member, even if the family member, who lived in the same household, was below 18 years old. Thus, the target population of this study was COVID-19 patients living in the United States and having sufficient skills to use the MTurk platform. The participants were compensated according to a standard minimum wage and our estimate of completion time (about 5-10 min).

Crowdsourcing Pipeline
Before posting the final survey to MTurk, we conducted a pilot from August 5, 2020, to August 14, 2020, to assess the quality of responses among workers with different levels of experience. The pilot analysis stratified the worker sample into the following 3 experience groups: those who previously completed 100–499 HITs, 500–999 HITs, and 1000+ HITs. First, a worker would complete a qualification test asking them to verify that they or a family member tested positive for COVID-19. If qualified, the worker could then start the MTurk HIT that included a link to the 26-question web-based Qualtrics survey. The first part of the survey was a screening question (age ≥18 years) and comprehension check. In response to the comprehension check, if a worker selected an invalid COVID-19 test type (eg, urine test), they could not continue the survey.

For those passing the screening test, responses were labeled as “high quality” according to the following criteria: sufficient time taken (threshold of more than 60 s); matching codes and IDs between Qualtrics and MTurk; each code being associated with only 1 worker; and worker had not taken the survey previously (ie, nonduplicate response). A worker’s response was included in the “high-quality” group if they passed all of these criteria.

Separately, we assessed “nonduplicate responses.” A nonduplicate response indicates that the respondent completed the survey only once. This criterion was considered under the assumption that workers who attempted to complete the survey multiple times to receive more compensation did not read through survey instructions carefully, and thus, they may provide lower quality responses than those who attempted to complete the survey once.

The general characteristics of age, sex, race, education, and income were extracted and compared among experience groups. Chi-square analysis was conducted to evaluate if there was a significant difference between experience groups in the number of high-quality and nonduplicate responses. Findings from this analysis were used to refine our filtering criteria in the final crowdsourcing pipeline.

Statistical Analysis
Outcomes
We assessed the following 2 primary adverse outcomes related to COVID-19: hospital admission due to COVID-19 and use of mechanical ventilation during admission.

Statistical Analyses
We used descriptive statistics to characterize the total cohort of participants. Bivariate analyses, using Pearson $\chi^2$ tests, were performed to assess differences in participant characteristics between those hospitalized and those not hospitalized, and between those who needed mechanical ventilation during admission and those who did not need mechanical ventilation. We then fitted multivariate logistic regression models to identify the association of COVID-19 symptoms with hospitalization and mechanical ventilation due to COVID-19, adjusted for sociodemographic characteristics and comorbid conditions. Thereafter, hierarchical cluster analysis was conducted to search for patterns based on COVID-19 symptoms. The similarity measure was cosine similarity, and the linkage method was Ward minimum variance. To describe clusters, we calculated frequencies of the risk factors for each cluster of symptoms. We then developed logistic regression models for hospitalization and mechanical ventilation as outcomes, using symptomology groups as risk factors. Finally, we developed a logistic regression model for each symptomology group to identify the significant
risk factors for hospitalization among individuals with different symptomology. All analyses were performed using R version 3.6.2 (R Foundation for Statistical Computing).

Validation Assessment
To validate our findings, we performed a comparison with existing systematic review or meta-analysis papers that assessed symptoms as risk factors for COVID-19 adverse outcomes. Articles for which the analyses occurred prior to our data collection were selected for comparison.

For each article and this study, individual symptoms were checked for being reported as (1) a significant risk factor for an adverse outcome (“yes”) and (2) a nonsignificant risk factor for an adverse outcome (“no”). We also noted if a symptom was not assessed (“NA”). When synthesizing findings across studies, if we found a statistically significant association between an adverse outcome and a symptom that was not studied by others, we labeled it “New.” If there was agreement between this study and at least one other study in identifying a symptom as a risk factor (significant or nonsignificant), we labeled it “1.” Symptoms we did not assess were labeled “NA.”

Results

Pilot Findings
Pilot survey data were collected from 259 respondents who passed both the qualification test and the screening questions, and of these, 147 (56.8%) were considered to have “high quality” responses. For the experience groups 100-499, 500-999, and 1000+ HITs, the proportions of high-quality responses were 58% (48/83), 43% (41/95), and 72% (58/81), respectively (Table 1). There was no significant difference between the experience groups for obtaining high-quality responses ($P$=.14). There was, however, a significant difference between the groups for nonduplicate responses ($P<.001$). Comparisons of demographic characteristics across all experience groups among MTurk workers are shown in Multimedia Appendix 3.

Two modifications were made to our crowdsourcing pipeline following the pilot. First, we included only workers with 500+ prior HITs in our final filtering criteria. Given the differences in nonduplicate responses between groups, we reasoned that for tasks requiring a higher cognitive ability, workers with 500+ HITs may provide more high-quality responses than those with 100-499 HITs. Second, we added an attention check question to the Qualtrics survey (ie, “don’t answer this question”).

Survey Responses
After implementing our final crowdsourcing pipeline, we collected data from 930 individual surveys and 1243 family surveys; however, data from 410 individual surveys and 496 family surveys were excluded (late August to December 31, 2020). The reasons for exclusion were completion of the survey previously, noncompletion of the survey, initial screening failure for age or comprehension check, and attention check failure (Figure 1). Thus, we finally collected data from 1267 eligible COVID-19–positive participants, and of these, 520 were from individual surveys and 747 were from family surveys. Thirteen participants were further excluded as they were either only slightly confident (n=12) or not confident at all (n=1) regarding their responses in the family survey. Thus, data from 1254 surveys were analyzed. The average time required to complete the general survey was 5.5 minutes.

Regarding family survey respondents, 68.3% (501/734) provided answers about a first-degree family member, 25.7% (189/734) provided answers about a second-degree family member, and only 6.0% (44/734) provided answers about a third-degree relative. There were no statistically significant differences in characteristics or outcomes between the individual respondents and the persons the respondents completed the family survey for, except for age (Multimedia Appendix 4). Therefore, the analysis presented here combined data from both surveys.
Demographic Characteristics
Over 90% (1159/1254, 92.4%) of the participants were up to 65 years old, and only 1.2% (15/1254) were less than 18 years old. Moreover, 52.0% (652/1254) were male, 81.2% (1018/1254) were white, 79.5% (997/1254) were not Hispanic or Latino, 68.4% (858/1254) had a bachelor’s degree or any postgraduate degree, 14.4% (180/1254) had yearly income of US $75,000 or more, 39.6% (496/1254) were smokers, and 46.8% (587/1254) had an influenza vaccine in the last season (Multimedia Appendix 5). Eight responders mentioned “passed away” in the family survey. As reflected in our sample, the MTurk worker population tended to be younger than the overall US population [27].

Findings From Assessing Individual Symptoms Associated With Adverse COVID-19 Outcomes

Hospitalization
Overall, 47.6% (597/1254) of participants were hospitalized due to COVID-19. Bivariate analysis showed statistically significant differences between hospitalized and nonhospitalized COVID-19 participants for most demographic factors, except gender (Multimedia Appendix 5). Chronic conditions, including depression, hypertension, asthma, alcohol disorder, anemia, weight loss, ulcer, lung/respiratory disease, bladder problems, bowel disease, and angina, were associated with more COVID-19 hospitalizations (Multimedia Appendix 6). COVID-19 symptoms associated with higher risk for hospitalization were cough with sputum, sneezing, abdominal pain, vomiting, confusion, bladder pain, dry eyes, dry skin, skin rash, and seizure (Multimedia Appendix 7).

From the logistic regression analysis of the total study population (Multimedia Appendix 8), we found statistically significant associations between the following participant characteristics and COVID-19 hospitalization compared with baseline: being in any age group over 24 years; having a bachelor’s degree (odds ratio [OR] 2.57, 95% CI 1.43-4.66); smoking every day, smoking some days, or past smoking with quitting less than a year ago (OR 2.06, 95% CI 1.18-3.61; OR 3.41, 95% CI 2.2-5.33; and OR 3.39, 95% CI 1.88-6.24, respectively); and influenza vaccine in the last season (OR 3.09, 95% CI 2.18-4.41). Chronic conditions associated with higher risk for hospitalization were depression (OR 1.77, 95% CI 1.18-2.67), asthma (OR 3.83, 95% CI 2.22-6.78), diabetes (OR 2.66, 95% CI 1.46-4.96), and bladder problems (OR 5.51, 95% CI 1.28-27.13). COVID-19 symptoms associated with higher risk for hospitalization were abdominal pain (OR 2.02, 95% CI 1.15-3.59), bladder pain (OR 3.20, 95% CI 1.25-9.3), cough
with sputum (OR 2.60, 95% CI 1.77-3.86), fever with a temperature over 100.4°F (OR 1.50, 95% CI 1.04-2.17), and shortness of breath (OR 2.75, 95% CI 1.8-4.23).

Mechanical Ventilation

Overall, 66.8% (399/597) of hospitalized participants were connected to a mechanical ventilator (31.8% of all participants). There were 11 hospitalized participants from the family survey whose mechanical ventilation use was unknown to the survey respondents, and these participants were not included in the subsequent mechanical ventilation analysis. Smoking every day (OR 3.51, 95% CI 1.45-9.1), influenza vaccine in the last season (OR 3.65, 95% CI 2.29-5.89), loss of appetite (OR 2.07, 95% CI 1.09-4.02), tiredness and fatigue (OR 2.36, 95% CI 1.04-5.44), and vomiting (OR 2.68, 95% CI 1.3-5.71) were significantly associated with higher risk for mechanical ventilation (Multimedia Appendix 8).

Findings From Assessing COVID-19 Symptomology

We identified the following 6 symptomology groups using hierarchical cluster analysis (Figure 2): Group 1, abdominal and bladder pain; Group 2, flu-like symptoms (loss of smell/taste/appetite); Group 3, hoarseness and sputum production; Group 4, joint aches and stomach cramps; Group 5, skin or eye dryness and vomiting; and Group 6, no symptoms. We found sociodemographic and clinical differences between the symptomology groups (Table 2).

The flu-like symptoms group (Group 2) mostly represented the general study population. The abdominal and bladder pain group (Group 1) and the skin or eye dryness group (Group 5) had the highest hospitalization frequencies (153/227, 67.4% and 134/196, 68.4%, respectively). Both groups were characterized by a lower chance of high income (19/227, 8.4% and 21/196, 10.7%, respectively), more smoking (121/227, 53.3% and 102/196, 52.0%, respectively), and more influenza vaccinations (144/227, 63.4% and 102/196, 52.0%, respectively). The group with abdominal and bladder pain symptoms (Group 1) had higher proportions of Hispanic participants (82/227, 36.1%), asthma patients (64/227, 28.2%), alcohol disorder patients (64/227, 28.2%), and anemia patients (54/227, 23.8%). The group with skin or eye dryness (Group 5) had higher proportions of patients with depression (64/196, 32.7%), diabetes (28/196, 14.3%), weight loss (27/196, 13.8%), and ulcers (25/196, 12.8%). The group with joint aches and stomach cramps (Group 4) had lower proportions of hospitalization (65/158, 41.1%) and mechanical ventilation (31/158, 47.7%). Compared with the general study population, the asymptomatic group (Group 6) was younger (age 18-44 years; 70/85, 82.4%), had more males (54/85, 82.4%), had less white participants (60/85, 70.6%), had less Hispanic participants (7/85, 8.2%), had more participants with a high income (18/85, 21.2%), had less smokers (26/85, 30.6%), had less influenza vaccinations reported (30/85, 35.3%), had a higher proportion of participants with no chronic conditions (45/85, 52.9%), and had a very low risk for hospitalization (12/85, 14.1%).

Figure 2. Dendrogram for COVID-19 symptom clusters.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Group 1 (abdominal and bladder pain) (N=227), n (%)</th>
<th>Group 2 (flu-like symptoms) (N=1139), n (%)</th>
<th>Group 3 (hoarseness, sputum production) (N=144), n (%)</th>
<th>Group 4 (joint aches, stomach cramps) (N=158), n (%)</th>
<th>Group 5 (skin or eye dryness) (N=196), n (%)</th>
<th>Group 6 (no symptoms) (N=85), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospitalization</td>
<td>153 (67.4)</td>
<td>621 (54.5)</td>
<td>79 (54.9)</td>
<td>65 (41.1)</td>
<td>134 (68.4)</td>
<td>12 (14.1)</td>
</tr>
<tr>
<td>Mechanical ventilation (among hospitalized patients)</td>
<td>112 (73.2)</td>
<td>366 (58.9)</td>
<td>46 (58.2)</td>
<td>31 (47.7)</td>
<td>86 (64.2)</td>
<td>10 (83.1)</td>
</tr>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male gender</td>
<td>107 (47.1)</td>
<td>588 (51.6)</td>
<td>64 (44.4)</td>
<td>87 (55.1)</td>
<td>91 (46.4)</td>
<td>54 (63.5)</td>
</tr>
<tr>
<td>Age 18-44 years</td>
<td>148 (65.2)</td>
<td>727 (63.8)</td>
<td>82 (56.9)</td>
<td>94 (59.5)</td>
<td>133 (67.9)</td>
<td>70 (82.4)</td>
</tr>
<tr>
<td>Age ≥45 years</td>
<td>76 (33.5)</td>
<td>379 (33.3)</td>
<td>54 (37.5)</td>
<td>58 (36.7)</td>
<td>57 (29.1)</td>
<td>15 (17.6)</td>
</tr>
<tr>
<td>White race</td>
<td>186 (81.9)</td>
<td>929 (81.6)</td>
<td>118 (81.9)</td>
<td>134 (84.8)</td>
<td>168 (85.7)</td>
<td>60 (70.6)</td>
</tr>
<tr>
<td>Hispanic or Latino ethnicity</td>
<td>82 (36.1)</td>
<td>230 (20.2)</td>
<td>23 (16.0)</td>
<td>27 (17.1)</td>
<td>43 (21.9)</td>
<td>7 (8.2)</td>
</tr>
<tr>
<td>US $75,000 or more yearly income</td>
<td>19 (8.4)</td>
<td>162 (14.2)</td>
<td>20 (13.9)</td>
<td>28 (17.7)</td>
<td>21 (10.7)</td>
<td>18 (21.2)</td>
</tr>
<tr>
<td>Smoking</td>
<td>121 (53.3)</td>
<td>450 (39.5)</td>
<td>53 (36.8)</td>
<td>45 (28.5)</td>
<td>102 (52.0)</td>
<td>26 (30.6)</td>
</tr>
<tr>
<td>Flu vaccination</td>
<td>144 (63.4)</td>
<td>533 (46.8)</td>
<td>62 (43.1)</td>
<td>69 (43.7)</td>
<td>102 (52.0)</td>
<td>30 (35.3)</td>
</tr>
<tr>
<td>Chronic conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>38 (16.7)</td>
<td>285 (25.0)</td>
<td>35 (24.3)</td>
<td>37 (23.4)</td>
<td>64 (32.7)</td>
<td>12 (14.1)</td>
</tr>
<tr>
<td>Obesity</td>
<td>32 (14.1)</td>
<td>165 (14.5)</td>
<td>35 (24.3)</td>
<td>37 (23.4)</td>
<td>29 (14.8)</td>
<td>6 (7.1)</td>
</tr>
<tr>
<td>Asthma</td>
<td>64 (28.2)</td>
<td>156 (13.7)</td>
<td>29 (20.1)</td>
<td>19 (12.0)</td>
<td>29 (14.8)</td>
<td>6 (7.1)</td>
</tr>
<tr>
<td>Alcohol or substance use disorder</td>
<td>64 (28.2)</td>
<td>128 (11.2)</td>
<td>19 (13.2)</td>
<td>17 (10.8)</td>
<td>25 (12.8)</td>
<td>7 (8.2)</td>
</tr>
<tr>
<td>Diabetes, uncomplicated</td>
<td>12 (5.3)</td>
<td>116 (10.2)</td>
<td>15 (10.4)</td>
<td>19 (12.0)</td>
<td>28 (14.3)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Mental illness</td>
<td>36 (15.9)</td>
<td>98 (8.6)</td>
<td>23 (16.0)</td>
<td>22 (13.9)</td>
<td>17 (8.7)</td>
<td>4 (4.7)</td>
</tr>
<tr>
<td>Migraines</td>
<td>23 (10.1)</td>
<td>81 (7.1)</td>
<td>15 (10.4)</td>
<td>23 (14.6)</td>
<td>15 (7.7)</td>
<td>4 (4.7)</td>
</tr>
<tr>
<td>Weight loss</td>
<td>20 (8.8)</td>
<td>76 (6.7)</td>
<td>14 (9.7)</td>
<td>15 (9.5)</td>
<td>27 (13.8)</td>
<td>3 (3.5)</td>
</tr>
<tr>
<td>Anemia</td>
<td>54 (23.8)</td>
<td>70 (6.1)</td>
<td>12 (8.3)</td>
<td>13 (8.2)</td>
<td>22 (11.2)</td>
<td>3 (3.5)</td>
</tr>
<tr>
<td>High cholesterol</td>
<td>7 (3.1)</td>
<td>69 (6.1)</td>
<td>14 (9.7)</td>
<td>20 (12.7)</td>
<td>9 (4.6)</td>
<td>3 (3.5)</td>
</tr>
<tr>
<td>Ulcer</td>
<td>10 (4.4)</td>
<td>68 (6.0)</td>
<td>5 (3.5)</td>
<td>11 (7.0)</td>
<td>25 (12.8)</td>
<td>3 (3.5)</td>
</tr>
<tr>
<td>No chronic condition</td>
<td>34 (15.0)</td>
<td>264 (23.2)</td>
<td>23 (16.0)</td>
<td>31 (19.6)</td>
<td>29 (14.8)</td>
<td>45 (52.9)</td>
</tr>
</tbody>
</table>

**Symptomology Groups Associated With Adverse COVID-19 Outcomes**

Our findings from the logistic regression models, using symptomology groups as risk factors for adverse COVID-19 outcomes and adjusted for all sociodemographic characteristics and comorbid conditions, showed the following 3 groups associated with hospitalization: abdominal and bladder pain group (Group 1; OR 1.5, 95% CI 1.01-2.34); flu-like symptoms group (Group 2; OR 3.33, 95% CI 1.97-5.79); and skin or eye dryness group (Group 5; OR 1.63, 95% CI 1.07-2.52). No symptomology group was associated with a high risk for mechanical ventilation (Table 3).
## Table 3. Associations between COVID-19 symptomology groups and adverse COVID-19 outcomes.

<table>
<thead>
<tr>
<th>Symptomology group</th>
<th>Hospitalization</th>
<th>Mechanical ventilation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdominal and bladder pain group (Group 1)</td>
<td>1.54 (1.01-2.34)</td>
<td>1.12 (0.66-1.92)</td>
</tr>
<tr>
<td>Flu-like symptoms group (Group 2)</td>
<td>3.33 (1.97-5.79)</td>
<td>0.17 (0.04-0.54)</td>
</tr>
<tr>
<td>Hoarseness and sputum production group (Group 3)</td>
<td>1.51 (0.92-2.48)</td>
<td>1.09 (0.57-2.11)</td>
</tr>
<tr>
<td>Joint aches and stomach cramps group (Group 4)</td>
<td>0.56 (0.35-0.88)</td>
<td>0.54 (0.27-1.07)</td>
</tr>
<tr>
<td>Skin or eye dryness group (Group 5)</td>
<td>1.63 (1.07-2.52)</td>
<td>1.25 (0.76-2.05)</td>
</tr>
</tbody>
</table>

*a* Group 6 (no symptoms) is excluded.

*b* Multivariate logistic models adjusted for sociodemographic characteristics and comorbid conditions.

*c* OR: odds ratio.

### Risk Factors for COVID-19 Hospitalization Among Symptomology Groups

Finally, we developed 5 logistic regression models for symptomology groups to compare the risk factors for COVID-19 hospitalization among those groups (asymptomatic participants were excluded from this analysis). The results of those models are presented as a forest plot of significant variables in at least one symptomology group (Figure 3). The risk factors differed between participants from different symptomology groups. The only risk factor that was significant for 4 out of 5 groups was influenza vaccine in the last season (Group 1: OR 6.22, 95% CI 2.32-17.92; Group 2: OR 2.35, 95% CI 1.74-3.18; Group 3: OR 3.7, 95% CI 1.32-10.98; Group 4: OR 4.44, 95% CI 1.53-14.49). Smoking (OR 4.22, 95% CI 1.42-13.26) and asthma (OR 5.14, 95% CI 1.53-19.56) were significant risk factors for hospitalization in the abdominal and bladder pain group (Group 1). Weight loss was a risk factor in the joint aches and stomach cramps group (Group 4; OR 13.9, 95% CI 2.34-161.64) and in the abdominal and bladder pain group (Group 1; OR 7.05, 95% CI 1.37-49.01). Diabetes was a risk factor in the joint aches and stomach cramps group (Group 4; OR 7.5, 95% CI 1.69-45.28).
Figure 3. Risk factors for hospitalization among individuals in different symptomology groups.

Findings From the Validation Assessment
A comparison of our findings with those of other studies can be found in Multimedia Appendix 9. At the time of our analysis, we found 3 systematic review or meta-analysis studies mapping the association of symptoms with the risk of adverse outcomes of COVID-19 [19-21].

We found agreement between this study and previous studies for 18 symptoms, 6 of which were associated with adverse outcomes (abdominal pain, cough, dyspnea/shortness of breath, fever, fatigue, and vomiting). In addition, we assessed 14 symptoms that were not previously studied by others, 6 of which were associated with adverse outcomes (bladder pain, dry eyes, dry skin, loss of appetite, seizure, and skin rash).

Discussion
Principal Findings
Our results identified individual symptoms and behaviors associated with COVID-19 adverse outcomes. Among these, some were well-known and some were new. We also identified 6 symptomology groups, with 3 groups showing statistically significant associations with COVID-19 outcomes. Furthermore, the findings of this work increase our understanding of the
MTurk population and show that with precautionary measures, high-quality data can be obtained.

Well-known single COVID-19 symptoms identified (ie, abdominal pain, cough, fever, and shortness of breath) were associated with hospitalization [5,6]. Less common symptoms identified, such as bladder pain, eye dryness, and skin dryness were also associated with adverse COVID-19 outcomes. We provided additional validation of our findings by comparing the results with the findings of systematic review and meta-analysis studies. The individual symptoms we identified as being associated with adverse COVID-19 outcomes were consistent with the symptoms in those studies.

Our analysis of chronic conditions and associations with COVID-19 adverse outcomes showed that patients with preexisting asthma, diabetes, depression, and bladder problems were at high risk for hospitalization, similar to the findings in previous studies. Although previous studies have shown an increased risk of severe COVID-19 among people with obesity [34], our study did not find a significant increase in the risk of hospitalization among obese people. This result may be due to the participants in our sample being younger than those in other studies, resulting in a weaker link between obesity and chronic diseases that are the actual drivers of COVID-19 severity.

When studying behaviors influencing adverse COVID-19 outcomes, like previous studies, we found that smoking increased the risk of severe COVID-19 outcomes [35-37]. Current smokers and past smokers who quit less than a year ago had a higher risk of hospitalization, and every day smokers also had a higher risk for mechanical ventilation. Our finding showing an effect of influenza vaccination on adverse outcomes contradicts the findings in some other studies. For example, it has been previously reported that influenza vaccination could be considered a protective factor again severe cases of COVID-19 infection [38,39]. Our data, however, suggested that COVID-19–positive respondents who were vaccinated against influenza in Autumn 2019 had higher odds of hospitalization and mechanical ventilation after adjusting for demographic factors, chronic conditions, and COVID-19 symptoms, as the influenza vaccination status might be associated with preexisting comorbidities and a person’s demographics. This is not an isolated finding as others have reported that there is a positive association between influenza vaccination rates and COVID-19 death rates [40], that influenza vaccination coverage in a country is a risk factor associated with higher infection rates of COVID-19 [41], and that there is a need to investigate the potential impact of influenza vaccination on COVID-19 risk and severity [42].

In addition to studying individual symptoms and behaviors, this study identified 6 COVID-19 symptomology groups by cluster analysis and assessed their associations with adverse outcomes of the disease. Three symptomology groups (flu-like symptoms, abdominal and bladder pain symptoms, and eye and skin dryness symptoms) were highly associated with a high risk for hospitalization. While the characteristics of respondents in the flu-like symptoms group were similar to the characteristics of the general population, the abdominal and bladder pain group included survey respondents who had lower income, and were more likely to have smoked and to be influenza vaccinated. They also tended to have chronic conditions, such as asthma and anemia, and alcohol disorder. The survey respondents in the eye and skin dryness group were generally older and had a greater possibility of being white. They were also more likely to have smoked and to be influenza vaccinated. This group also had a very high percentage of survey respondents with depression, diabetes, and ulcers.

Characterizing patients according to clusters using artificial intelligence devices and machine learning is a pioneering method in a variety of infectious and noninfectious diseases. The use of scientific methods to identify clusters of patients with similar characteristics and specific disease risks might improve awareness of heterogeneity in symptomology, and may enable targeted interventions to reduce disease severity. Other studies of COVID-19 disease trajectories have been able to identify vulnerable population clusters that could benefit from specific health resources, and have provided insights for public health targets for managing the pandemic [43,44]. One previous study identified 3 symptomatic groups and 1 asymptomatic group among COVID-19 patients [43]. However, that study did not analyze the associations between the symptomology groups and COVID-19 outcomes. Our analysis of 6 symptomatic groups found that the risk factors for COVID-19 adverse outcomes differed between participants from the different symptomology groups. For the asymptomatic COVID-19 group, other studies have shown that asymptomatic carriers account for 15% to 60% of the infected population and play a key role in disease transmission [45]. Adding to our understanding of asymptomatic carriers, our findings indicated that the asymptomatic symptomology group had a low percentage of hospitalization; a high percentage of young non-Hispanic men with high income; and a low percentage of people with chronic conditions, smoking, and influenza vaccination. These characteristics add to those described in a review study of asymptomatic COVID-19 carriers’ characteristics that found young age alone to be a significant factor for having no symptoms [46-48]. Another study of Mexican outpatients found a lower frequency of smokers and influenza vaccination among asymptomatic responders [43].

The percentage of those connected to a mechanical ventilator among hospitalized patients may seem high in our study (61.8%); however, the management of patients hospitalized with COVID-19 has changed considerably over the course of the pandemic. More than half of the study population had been hospitalized, and two-thirds of them were on ventilators. Since the survey was conducted in the first months of the COVID-19 pandemic, many people who got sick with COVID-19 were hospitalized and then connected to a mechanical ventilator. Over time, fewer people with COVID-19 were hospitalized, and among those who were hospitalized, only patients with more severe disease were put on ventilators. Other studies have also shown a high percentage (68%) of ventilator use among hospitalized COVID patients [49].

This work also showed that with precautionary measures to ensure high-quality data collection, a crowdsourcing model can be used to collect data to characterize symptomology for COVID-19 diagnosis and prognosis. There are many studies...
assessing health data on MTurk as a source of high-quality and rapidly collected data, and it has demonstrated good reliability [30,50,51]. However, to improve data quality on MTurk, there are recommendations to include workers with an “approval rate” above 95% and keep the “number of HITs approved” to at least 100 [30,31,51]. Prior studies have not investigated data quality from workers by comparing survey responses of 3 experience levels (according to the number of HITs approved) in a pilot study. By launching a pilot study, we found no difference in the approval rate of workers from different experience groups; thus, all could provide adequate data to satisfy the basic approval criterion. For specific tasks requiring higher cognitive ability, however, workers with more experience may provide higher quality data. In our case, we found that those with 500+ HITs submitted fewer duplicate responses than those with 100-499 HITs. While this may exacerbate the superworker issue, the tradeoff of quality data for the use of more experienced workers may be necessary depending on the task. To provide additional validation of our findings, we compared the findings of individual symptoms associated with COVID-19 to the findings of other researchers and identified many concordant findings.

Limitations
A major limitation of this study was the self-reported data, which can be less reliable than physiological assessments. Our crowdsourced approach, however, allowed for reaching many participants, which helped mitigate the noise, and the fast data collection process was helpful during this pandemic. In addition, during this pandemic, many risk factors of COVID-19 were discovered through social media and other self-reported surveys [52-56]. To use those data sources, crowdsourced practices are emerging in research fields such as infodemiology (defined as collecting and analyzing data in real time through an electronic medium with the aim to inform public health decision makers) [57-59]. Another growing field is digital epidemiology, in which researchers are using internet data for epidemiological purposes [60-62]. The techniques of capturing relevant real-world data are promising but need to be further developed to meet the possible public health challenges in the future. Second, some of our findings warrant further validation. The risk factors first reported in our study, such as bladder pain symptoms and eye or skin dryness symptoms, need to be more extensively studied so that they can be used in clinical assessments. Furthermore, the influence of influenza vaccination on COVID-19 adverse outcomes should be further investigated as it appears now that humans will have to co-exist with both diseases for a long time even after this pandemic.

Conclusions
Our work demonstrated that a crowdsourced approach was effective for collecting data to assess the symptomology associated with COVID-19. Conducting a pilot study to assess data quality and population representation facilitated refining the filtering criteria for our final data collection strategy. We validated our approach by comparing the findings from assessing individual symptoms associated with COVID-19 to those identified by others and found highly concordant results. In our assessment of symptomology groups, we discovered that the bladder pain and skin or eye dryness groups had a high risk of COVID-19 hospitalization. Given these findings, we believe that a crowdsourcing strategy, such as the one proposed here, should be considered by others for quick and cost-effective assessments in a rapidly changing spectrum of infectious diseases, and societal and environmental factors.
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Abstract

Background: The COVID-19 pandemic increased disparities for communities burdened by structural barriers such as reduced affordable housing, with mental health consequences. Limited data are available on digital resources for public mental health prevention during the COVID-19 pandemic.

Objective: The study aim was to evaluate engagement in and impact of free digital resources on the Together for Wellness/Juntos por Nuestro Bienestar (T4W/Juntos) website during COVID-19 in California.

Methods: A pilot evaluation of T4W/Juntos was performed, with partner agencies inviting providers, clients, and partners to visit the website and complete surveys at baseline (September 20, 2021, to April 4, 2022) and at 4-6–week follow-up (October 22, 2021, to May 17, 2022). Website use was assessed by three engagement items (ease of use, satisfaction, relevance), comfort in use, and use of six resource categories. Primary outcomes at follow-up were depression and anxiety (scores ≥3 on Patient Health Questionnaire-2 item [PHQ2] and Generalized Anxiety Disorder-2 item [GAD2] scales). Secondary outcomes were post-pre differences in PHQ2 and GAD2 scores, and use of behavioral health hotlines and services the month before follow-up.

Results: Of 366 eligible participants, 315 (86.1%) completed baseline and 193 (61.3%) completed follow-up surveys. Of baseline participants, 72.6% identified as female, and 21.3% identified as lesbian, gay, bisexual, transgender, queer/questioning, and others (LGBTQ+). In terms of ethnicity, 44.0% identified as Hispanic, 17.8% as African American, 26.9% as non-Hispanic white, and
11.4% as other ethnicity. Overall, 32.7% had moderate anxiety or depression (GAD2/PHQ2≥3) at baseline. Predictors of baseline website engagement included being Hispanic versus other race/ethnicity (β=.27, 95% CI .10-.44; P=.002) and number of COVID-19–related behavior changes (β=.09, 95% CI .05-.13; P<.001). Predictors of comfort using the website were preferring English for website use (odds ratio [OR] 5.57, 95% CI 2.22-13.96; P<.001) and COVID-19–related behavior changes (OR 1.37, 95% CI 1.12-1.66; P=.002); receiving overnight behavioral health treatment in the prior 6 months (OR 0.15, 95% CI 0.03-0.69, P=.015) was associated with less comfort in website use. The main predictor of depression at follow-up (PHQ2≥3) was baseline depression (OR 6.24, 95% CI 2.77-14.09; P<.001). Engagement in T4W/Juntos was associated with lower likelihood of depression (OR 0.54, 95% CI 0.34-0.86; P=.01). Website use the month before follow-up was associated with a post-pre reduction in PHQ2 score (β=.62, 95% CI −1.04 to −0.20; P=.004). The main predictor of GAD2≥3 at follow-up was baseline GAD2≥3 (OR 13.65, 95% CI 6.06-30.72; P<.001). Greater baseline website engagement predicted reduced hotline use (OR 0.36, 95% CI 0.18-0.71; P=.004).

Conclusions: Ethnicity/language and COVID-19–related behavior changes were associated with website engagement; engagement and use predicted reduced follow-up depression and behavioral hotline use. Findings are based on participants recommended by community agencies with moderate follow-up rates; however, significance was similar when weighting for nonresponse. This study may inform research and policy on digital mental health prevention resources.

(JMIR Form Res 2022;6(12):e42031) doi:10.2196/42031
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Introduction

Background
The COVID-19 pandemic increased disparities for communities burdened by structural barriers such as shortage of affordable housing or work opportunities, with mental health consequences [1]. Stressors related to COVID-19 include loss/grief, self-quarantining, physical distancing, social isolation, business and school closures, financial impacts, lack of access to basic needs, and stress, including that related to racial discrimination, with mental health consequences [2]. There is also documentation of provider stress such as burnout, fear of infection, and loss [3]. There are racial/ethnic disparities in prevalence and economic impacts, and disparities exist for other marginalized groups such as lesbian, gay, bisexual, transgender, queer/questioning and others (LGBTQ+), rural farm workers, and persons with mental health challenges [1,3-6]. These impacts are noted across age groups, with concerns about school/work-related distress, substance use, suicidality, abuse/violence, and overall mental health consequences [7,8], highlighting the importance of public-facing interventions.

With advances in social media and digital technology, the importance of digital interventions for public health is clear; some countries use digital resources to promote mental health prevention, including in youth portals [9]. Such strategies may reduce the need for services, while increasing access to services for those in need [10]. There are limited data on the effectiveness of digital interventions for public mental health and in disasters [10]. Over the past decade, mental health care has been supplemented by mobile mental health apps and internet resources, ranging from meditation and mindfulness apps to symptom diaries and self-management tools such as cognitive behavioral therapy (CBT) [11]. While there is evidence for the efficacy of internet-based self-directed CBT and behavioral activation, evidence for many apps is limited, with inconsistent documentation of how apps are informed by evidence, as well as how they are accessible and tailored for underresourced groups [11-13]. Commentaries on next directions emphasize reframing tools as service enhancements and designing tools with end-user input, attending to the community and system contexts [14]. Some studies used consumer advisor input to tailor apps, such as sexual minority men to manage generalized anxiety and major depressive disorder [15] or consumer advisors’ partnered digital resources for youth or underresourced communities, but with limited evidence on impacts [16,17]. A recent review suggested greater uptake and effectiveness of digital resources with human contact in some studies, including a few rigorous randomized trials, although some showed no significant added effects [18]. Commentaries emphasize “solution-focused” approaches to digital mental health, with attention to user experience and an intervention target of engagement (usefulness, usability, satisfaction, use, contacts with others), consistent with community-engaged approaches [19-21].

Digital Mental Health Tools and Together for Wellness Development

Given a history of partnered interventions, including those delivered during disasters [22,23], California Health Care Services Division of Behavioral Health included in its Federal Emergency Management Agency (FEMA)/Substance Abuse and Mental Health Services Administration (SAMHSA) a COVID-19 crisis counseling program, supporting free digital mental health resources (Together for Wellness/Juntos por Nuestro Bienestar [T4W/Juntos]) with partner input. T4W/Juntos features evidence-informed or evidence-based resources reviewed with lead agencies (Latinx, Black, Asian American, LGBTQ+, parent support for youths, older adults, persons with mental illness). The public website was developed iteratively, initially focusing on mindfulness, and adding resources vetted by community partners on coping with stress; grief; connecting to others; social justice issues such as racial discrimination; information on COVID-19; and resources for families with
children, teachers, and older adults. Given the input, toolkits included visuals and videos, resources in multiple languages, and video orientations by provider and community partners; the initial partnered development process was previously described in a commentary [24].

This article describes further development of T4W/Juntos and results of a partnered evaluation, informed by principles of community-partnered participatory research (CPPR), including trust, respect, and two-way input [21]. The website and evaluation are informed by the technology acceptance model (TAM) and Behavioral Model for Vulnerable Populations, with COVID-19–related behavior changes [25–27]. The TAM explains use of technologies by professionals and patients, emphasizing reported engagement/satisfaction and comfort in use, contributing to actual use [25]. The Vulnerable Populations model emphasizes factors affecting underresourced groups [26], coupled here with COVID-19–related changes [27], to inform mechanisms of action (engagement, comfort in use) for promoting mental well-being, attending to the individual and system contexts [19,20].

The research questions for this study were as follows:

1. What are specific individual and social factors that promote engagement and use of the T4W/Juntos website?
2. Does reported engagement in and use of T4W/Juntos reduce symptoms of depression and anxiety (primary), and use of crisis hotlines and behavioral health services (secondary)?

Based on input from community and policy partners, we hypothesized that individuals with higher need (greater depression, anxiety symptoms) and more COVID-19–related behavior changes (such as social distancing) and COVID-19–related stressors (such as loss or financial stress) would engage more in website use, and that engagement and use between baseline and follow-up would be associated with reduced depression, anxiety, and use of hotlines at follow-up, as evaluated by participant surveys.

**Methods**

**T4W/Juntos Resources**

The website was iteratively reviewed by community partners in group meetings (largely by Zoom) in English and Spanish. Meetings included representatives of 11 agencies, youth and older adult advisory groups, and involved interaction with investigators and technology design leaders. Resources were reviewed and updated. Suggestions led to modifications in design, addition of other languages, and others. Based on this feedback, 133 resources were selected for T4W/Juntos: websites (n=62), videos (n=18), YouTube links (n=2), PDFs (n=32), apps (n=10), and hotlines (n=9). The 6 main categories with examples are illustrated in Table 1. The website is available in 13 languages (videos in Mixteco were published in the summer of 2022). Once resources were made available on the website, we used an iterative process through focus group sessions (N=4) that consisted of youth (n=8) and older adult (n=10) advisors. Community partners were asked to provide feedback about their experience using the website and their review of resources. Each focus group was led by a moderator and notes were taken by members of the T4W/Juntos team. Feedback was communicated to the technology team and the website was revised/updated accordingly.
Table 1. Examples of digital mental health resources selected for the Together for Wellness/Juntos por Nuestro Bienestar website.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Learn About COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>Multilingual Resource Hub: TranslateCOVID.org^a</td>
<td>COVID-19 information in over 40 languages on the disease, impacts, vaccines, tips to prevent the spread, and more. Created by the UCLA^b Asian American Studies Center</td>
</tr>
<tr>
<td>COVID-19 Guide for Trans people</td>
<td>COVID-19 guide for the transgender community and their families. Developed by the National Center for Transgender Equality</td>
</tr>
<tr>
<td>Covid-19 in Pregnancy^c</td>
<td>Video featuring Yalda Afshar, MD, PhD, and Rashmi R Rao, MD, at UCLA, who explain COVID-19 and answer questions regarding pregnancy during this pandemic. Video created by UCLA Health</td>
</tr>
<tr>
<td>Covid Coach^d</td>
<td>App created for everyone, including veterans and service members, to support self-care and overall mental health during the COVID-19 pandemic. Developed by the mobile mental health team of the National Center for PTSD^d, Dissemination &amp; Training Division</td>
</tr>
<tr>
<td>Be Safe and Healthy with Potter the Otter</td>
<td>A kid-friendly guide on staying safe during the COVID-19 pandemic starring First 5’s Potter the Otter. Created by First 5 LA</td>
</tr>
<tr>
<td><strong>Soothe Anxiety and Stress</strong></td>
<td></td>
</tr>
<tr>
<td>Deep Breathing for Beginners^d</td>
<td>YouTube video demonstrating deep breathing, and giving tips for improving oxygen uptake and reducing stress and fatigue. YouTube channel led by Michelle Kenway</td>
</tr>
<tr>
<td>UCLA Mindfulness App^d</td>
<td>App on mindfulness in meditations that help reduce stress and anxieties, created by the UCLA Mindful Awareness Research Center</td>
</tr>
<tr>
<td>Mindshift App^d</td>
<td>App based on cognitive behavioral therapy, developed to help you learn to relax and be mindful, develop more effective ways of thinking, and use active steps to take charge of your anxiety. Developed by Anxiety Canada</td>
</tr>
<tr>
<td>The Safe Place^d</td>
<td>Minority mental health app geared toward the Black community, with meditations, breathing and exercise tips, coping with police brutality, and more. Developed by Jasmin Pierre</td>
</tr>
<tr>
<td>Stress Relief for Caregivers and Kids during COVID-19^d</td>
<td>Guide with tips for parents and caregivers on how to take care of themselves and their families. Developed by the California Surgeon General’s office</td>
</tr>
<tr>
<td><strong>Support Resilience</strong></td>
<td></td>
</tr>
<tr>
<td>123 Sesame Street: Resilience^d</td>
<td>Webpage with videos, articles, and other resources for parents and caregivers, with tips for helping children manage anxiety during this time. Produced by Sesame Workshop</td>
</tr>
<tr>
<td>First Aid for Feelings^d</td>
<td>A book of activities for children to understand the changes that are occurring in their lives due to COVID-19. The activities will provide emotional support and resilience skills. Developed by Denise Daniels, RN, MS, Scholastic; and the Yale Child Study Center</td>
</tr>
<tr>
<td>Dav Pilkey at Home</td>
<td>Webpage that offers children activities for reading, drawing, creating, as well as videos, featuring well-known cartoon characters. Developed by Scholastic</td>
</tr>
<tr>
<td><strong>Cope with a Recent Loss</strong></td>
<td></td>
</tr>
<tr>
<td>Apart of Me^c</td>
<td>Game designed by grief experts to help users come to terms with the loss they have suffered. Developed by Apart of Me</td>
</tr>
<tr>
<td>Healing After Death</td>
<td>App with guided meditations designed to assist you in supporting the spirit of someone you love who has passed away. Developed by Vanessa Callison-Burch</td>
</tr>
<tr>
<td>VA: Deal with Loss^c,d</td>
<td>Guide for taking care of yourself after a loss. Developed by the National Center for PTSD</td>
</tr>
<tr>
<td><strong>Connect with People &amp; Support Social Justice</strong></td>
<td></td>
</tr>
<tr>
<td>TEACH. PLAY. LOVE. - Important Conversations About Social Justice for Kids^c,d</td>
<td>Podcast led by child development experts who share strategies to help you teach your child about diversity, equity, and inclusion. Developed by Bright Horizons</td>
</tr>
<tr>
<td>Covid-19 Resources to Stand Against Racism</td>
<td>Webpage with a list of resources and helpful tips, primarily for AAPI^f communities, in light of the increased hate crimes that occurred during the pandemic. Developed by Asian Americans Advancing Justice</td>
</tr>
<tr>
<td>Explore Justice</td>
<td>A video series designed to help us unpack and examine the current and historical perspectives that shape social justice. Developed by 211LA</td>
</tr>
</tbody>
</table>

^aEvidence-based.  
^bUCLA: University of California, Los Angeles.  
^cExpert opinion.
Evidence Basis
As shown in Table 1, most resources are evidence-informed or evidence-based for specific populations, rather than for public prevention. For example, there are studies of effectiveness of mindfulness on attentional and emotional self-regulation [28]; one study of community health promotion used a pre-post design [29] and another was a randomized trial for depressed English and Spanish adults, which was found to reduce depression [28]. Mindfulness is thus considered to be “evidence-informed” for public prevention. Some resources are based on CBT and mindfulness (such as Mindshift App and Sanvello), whereas others provide information (e.g., on depression) with resources for subgroups (eg, children).

Design
The website evaluation was conducted in collaboration with 11 California community-based agencies representing diverse populations. Each agency gave input in planning meetings on survey measures and design, signed an agreement, and received US $1000 for their work to invite participants for the survey, including clients, partners, and staff, as groups impacted by COVID-19. For agencies with large lists of potential participants, random selection tools were provided. Assuming a 50% response rate, we encouraged the agencies to invite 80-100 individuals to ultimately enroll 30-40 per agency; that number was later expanded to 70 per agency to increase enrollment. The goal was to have 300-350 participants review the website and complete the baseline survey online; of these, 10% would be invited for a qualitative telephone interview 2 weeks later and all would be invited for a 4-6-week online follow-up survey. The goal was to apply the TAM/Vulnerable Population Model to describe engagement in website use [30], and predictors of engagement and anxiety/depression (Generalized Anxiety Disorder scale-2 [GAD2]/Patent Health Questionnaire-2 [PHQ2]), including demographics, services use, and COVID-19–related behavior changes and stressors [22,27,31-33]. For the evaluation, we created a duplicate version of the entire public-access website that allowed us to track enrollment by the inviting agency. Potential participants were emailed invitations (with 1-2 reminders) and a link to the eligibility screener (participants needed to have online access, speak English or Spanish, be aged 18+ years). Eligible participants who consented online were registered, given a link to the duplicate website that they were asked to visit, and asked to complete a baseline survey after visiting the website. Those who completed the baseline survey and consented to follow-up were invited to participate online surveys 4-6 weeks later, and (if selected) to be contacted for a qualitative interview 2 weeks after baseline (10% of total sample). Surveys were provided in English or Spanish. The survey period was September 20, 2021, to April 4, 2022, for the baseline, and October 22, 2021, to May 17, 2022, for follow-up.

Ethics Approval
The study was reviewed and approved by the University of California, Los Angeles Institutional Review Board for Human Subjects (20-002163-AM-00008). All participants provided informed consent online and were advised that participation was voluntary, data would be deidentified, their contact information would be used for follow-up, and linking data (an ID code) would be stored on a secure server separately from study data. Informed consent was affirmed at follow-up assessments. For each participation event (survey, interview), participants received a US $25 electronic gift card. Inviting agencies were not informed of the participation of individuals. The study team used the separately stored contact information to invite participants to follow-up. Participation in each activity was voluntary.

Measures
Baseline
Demographics included age in years, gender (female, male, genderqueer, questioning, trans man, trans woman, other/unknown, not stated), sexual orientation (gay/lesbian, bisexual/pansexual, queer, not sexual/none, questioning, other/unknown, not stated), race/ethnicity (American Indian/Native American/Alaskan; Black/African American/African; East Asian; South East Asian; Hispanic, Latino/Spanish Origin; Middle Eastern; Pacific Islander; white/Caucasian; unknown/not stated), website language preference (English, Spanish, Cantonese, Vietnamese, Tagalog, Mandarin, Korean, Japanese, Russian, Farsi, Armenian, Arabic, Mixteco, other/unknown/not stated), education (some high school or less, high school graduate/equivalent, vocational/certificate, some college, college graduate, graduate school), and zip code [22,34-36]. Two mental health stigma items were also included at baseline (scored on 5-point Likert agreement scales plus “don’t know”) [22].

Baseline and Follow-up
Depression and anxiety screeners included responses to the PHQ2 and GAD2 (range 0-6; score≥3 considered moderate depression/anxiety) [32,33]. Services use was assessed for the prior 6 months in the baseline survey and for the prior 1 month in the follow-up survey, including any hotline use for behavioral health (any and number of calls) and any behavioral health services (emergency room, primary care, mental health, substance use visits; hospitalization, residential care) [22]. Pandemic-related stress at baseline was assessed according to an adapted version of the COVID-19 Stress Scale [37], including COVID-19–related behavior changes (nine items: no changes, social distancing, isolation, caring for someone at home, working from home, not working, change in health care services, following media coverage on COVID-19, and changing travel plans). The overall impact of the pandemic was assessed over multiple categories (plus decline to answer). COVID-19 stressors [19] included having COVID-19; fear of acquiring or spreading COVID-19; worrying about others; stigma or discrimination;
financial, food, and home insecurity; frustration, depression, anxiety, alcohol, sleep, and sexual activity change; confusion about COVID-19; other difficulties (not contributing to greater good, having social/emotional support, having financial support from others). Additional items included were vaccination status (yes/no), vaccine acceptability (5-point Likert agreement plus don’t know), date of survey completion, and racial/ethnic discrimination during the COVID-19 pandemic (assessed at baseline only: 6 items, 4-point Likert scale) [25,35].

The use of and engagement in the website at baseline were assessed according to website satisfaction, relevance of content, and ease of use, along with comfort in using the website (each with a 5-point Likert agreement scale plus “don’t know”). At follow-up, use and engagement were assessed according to actual website use in the prior month, including any use (yes/no); frequency/download and use of any of the six main categories, each with five response options (did not use, used some, used and valuable, used and very valuable, used and would recommend to anyone); and if recommended website to others (yes/no), number of times and which resource categories were recommended [22,25,31].

Statistical Analyses
We performed descriptive analyses to describe the sample using means (SDs) for continuous variables, and counts and percentages for categorical variables. To describe predictors of engagement/use, we fit linear regression models for continuous variables (eg, mean engagement score) and logistic regression models for dichotomous variables (eg, used website). For preliminary bivariate analyses, predictors included demographics, need, stigma, COVID-19–related behaviors and stressors, and behavioral health services use (including predictors of follow-up nonresponse). The final regression model included predictors that were significant in preliminary models at \(P<.05\).

For website use in the month before follow-up, we used logistic regression for any use and linear regression for total score of use across the six main categories. We examined predictors at follow-up of having PHQ2≥3 and GAD2≥3, and as sensitivity analyses, the post minus pre difference in PHQ2 and GAD2 scores. For secondary analyses, we examined predictors of hotline use and any behavioral health services use (outpatient, inpatient, rehabilitation, hotlines) in the month before follow-up; an imputed version of inpatient/rehabilitation was used for sensitivity analysis, assigning 0 if the items were skipped but other use items answered. We initially examined all measures as predictors in bivariate analyses, including predictors of follow-up nonresponse. We then fit regression models with significant predictors to inform final models. For final follow-up models, we conducted sensitivity analyses using inverse propensity weighting of data for predictors of nonresponse at baseline (age) and for follow-up after baseline [38,39].

Results

Participant Characteristics
By May 31, 2022, 495 individuals had completed the eligibility screener. Of the 446 that were eligible, 367 (82.3%, 6-69 per agency) consented, with no significant difference in mean age (\(P=.56\)) between those that did not consent (38.7, SD 12.8 years) and did consent (39.7, SD 13.9 years). Of the 367 who consented, 315 (85.8%) completed baseline surveys, with a significantly lower mean age (\(P=.002\)) for completers (38.8, SD 13.5 years) than noncompleters (45.3, SD 15.1 years).

Of the baseline participants, 72.6% were female, 21.3% self-reported as LGBTQ+, 44.0% were Hispanic, 17.8% African American, 26.9% non-Hispanic white, and 11.4% endorsed another ethnicity. The sample’s mean age was 38.8 years with 110 (34.9%) aged 18-30 years and 18.5% had a high school education or less. Of the baseline participants, 32.7% screened positive for moderate anxiety or depression (GAD2/PHQ2≥3) and 61.2% had used behavioral health services in the prior 6 months. For COVID-19–related behavior changes, the mean number selected of the 9 listed was 3.9 (SD 2.0). For COVID-19 stressors, the mean selected of the 19 listed was 6.8 (SD 4.1) (Table 2).
Table 2. Characteristics at baseline, overall, and by follow-up status.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline (n=315)</th>
<th>Had follow-up (n=193)</th>
<th>No follow-up (n=122)</th>
<th>t or χ² (df) ²</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n responses, mean (SD)</td>
<td>315, 38.8 (13.5)</td>
<td>193, 38.1 (13.0)</td>
<td>122, 39.9 (14.3)</td>
<td>-1.18 (313)</td>
<td>.24</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>10.13 (2)</td>
<td>.006</td>
</tr>
<tr>
<td>Responses, n</td>
<td>310</td>
<td>189</td>
<td>121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>225 (72.6)</td>
<td>130 (68.8)</td>
<td>95 (78.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>70 (22.6)</td>
<td>53 (28.0)</td>
<td>17 (14.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>15 (4.8)</td>
<td>6 (3.2)</td>
<td>9 (7.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex minority, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>0.51 (1)</td>
<td>.48</td>
</tr>
<tr>
<td>Responses, n</td>
<td>300</td>
<td>185</td>
<td>115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>64 (21.3)</td>
<td>37 (20.0)</td>
<td>27 (23.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>236 (78.7)</td>
<td>148 (80.0)</td>
<td>88 (76.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>13.04 (3)</td>
<td>.005</td>
</tr>
<tr>
<td>Responses, n</td>
<td>298</td>
<td>184</td>
<td>114</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>131 (44.0)</td>
<td>68 (37.0)</td>
<td>63 (55.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>53 (17.8)</td>
<td>32 (17.4)</td>
<td>21 (18.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>80 (26.8)</td>
<td>61 (33.2)</td>
<td>19 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>34 (11.4)</td>
<td>23 (12.5)</td>
<td>11 (9.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>5.15 (4)</td>
<td>.27</td>
</tr>
<tr>
<td>Responses, n</td>
<td>313</td>
<td>192</td>
<td>121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>23 (7.3)</td>
<td>10 (5.2)</td>
<td>13 (10.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>35 (11.2)</td>
<td>21 (10.9)</td>
<td>14 (11.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>87 (27.8)</td>
<td>56 (29.2)</td>
<td>31 (25.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>119 (38.0)</td>
<td>78 (40.6)</td>
<td>41 (33.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate school</td>
<td>49 (15.7)</td>
<td>27 (14.1)</td>
<td>22 (18.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language prefer to use on the website, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>0.02 (2)</td>
<td>.99</td>
</tr>
<tr>
<td>Responses, n</td>
<td>313</td>
<td>191</td>
<td>122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>260 (83.1)</td>
<td>159 (83.2)</td>
<td>101 (82.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>40 (12.8)</td>
<td>24 (12.6)</td>
<td>16 (13.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>13 (4.2)</td>
<td>8 (4.2)</td>
<td>5 (4.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ2 ≥ 3, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>0.92 (1)</td>
<td>.34</td>
</tr>
<tr>
<td>Responses, n</td>
<td>312</td>
<td>190</td>
<td>122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>102 (32.7)</td>
<td>66 (34.7)</td>
<td>36 (29.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>210 (67.3)</td>
<td>124 (65.3)</td>
<td>86 (70.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ2 score, N responses, mean (SD)</td>
<td>311, 1.6 (1.5)</td>
<td>190, 1.7 (1.4)</td>
<td>121, 1.4 (1.5)</td>
<td>1.87 (309)</td>
<td>.06</td>
</tr>
<tr>
<td>PHQ2 ≥ 3, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>2.82 (1)</td>
<td>.09</td>
</tr>
<tr>
<td>Responses, n</td>
<td>311</td>
<td>190</td>
<td>121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>61 (19.6)</td>
<td>43 (22.6)</td>
<td>18 (14.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>250 (80.4)</td>
<td>147 (77.4)</td>
<td>103 (85.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD2 score, N responses, mean (SD)</td>
<td>312, 1.8 (1.7)</td>
<td>190, 1.9 (1.7)</td>
<td>122, 1.6 (1.5)</td>
<td>1.81 (310)</td>
<td>.07</td>
</tr>
<tr>
<td>GAD2 ≥ 3, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>0.37 (1)</td>
<td>.54</td>
</tr>
<tr>
<td>Responses, n</td>
<td>312</td>
<td>190</td>
<td>122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>80 (25.6)</td>
<td>51 (26.8)</td>
<td>29 (23.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>Baseline (n=315)</td>
<td>Had follow-up (n=193)</td>
<td>No follow-up (n=122)</td>
<td>t or χ² (df)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------</td>
<td>-----------------------</td>
<td>----------------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Stigma score, N responses, mean (SD)</td>
<td>290, 2.8 (1.0)</td>
<td>181, 2.9 (1.0)</td>
<td>109, 2.7 (1.0)</td>
<td>0.96 (288)</td>
<td>.34</td>
</tr>
<tr>
<td>Engagement score (3 items)², N responses, mean (SD)</td>
<td>304, 4.0 (0.7)</td>
<td>188, 4.0 (0.8)</td>
<td>116, 4.1 (0.7)</td>
<td>-2.03 (302)</td>
<td>.04</td>
</tr>
<tr>
<td>Do not feel comfortable using this website, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>1.14 (4)</td>
<td>.89</td>
</tr>
<tr>
<td>Responses, n</td>
<td>305</td>
<td>188</td>
<td>117</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>106 (34.8)</td>
<td>66 (35.1)</td>
<td>40 (34.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>108 (35.4)</td>
<td>65 (34.6)</td>
<td>43 (36.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>22 (7.2)</td>
<td>12 (6.4)</td>
<td>10 (8.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>37 (12.1)</td>
<td>25 (13.3)</td>
<td>12 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>32 (10.5)</td>
<td>20 (10.6)</td>
<td>12 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any service use for emotional, mental health, alcohol, or drug problems, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>0.44 (1)</td>
<td>.51</td>
</tr>
<tr>
<td>Responses, n</td>
<td>197</td>
<td>130</td>
<td>67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>121 (61.4)</td>
<td>82 (63.1)</td>
<td>39 (58.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>76 (38.6)</td>
<td>48 (36.9)</td>
<td>28 (41.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any service use for emotional, mental health, alcohol, or drug problems, imputed, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>2.07 (1)</td>
<td>.15</td>
</tr>
<tr>
<td>Responses, n</td>
<td>240</td>
<td>152</td>
<td>88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>121 (50.4)</td>
<td>82 (53.9)</td>
<td>39 (44.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>119 (49.6)</td>
<td>70 (46.1)</td>
<td>49 (55.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total number of COVID-19–related changes, N responses, mean (SD)</td>
<td>315, 3.9 (2.0)</td>
<td>193, 4.0 (1.9)</td>
<td>122, 3.6 (2.1)</td>
<td>1.75 (313)</td>
<td>.08</td>
</tr>
<tr>
<td>Total number of COVID-19 stressors experienced, N responses, mean (SD)</td>
<td>315, 6.8 (4.1)</td>
<td>193, 7.3 (4.3)</td>
<td>122, 6.0 (3.8)</td>
<td>2.81 (313)</td>
<td>.005</td>
</tr>
</tbody>
</table>

aχ² tests were used for categorical variables and t tests were used for continuous variables to compare groups with and without a follow-up response.
bPHQ2: Patient Health Questionnaire-2 item.
cGAD2: Generalized Anxiety Disorder-2 item scale.
dItems (ease of use, relevance of topics, satisfaction) were averaged as mean engagement based on 5-point Likert scales.

### Website Engagement

Of all participants, 87.1% agreed the website was easy to use, 80.5% found the topics to be relevant, 85.9% were satisfied with the website, and 70.2% were comfortable using the website. Three items (ease, relevance, satisfaction) were averaged to obtain the mean engagement score with standard Cronbach α=.736; comfort using the website was considered a separate measure. In final regression analyses, predictors of higher baseline engagement included Hispanic versus other race/ethnicity (β=.27, 95% CI .10-.44; P=.002) and COVID-19–related behavior changes (β=.09, 95% CI .05-.13; P<.001). At baseline, 83.1% (260/313) of participants reported English as their preferred language for website use versus 12.8% (40/313) Spanish or 4.2% other (13/313) (Table 2). Predictors for comfort using the website in final regression analyses were preferring English compared to other languages (odds ratio [OR] 5.57, 95% CI 2.22-13.96; P<.001) and number of COVID-19–related behavior changes (OR 1.37, 95% CI 1.12-1.66; P=.002). In addition, those having overnight treatment for behavioral health within 6 months before baseline (n=8 inpatients, n=10 rehabilitation patients) had less comfort using the website (OR 0.15, 95% CI 0.03-0.69; P=.02).

### Follow-up Response and Predictors

Of the 315 participants completing the baseline survey, 193 (61.3%) completed follow-up surveys. Table 2 shows baseline factors in bivariate analyses that predicted follow-up survey completion (significance of differences between groups with and without follow-up response were evaluated with χ² tests for categorical variables and with t tests for continuous variables). In final logistic regression models, baseline predictors of follow-up survey response were: (1) non-Hispanic white versus other race/ethnicity (OR 2.04, 95% CI 1.11-3.76; P=.02), (2) lower mean website engagement (OR 0.66, 95% CI 0.45-0.95; P=.03), and (3) greater number of COVID-19–related stressors (OR 1.07, 95% CI 1.01-1.14; P=.03). These variables were included as predictors in follow-up models and were excluded if not significant.

### Follow-up Website Use

Among the follow-up participants, 119/193 (61.7%) visited the website or used resources in the month prior to follow-up surveys. By category, the rate of resource use was 50.0% (96/192) for (1) Learn about COVID, 53.9% (103/191) for (2) Soothe Anxiety and Stress, 40.0% (76/190) for (3) Support Resilience in Kids and Families, 35.6% (68/191) for (4) Cope...
with a Recent Loss, 42.2% (81/192) for (5) Build Community and Connect with People, and 31.3% (60/192) for (6) Need to Talk to Someone (Helplines). For any use in the month prior to follow-up, unique baseline predictors in the regressions were: PHQ2 score (higher=more use), called hotline for behavioral health before baseline (higher=more use), and greater alcohol use during COVID-19; these predictors were also significant when weighted for nonresponse (Table 3). The mean score of category use (1-5, from "no use" to "recommend to everyone") varied from a high of 2.30 (SD 1.45) for Soothe Anxiety and Stress to a low of 1.75 (SD 1.26) for Need to Talk to Someone: mean scores were significantly higher for Categories 1-3 and 5 than for 6; categories 1 and 2 than for 4 and 5; and category 2 than category 3 (all P≤.002). Predictors of higher total use summed across the six categories were: Hispanic ethnicity, baseline PHQ2 or GAD2 score ≥3, and caring for someone at home during COVID-19 (Table 3). COVID-19–related change in sexual activity was associated with reduced total use; these predictors were also significant with nonresponse weighting (Table 3).

Table 3. Final models for website use in the month before follow-up.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Main analysis (unweighted)</th>
<th>Sensitivity analysis (IPW², nonresponse)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any website use³</td>
<td>Statistic⁰ 95% CI P value</td>
<td>Statistic⁰ 95% CI P value</td>
</tr>
<tr>
<td>Female</td>
<td>0.52 0.25 to 1.08 .08</td>
<td>0.61 0.27 to 1.35 .22</td>
</tr>
<tr>
<td>PHQ2d≥3</td>
<td>1.33 1.04 to 1.69 .02</td>
<td>1.44 1.12 to 1.85 .004</td>
</tr>
<tr>
<td>Called hotline for behavioral health before baseline</td>
<td>6.50 1.68 to 25.24 .007</td>
<td>6.48 1.25 to 33.58 .03</td>
</tr>
<tr>
<td>COVID-19 stressor, increased alcohol/substance use</td>
<td>0.26 0.11 to 0.60 .002</td>
<td>0.21 0.09 to 0.52 &lt;.001</td>
</tr>
</tbody>
</table>

Use of 6 categoriese,f

| Hispanic or Latino (vs other race/ethnicity) | 2.74 0.75 to 4.73 .007 | 2.56 0.41 to 4.72 .02 |
| PHQ-2 or GAD-2F≥3 | 3.39 1.39 to 5.40 .001 | 4.51 2.18 to 6.83 <.001 |
| COVID-related change, caring for someone at home | 2.86 0.77 to 4.95 .008 | 3.24 0.97 to 5.51 .006 |
| COVID stressor, change in sexual activity | -3.58 -5.88 to -1.28 .002 | -3.97 -6.04 to -1.91 <.001 |

aIPW: inverse probability weighting for nonresponse predictors at baseline and follow-up. bThe effect is presented as the odds ratio for any website use and as β for use of 6 categories. cAnalytical N=186 for main analysis, N=181 for sensitivity analysis. dPHQ2: Patient Health Questionnaire-2 item. eAnalytical N=175 for main analysis, N=170 for sensitivity analysis. fTotal score across 6 categories (Learn about COVID, Soothe Anxiety and Stress, Supporting Resilience in Kids and Families, Cope with a Recent Loss, Build Community and Connect With People, and Need to Talk to Someone) each of which has 5 responses (not use to recommend to anyone). gGAD2: Generalized Anxiety Disorder scale-2 item.

Associations With Primary and Secondary Follow-up Outcomes
The main predictor of follow-up depression (PHQ2≥3) was baseline depression (Table 4). In addition, greater reported engagement in T4W/Juntos was associated with a lower likelihood of depression at follow-up (Table 4). PHQ2 scores can range from 0 to 6; for our sample, the baseline mean PHQ2 score was 1.6 (SD 1.5). Predictors of a post-pre change in the PHQ2 score included: (1) Caucasian/white versus other race/ethnicity, which was associated with an increase in PHQ2; (2) using the website resources in the month before follow-up, which was associated with a reduced post-pre PHQ2 score; and (3) having more COVID-19–related stressors at baseline, which was associated with a reduced post-pre PHQ2 score (Table 4). The findings were similar when weighted for nonresponse. For GAD2≥3 at follow-up, the main predictor was baseline GAD2. For a post-pre change in the GAD2 score, the main predictors were non-Hispanic white versus other race/ethnicity, age, and COVID-19–related stressors; however, only COVID-19–related stressors and age were significant in the analysis weighting for nonresponse (Table 4).

Predictors of using hotlines for behavioral health in the month before follow-up included: baseline depression or anxiety (PHQ2 or GAD2≥3) (P=.006) and use of hotlines prior to baseline assessment (P=.002). Greater baseline mean website engagement, greater comfort using the website at baseline, and greater mean total website use in the month before follow-up each predicted reduced hotline use at follow-up, which remained significant with nonresponse weighting (Table 5). For use of any behavioral health services (outpatient, inpatient, rehabilitation, hotlines) prior to follow-up, the main predictor in logistic regression was use of such services prior to baseline. Increased reported mean engagement with the website at baseline was associated with a borderline trend toward reduced probability of behavioral services use, which was significant when weighting for nonresponse (Table 5).
Table 4. Final models for follow-up Patient Health Questionnaire (PHQ2) and Generalized Anxiety Disorder (GAD2) associated with website use.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Main analysis (unweighted)</th>
<th>Sensitivity analysis (IPW(^a), nonresponse)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistic</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Follow-up PHQ2 ≥3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement mean score, 3 items(^d) (baseline)</td>
<td>0.54</td>
<td>0.34 to 0.86</td>
</tr>
<tr>
<td>PHQ2 ≥3 (baseline)</td>
<td>6.34</td>
<td>2.77 to 14.09</td>
</tr>
<tr>
<td><strong>Follow-up GAD2 ≥3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD2 ≥3 (baseline)</td>
<td>13.65</td>
<td>6.06 to 30.72</td>
</tr>
<tr>
<td><strong>PHQ2 mean score post-pre change</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white (vs other race/ethnicity)</td>
<td>.46</td>
<td>.03 to .90</td>
</tr>
<tr>
<td>Visited T4W/Juntos(^g) or used resources month before follow-up</td>
<td>−.62</td>
<td>−1.04 to −.20</td>
</tr>
<tr>
<td>Total number of COVID-19 stressors (baseline)</td>
<td>−.07</td>
<td>−.12 to −.02</td>
</tr>
<tr>
<td><strong>GAD2 mean score post-pre change</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white (vs other race/ethnicity)</td>
<td>.44</td>
<td>.00 to .87</td>
</tr>
<tr>
<td>Age</td>
<td>.02</td>
<td>.00 to .03</td>
</tr>
<tr>
<td>Total number of COVID-19 stressors (baseline)</td>
<td>−.06</td>
<td>−.11 to −.01</td>
</tr>
</tbody>
</table>

\(^a\)IPW: inverse probability weighting for nonresponse predictors at baseline and follow-up.
\(^b\)The effect is presented as the odds ratio for follow-up scores ≥3 and as β for mean post-pre changes in scores.
\(^c\)Analytical N=187 for main analysis, N=185 for sensitivity analysis.
\(^d\)Items (ease of use, relevance of topics, satisfaction) were averaged as mean engagement based on 5-point Likert scales.
\(^e\)Analytical N=187 for main analysis, N=187 for sensitivity analysis.
\(^f\)Analytical N=181 for main analysis, N=176 for sensitivity analysis.
\(^g\)T4W/Juntos: Together for Wellness/Juntos por Nuestro Bienestar.
\(^h\)Analytical N=178 for main analysis, N=173 for sensitivity analysis.
noncompleters, suggesting that more support for participation may be needed for older adults. Baseline website engagement was higher for those of Hispanic ethnicity, whereas comfort in website use was greater for people preferring English, suggesting that website modification or human support may be important for non-English speakers [18]. In addition, less comfort in use was associated with having a prior overnight behavioral health stay, which could reflect disability or need for support. Website use before follow-up was lower for those with greater alcohol use during the COVID-19 pandemic. Total website use across categories was higher for those caring for someone at home and stay, which could reflect disability or need for support. Website use during the COVID-19 pandemic. Total website use across categories was higher for those caring for someone at home and was lower for those with a change in sexual activity during the pandemic. These findings highlight potential differences in website use patterns for specific COVID-19 changes, which is an area for future research. The main findings for depression and hotline use are largely consistent with policymaker goals for developing the website for prevention to reduce mental health needs and crisis calls.

**Limitations**

Limitations included that, as a nonrandomized study, the findings could reflect selection effects or reverse causality, although the main finding of website use associated with reduced depression was robust in analyses of end status and post-pre change with and without nonresponse weighting. Higher use of this website could be associated with use of other websites that could have had an unmeasured (confounding) effect on outcomes. Further, the study used a convenience sample recruited by partnering agencies in one state representing diverse populations rather than a general population sample during a specific period of the pandemic (September 2021-May 2022). While effects of COVID-19 evolved over time, during this time.
period, the date of survey completion was not significant and not included in final models. Future research may include experimental designs to clarify the causation and mechanisms of action. Further, the study had a moderate response at follow-up (61.3%). Predictors of response (non-Hispanic white, lower baseline engagement, greater number of COVID-19 stressors) were included as predictors in final models if significant, with weighting for nonresponse in sensitivity analyses. Recruited participants included clients, partners, and providers of partnering agencies, and we did not track participant roles; however, baseline education data suggest the sample included some nonproviders. In future research, it may be important to include demographic or cultural differences in stigma of mental health that may affect website use to inform the tailoring of resources, and it may be important to evaluate the added value of human support to enhance website use and survey response, particularly for non-English speakers or older adults [18].

Public Health Implications
Given the consistency of main outcome findings with hypotheses and policy consumer advisor goals for developing digital resources, the findings were considered by policy partners as encouraging for further website development and evaluation as next steps, including expansion to youth/young adults. Descriptive findings reinforce the importance of community agency partnerships to achieve a diverse sample. These findings also raise the issue of potential impacts for diverse populations of prevention-oriented, free digital mental health resources during COVID-19 to reduce depression and crisis hotline use, an important issue for future randomized trials or quality improvement initiatives with public health implications. The consumer advisor engagement in this study reinforces the public health value of a partnered participatory effort in intervention development and evaluation. The findings suggest next steps for research in public health, such as exploring human support for digital resources, especially for non-English speakers, even for a website available in 13 languages. Although this represents only a preliminary evaluation, given limited data on digital mental health for preventive public health goals [10], the findings may inform the next steps for development of resources and evaluation efforts to inform public mental health prevention.
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Abstract

Background: To contain the spread of SARS-CoV-2, contact-tracing (CT) mobile apps were developed and deployed to identify and notify individuals who have exposure to the virus. However, the effectiveness of these apps depends not only on their adoption by the general population but also on their continued use in the long term. Limited research has investigated the facilitators of and barriers to the continued use of CT apps.

Objective: In this study, we aimed to examine factors influencing the continued use intentions of CT apps based on the health belief model. In addition, we investigated the differences between users and nonusers and between the US and UK populations.

Methods: We administered a survey in the United States and the United Kingdom. Respondents included individuals who had previously used CT technologies and those without experience. We used the structural equation modeling technique to validate the proposed research model and hypotheses.

Results: Analysis of data collected from 362 individuals showed that perceived benefits, self-efficacy, perceived severity, perceived susceptibility, and cues to action positively predicted the continued use intentions of CT apps, while perceived barriers could reduce them. We observed few differences between the US and UK groups; the only exception was the effect of COVID-19 threat susceptibility, which was significant for the UK group but not for the US group. Finally, we found that the only significant difference between users and nonusers was related to perceived barriers, which may not influence nonusers’ continued use intentions but significantly reduce experienced users’ intentions.

Conclusions: Our findings have implications for technological design and policy. These insights can potentially help governments, technology companies, and media outlets to create strategies and policies to promote app adoption for new users and sustain continued use for existing users in the long run.

(JMIR Form Res 2022;6(12):e40302) doi:10.2196/40302
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Introduction

Overview

The COVID-19 outbreak, a consequence of SARS-CoV-2, has had a major, long-lasting effect on our society. The COVID-19 pandemic has been considered the most significant public health threat the world has experienced in the last 100 years [1]. In the United States alone, there have been over 80 million reported cases of the disease, with over a million fatal cases [2]. The COVID-19 pandemic has lasted for over 2 years and several new, high-transmissibility variants (eg, delta and omicron) have emerged during this time. Various efforts (eg, the distribution of multiple vaccines) and containment measures have been taken worldwide, including social distancing, travel restrictions, testing, and contact tracing (CT). Among these measures, digital CT apps have been considered a particularly important strategy for managing the pandemic and reducing COVID-19 cases and deaths [3,4]. These apps can rapidly identify and notify exposures to the disease [5,6].

Although traditionally performed manually [7], a set of CT apps have been developed and deployed by different countries (eg, China, the United States, the United Kingdom, Japan, Israel, and Singapore), health providers (eg, Mayo Clinic), and technology companies (eg, Apple and Google). Regardless of the differences in app design and architecture, prior research has indicated that the effectiveness of these apps is proportional to the number of people who use them [8]; that is, to suppress the epidemic, 80% of all smartphone users or 56% of the population overall need to use the CT app [3,9]. A survey conducted early in the pandemic reported that ≥60% of the population indicated a willingness to install a hypothetical CT app [10]. Yet, the actual adoption of these apps has been considerably lower than anticipated [11], with installation rates of ≤10% of the population in some countries where apps have been deployed [12]. This fact highlights the intention-behavior gap [13]—even though many people may have displayed the intention to use a CT app—they do not take action by installing or using it. Such low adoption rates are problematic and prevent the actual value of CT apps from being realized.

According to the World Health Organization, several other diseases could likely cause pandemics in the future, which signifies the importance of preparing for such occasions, even after the current pandemic is over [14]. Therefore, as an effective approach to containing pandemics, there is a need to understand why CT apps have not been as popular as anticipated and what factors facilitate or hinder their continued use as pandemics go on. Investigating this problem is critical not only for addressing the COVID-19 pandemic but also for understanding how to design CT technologies and apps for future health crises.

Ample research has been conducted in the early phase of the COVID-19 pandemic to investigate factors that could influence the adoption and uptake of CT apps [15]. For instance, prior work pointed to the influence of demographics (eg, age and sex) [16-18], individual beliefs and attitudes (eg, trust, privacy concerns, or access to technologies) [10,19,20], situational factors (eg, COVID-19 cases and deaths or lockdown measures) [21], and contextual factors (eg, cultural, regional, and national differences) [15]. Despite the important contributions made by these studies, as Jamieson et al [22] stated, “the collective utility of contact tracing technology to suppress the spread of viruses depends not only on the adoption of contact tracing apps but also on their continued use.” In addition, compared with the beginning of the pandemic, our society has gained more knowledge about COVID-19 and a significant portion of the population has been vaccinated, all of which could affect people’s willingness to continue the use of CT apps. More importantly, recent evidence in health informatics shows that sustained and continued use of CT apps may have different motivators than the initial adoption of these technologies [23,24]. To our knowledge, there is limited research that pays scholarly attention to the continued use of CT apps [25].

Building upon prior work in this domain, we aim to address this research gap by proposing and validating a research model of the predictors of continued use of CT apps, defined as extending the use of CT apps beyond the initial stages of adoption and the first few uses. Our specific research questions include the following: (1) What are the predictors of an individual’s continued intention to use CT apps? (2) How do user behaviors and predictors differ among users who had experience versus those who did not and between individuals in the United States versus the United Kingdom? To answer these research questions, we surveyed respondents in the United States and the United Kingdom from among those who had previously used CT technologies and those without any experience. Our findings highlighted several factors (eg, perceived benefits, self-efficacy, perceived severity, perceived susceptibility, and cues to action) that have positive impacts on the continued use of CT apps. In contrast, perceived barriers could reduce people’s continued use intentions. We also observed some differences between the United States and the United Kingdom and between users and nonusers. Our study could provide important insights for governments, technology companies, and media outlets to determine how to promote CT apps better and sustain continued use in the long run.

Background

Since the outbreak of the COVID-19 pandemic, seminal research has studied user acceptance and use intention of CT apps based on several theoretical models, such as the health belief model (HBM) [26], the protection motivation theory [27], health behavior change [28], cognitive appraisal theory [29], procedural fairness theory and cultural dimension theory [19], and the unified theory of acceptance and use of technology [30-32]. These studies primarily focused on evaluating the public’s attitude; for example, individuals’ willingness or intention to install and adopt a hypothetical CT app.

This body of prior work highlighted a set of factors that influence the adoption and use intention of CT apps, ranging from individual characteristics (eg, age, sex, and experience with technology) to situational (eg, lockdown measures) and contextual factors (eg, cultural and national differences). For example, younger ages [10,16,17], higher education level [15,26,33], and experience using smartphone apps [10,34] are associated with positive intentions to download a CT app. In addition, the perceptions, trust, and acceptance of CT
technologies seem to vary in different countries and cultural backgrounds. For example, countries with collectivist values, such as those in Asian regions, usually see broad acceptance from their citizens [10,16]; in contrast, the US and European respondents generally report lower acceptance [10,17,18,35]. Situational factors, such as the total number of COVID-19 cases in a region and lockdown measures, could also affect people’s willingness to download the CT app [21,25]. For example, those living in places with lockdown measures or restrictions on mobility are less likely to download and use the app [25].

In summary, prior work has primarily investigated the acceptance and intention to adopt and use CT technology. This is because most of the reviewed studies were conducted before or shortly after the introduction of CT apps; therefore, they were only able to measure people’s willingness or intention to use a newly developed CT app. In addition, although some studies examined the actual use of CT apps with users [17,20,36,37], they only explored adoption at an early stage. Thus, continued use remains to be investigated [22,25]. To that end, in this study, we examined the continued use of CT apps beyond the initial stages of adoption and the first few interactions. We included both prior app users and nonusers in our study to investigate the factors that impact a person’s continuous intention to use CT apps and how the influence of key predictors may differ between the user and nonuser groups.

Theoretical Framework and Hypotheses Development

In this work, we examine which factors influence an individual’s continued use of a CT app by adopting the HBM [38,39]. We chose this theoretical model because the HBM is a widely recognized model in the context of health behavior change [38] and has been used by many prior studies to explain why people follow healthy choices of action in the presence of a threat. This is comparable with our study’s context, where individuals may continue to use a CT app as a behavior to help counteract the threat of contracting and spreading COVID-19.

The HBM consists of several constructs including perceived susceptibility, perceived benefits, perceived barriers, perceived severity, and cues to action. The model assumes that people who anticipate a health threat are more willing to perform a protective health behavior because they believe that such an action will reduce a severe illness [40,41]. The 2 constructs of the HBM—perceived susceptibility and perceived severity—are highly related to this cognitive presumption. Perceived susceptibility represents an individual’s perceived risk or likelihood of catching a disease due to a particular behavior. Perceived severity refers to individuals’ beliefs about the impact of the harm of pursuing a particular behavior. Several studies have revealed that perceived susceptibility and perceived severity can cause people to take protective actions, such as using and adopting mobile health technologies [42,43]. In relation to the current COVID-19 pandemic, if people perceive themselves as liable to COVID-19 infection and related health complications, they are more inclined to continue using the app to reduce the infection risk of COVID-19. In addition, someone who perceives high health threats and severity tends to continue using the CT app. Therefore, we hypothesized the following:

**Hypothesis 1:** The perceived susceptibility to COVID-19 is positively associated with the continued use intention of CT apps.

**Hypothesis 2:** The perceived threat of COVID-19 is positively associated with the continued use intention of CT apps.

Perceived benefits refer to a person’s belief that recommended health behaviors will be beneficial in preventing the disease or reducing its effect. A high perception of benefits increases the likelihood of adopting such behavior. Perceived barriers, on the contrary, represent the costs of or obstacles to performing the recommended health behavior, including tangible costs (eg, time, money, and knowledge acquisition) and psychological costs (eg, feeling anxious, pessimistic, and embarrassed) [44]. Low perception of barriers increases a person’s willingness to adopt a particular behavior. The model assumes that the more benefits the individual believes there are from a new behavior, and the lower the obstacles to performing such behavior, the greater the chance of adopting it [45]. In our study context, perceived benefits could include personal benefits (eg, being formed of a potential infection to protect a person’s health) and social benefits (eg, helping the community contain the spread of the coronavirus). Perceived barriers, as pointed out in prior works [46,47], include privacy issues and security concerns raised by the app. These concerns could present barriers to using the app in the long term. Therefore, we hypothesized as follows:

**Hypothesis 3:** The perceived benefits of CT apps are positively associated with the continued use intention of CT apps.

**Hypothesis 4:** The perceived barriers of CT apps are negatively associated with the continued use intention of CT apps.

The HBM is often complemented by constructs and factors related to health and protective behavior [48]. Therefore, we added perceived self-efficacy to the model, as we believe that the continued use of CT apps is also influenced by individuals’ beliefs in their competence to use the app. Perceived self-efficacy is an individual’s belief that he or she can successfully perform a particular health behavior. A few studies have demonstrated that self-efficacy is a significant factor in predicting health behaviors [49,50]. In addition, research has addressed the role of self-efficacy in predicting users’ intention to continue using information technology systems [51]. In the context of COVID-19, if individuals have found mastery of the app, they may be more inclined to adopt the app [19,26,27]. However, whether having the ability to use CT apps could predict continued intention is understudied. Therefore, we hypothesized the following:

**Hypothesis 5:** Perceived self-efficacy is positively associated with the continued use intention of CT apps.

Cues to action are the circumstances that inspire the readiness to act. This construct can influence individuals’ decisions on whether to engage in protective behaviors. Concerning COVID-19, cues to action include exposure to media content and the infection experience of close friends and family members. It has been 2 years since the outbreak of the pandemic.
when this study was performed. People, especially existing users of CT apps, have had a variety of ways to get to know about COVID-19 and experience CT technology. Therefore, they may be more inclined to continue using the app. Our hypothesis was as follows:

Hypothesis 6: Cues to action are positively associated with the continued use intention of CT apps.

Textbox 1 provides an overview of the model constructs and their definitions in this study. In addition to these constructs, we included several factors that may influence the behavioral decision to use the app, such as individual characteristics (e.g., age, sex, or educational level), contextual differences (United States vs United Kingdom), and COVID-19 experiences (whether they previously contracted COVID-19).

Textbox 1. Overview of contextualized constructs according to the health belief model.

- Perceived benefits of contact-tracing (CT) app use: perceptions about the positive outcomes of using CT apps.
- Perceived barriers of CT app use: perceptions about the negative outcomes or obstacles of using CT apps.
- COVID-19 threat severity: the extent to which one’s health might be negatively affected by the COVID-19 pandemic.
- Self-efficacy to use CT apps: belief in having the resources, skills, and ability to continue using CT apps.
- Cue to action (using CT apps): cues that trigger the use of CT apps.
- (CT apps) Continued use intention: willingness to continue the use of a mobile health app [52].

Methods

Data Collection

Pursuant to our research questions, we conducted a survey study among individuals in the United States and the United Kingdom to evaluate their intentions to continue using CT apps. We conducted the surveys in fall 2021 (October to December). To be open in our data collection and insights, we surveyed individuals who previously used CT technologies, in addition to those who have had no prior experience. This helped us gauge responses from both users and nonusers to examine what would generally determine decisions for long-term engagement with CT apps.

Individuals were recruited with the help of 2 survey companies: Amazon Mechanical Turk in the United States and Prolific in the United Kingdom. We used a web-based survey (Qualtrics) to collect the responses. No identifying information was collected to ensure anonymity. Nonetheless, we collected demographic information as shown in Table 1. To calculate the minimum sample size necessary for variance-based structural equation model analysis, we followed the study by Hair et al [53], which suggests a sufficient sample that is a minimum of 10 times the number of items of the formative indicators in the model. Given that we had 24 items formatively represented in the model, we concluded that a minimum sample size of 240 was required.

Of the 532 individuals who initiated the surveys, 363 (68.2%; Table 1) completed them (171 US and 203 UK respondents). The response rate is acceptable, given the sensitive nature of some questions [54]. Yet, we checked for nonresponse bias by comparing the demographic characteristics of respondents and nonrespondents; the results showed no significant differences, suggesting that nonresponse bias was not an issue in our study.

The measurement items were selected from previously validated measures [26,55,56] and adapted to fit the study context (see Table 2 for measurement items). Although the measurements were validated in prior research, we conducted a pilot study and asked a convenience sample of 12 CT app users to review and reflect on the survey and provide qualitative feedback regarding the questionnaire guide measurement instruments. We also asked them to provide written feedback on the appropriateness, readability, and meaningfulness of the measures and their fit to the context of the study. On the basis of the qualitative feedback provided, we revised the survey guidelines to avoid possible confusion in responding and introducing any bias. Furthermore, we have slightly reworded a few items for clarity. For instance, item 1 in perceived barriers was changed from “The contact tracing app will violate my rights” to “The contact tracing app will violate my privacy.” Overall, the pilot study helped us improve the quality and accuracy of the data collection instrument.
Table 1. Demographic characteristics.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Values (N=363), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-25</td>
<td>50 (14)</td>
</tr>
<tr>
<td>25-35</td>
<td>119 (33)</td>
</tr>
<tr>
<td>35-45</td>
<td>99 (27)</td>
</tr>
<tr>
<td>45-55</td>
<td>66 (18)</td>
</tr>
<tr>
<td>55-78</td>
<td>29 (8)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sex</th>
<th>Values (N=363), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>160 (44)</td>
</tr>
<tr>
<td>Female</td>
<td>200 (55)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>3 (1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education</th>
<th>Values (N=363), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than high school</td>
<td>6 (2)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>45 (12)</td>
</tr>
<tr>
<td>Some college</td>
<td>85 (23)</td>
</tr>
<tr>
<td>2-year degree</td>
<td>44 (12)</td>
</tr>
<tr>
<td>4-year degree</td>
<td>138 (38)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>40 (11)</td>
</tr>
<tr>
<td>Doctorate</td>
<td>5 (1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contact-tracing app experience</th>
<th>Values (N=363), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Currently using</td>
<td>125 (56)</td>
</tr>
<tr>
<td>Used in the past</td>
<td>114 (16)</td>
</tr>
<tr>
<td>Never used</td>
<td>124 (22)</td>
</tr>
</tbody>
</table>
Table 2. Measurement items and loadings.

<table>
<thead>
<tr>
<th>Variable and items</th>
<th>Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived benefits of contact-tracing apps [26]</strong></td>
<td></td>
</tr>
<tr>
<td>Thanks to the contact-tracing app, I will be more on my guard when I have face-to-face contact.</td>
<td>0.785</td>
</tr>
<tr>
<td>Thanks to the contact-tracing app, I will take more precautions not to spread the Coronavirus myself (eg, wash my hands, maintain distance from others, and limit my outside movements).</td>
<td>0.719</td>
</tr>
<tr>
<td>By using the contact-tracing app, I will help public authorities combat the Coronavirus.</td>
<td>0.732</td>
</tr>
<tr>
<td>The contact tracing app will allow me to protect myself from the Coronavirus.</td>
<td>0.752</td>
</tr>
<tr>
<td><strong>Perceived barriers of contact-tracing app use [26]</strong></td>
<td></td>
</tr>
<tr>
<td>The contact-tracing app will violate my privacy.</td>
<td>0.855</td>
</tr>
<tr>
<td>The contact-tracing app will create tensions between individuals who are infected by the Coronavirus and those who are not.</td>
<td>0.91</td>
</tr>
<tr>
<td><strong>COVID-19 threat severity [26]</strong></td>
<td></td>
</tr>
<tr>
<td>If I get infected by the Coronavirus, it will have important health consequences for me.</td>
<td>0.843</td>
</tr>
<tr>
<td>If I get infected by the Coronavirus, my health will be severely affected.</td>
<td>0.895</td>
</tr>
<tr>
<td>If I get infected by the Coronavirus, my health will be significantly reduced.</td>
<td>0.914</td>
</tr>
<tr>
<td><strong>COVID-19 threat susceptibility [26]</strong></td>
<td></td>
</tr>
<tr>
<td>I am at risk of being infected by the Coronavirus.</td>
<td>0.826</td>
</tr>
<tr>
<td>It is likely that I would suffer from the Coronavirus.</td>
<td>0.649</td>
</tr>
<tr>
<td>It is possible that I could be infected by the Coronavirus.</td>
<td>0.738</td>
</tr>
<tr>
<td><strong>Self-efficacy to use contact-tracing apps [57]</strong></td>
<td></td>
</tr>
<tr>
<td>I have the knowledge needed to use the contact-tracing app.</td>
<td>0.914</td>
</tr>
<tr>
<td>I have the necessary resources to use the contact-tracing app.</td>
<td>0.915</td>
</tr>
<tr>
<td>I can get help from others if I experience difficulties using the contact-tracing app.</td>
<td>0.724</td>
</tr>
<tr>
<td><strong>Cue to action (using contact-tracing apps) [26]</strong></td>
<td></td>
</tr>
<tr>
<td>To what extent do the following cues prompt the use of a contact-tracing app?</td>
<td></td>
</tr>
<tr>
<td>Hearing someone near you contracted COVID-19</td>
<td>0.712</td>
</tr>
<tr>
<td>Website of a newspaper, TV or radio station, or magazine</td>
<td>0.938</td>
</tr>
<tr>
<td>App of a newspaper, TV or radio station, or magazine</td>
<td>0.984</td>
</tr>
<tr>
<td>News shared on social media (Facebook, YouTube, Twitter, Instagram, WhatsApp, etc)</td>
<td>0.901</td>
</tr>
<tr>
<td>Alerts through email and newsletters</td>
<td>0.908</td>
</tr>
<tr>
<td><strong>(Contact-tracing apps) Continued use intention [52]</strong></td>
<td></td>
</tr>
<tr>
<td>I would be willing to continue using contact-tracing app.</td>
<td>0.912</td>
</tr>
<tr>
<td>I plan to continue using contact-tracing app.</td>
<td>0.920</td>
</tr>
<tr>
<td>I want to continue using contact-tracing app in the future.</td>
<td>0.901</td>
</tr>
<tr>
<td><strong>Control factors</strong></td>
<td></td>
</tr>
<tr>
<td>Demographic factors: age, sex, education</td>
<td>— a</td>
</tr>
<tr>
<td>COVID-19 experience: Have you or a person close to you (ie, a close friend or family) been affected by COVID-19?</td>
<td>—</td>
</tr>
<tr>
<td>Contact-tracing app experience</td>
<td>—</td>
</tr>
</tbody>
</table>

aData not available.

**Data Analysis**

Before testing the model, we assessed reliability and validity (ie, interconstruct correlations, Cronbach α values, composite reliability, and average variance extracted), as well as descriptive statistics (Table 3). These variables showed good reliability. The α and composite reliability scores were all above the 0.7 acceptable thresholds [58]. The average variance extracted scores were also above 0.5, indicating good convergent validity.
Furthermore, the square roots of average variance extracted scores (on the matrix’s diagonal) were higher than the correlations with the other constructs. In addition, the item loadings (see Table 2, last column) were all above 0.7 and loaded primarily onto their factor, which confirms a good discriminant validity [58]. Altogether, the results supported the reliability and validity of the constructs [59].

Subsequently, we used the structural equation modeling technique to validate the proposed research model and hypotheses. Finally, we ran additional analyses to measure the differences between users and nonusers and between-country differences. More details about these analyses are provided in the Results section.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Value, mean (SD)</th>
<th>Cronbach α</th>
<th>CR</th>
<th>AVE</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Perceived benefits of CT app use</td>
<td>4.40 (1.60)</td>
<td>.91</td>
<td>0.94</td>
<td>0.79</td>
<td>0.89</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2. Perceived barriers of CT app use</td>
<td>4.17 (1.58)</td>
<td>.71</td>
<td>0.87</td>
<td>0.77</td>
<td>−0.44</td>
<td>0.88</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>3. COVID-19 threat severity</td>
<td>4.22 (1.20)</td>
<td>.85</td>
<td>0.92</td>
<td>0.90</td>
<td>0.22</td>
<td>−0.10</td>
<td>0.90</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>4. COVID-19 threat susceptibility</td>
<td>4.72 (1.44)</td>
<td>.85</td>
<td>0.91</td>
<td>0.77</td>
<td>0.22</td>
<td>−0.21</td>
<td>0.49</td>
<td>0.88</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>5. Self-efficacy to use CT apps</td>
<td>4.72 (1.12)</td>
<td>.79</td>
<td>0.88</td>
<td>0.71</td>
<td>0.24</td>
<td>−0.08</td>
<td>−0.02</td>
<td>0.03</td>
<td>0.84</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>6. Cue to action (using CT apps)</td>
<td>2.61 (1.11)</td>
<td>.92</td>
<td>0.94</td>
<td>0.76</td>
<td>0.70</td>
<td>−0.44</td>
<td>0.22</td>
<td>0.31</td>
<td>0.20</td>
<td>0.87</td>
<td>---</td>
</tr>
<tr>
<td>7. (CT apps) Continued use intention</td>
<td>4.28 (2.03)</td>
<td>.98</td>
<td>0.99</td>
<td>0.96</td>
<td>0.72</td>
<td>−0.55</td>
<td>0.13</td>
<td>0.29</td>
<td>0.25</td>
<td>0.74</td>
<td>0.98</td>
</tr>
</tbody>
</table>

CR: composite reliability. AVE: average variance extracted. CT: contact tracing. Not applicable.
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Results
Structural Model Testing
We used a variance-based structural equation model analysis with SmartPLS (version 3; SmartPLS) to test the proposed research model. The results (Figure 1) supported the proposed hypotheses. We found that the perceived benefits of CT apps contribute to higher continued use intention ($\beta = 0.336; P < 0.001$), while the perceived barriers can reduce individuals’ willingness to do so ($\beta = -0.208; P < 0.001$). We also found that the perceptions of severity ($\beta = 0.092; P = 0.02$) and susceptibility ($\beta = 0.096; P = 0.01$) to COVID-19 as a significant health threat positively predict one’s continued use intention. Next, we found that having self-efficacy to use CT apps, that is, being confident about having the knowledge and skills required to work with the app, can positively explain continued use intentions ($\beta = 0.393; P < 0.001$). Finally, cues from news, media, and peers can increase continued use intentions ($\beta = 0.068; P = 0.03$). Together, these factors explained 67% of the variance of the intention to continue using a CT app.

Although the direct hypothesized relationships were significant, the control variables (eg, age, sex, or education) posed no significant effect on the model and hypothesized relationships.
**Post Hoc Analysis 1: Testing Country-Based Differences**

We performed additional analyses to check for heterogeneity in individuals’ CT app use. We tested the possible differences between app users’ intentions and their predictors (1) among individuals in the United States (n=160) versus the United Kingdom (n=203) and (2) among those who had previously used CT apps (n=239) versus those who did not (n=124). Accordingly, we followed the multigroup analysis (MGA) procedure [60] in PLS, which allows for direct nonparametric testing of the path estimates in the structural model for each bootstrap sample.

One potential concern when running an MGA is the measurement invariance [61]; hence, it is important to assess whether the construct measures are invariant between the samples [60]. To establish measurement invariance, we checked the difference in item loadings across the 2 samples and whether the difference is statistically significant. Following the procedure by Henseler et al [62], all P values were above .05, except for 1 item (Benefits_4), which we dropped from further analysis (leaving 3 other reflective items for that construct). Next, we tested the differences in the complete structural model (Table 4). The results showed that the influence of predictors is largely similar in both the US and UK groups. Yet, we found a significant difference regarding the effect of COVID-19 threat susceptibility (P=.01), as it significantly contributed to continued use intention for the UK group but not for the US group. In addition, when considering each group individually, we found nonsignificant effects for COVID-19 threat severity and susceptibility among the US group and self-efficacy to use CT apps for the UK group.

**Table 4. Results of post hoc analysis 1.**

<table>
<thead>
<tr>
<th>Predictor: (CT apps) continued use intention</th>
<th>Path coefficients (United States)</th>
<th>P value (United States)</th>
<th>Path coefficients (United Kingdom)</th>
<th>P value (United Kingdom)</th>
<th>Path coefficients (difference)</th>
<th>P value (difference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived benefits of CT app use</td>
<td>0.32</td>
<td>&lt;.001</td>
<td>0.36</td>
<td>&lt;.001</td>
<td>0.04</td>
<td>.74^b</td>
</tr>
<tr>
<td>Perceived barriers of CT app use</td>
<td>−0.21</td>
<td>&lt;.001</td>
<td>−0.19</td>
<td>&lt;.001</td>
<td>−0.02</td>
<td>.77^b</td>
</tr>
<tr>
<td>COVID-19 threat severity</td>
<td>0.04</td>
<td>.51^b</td>
<td>0.12</td>
<td>.01</td>
<td>−0.08</td>
<td>.29^b</td>
</tr>
<tr>
<td>COVID-19 threat susceptibility</td>
<td>−0.02</td>
<td>.71^b</td>
<td>0.19</td>
<td>&lt;.001</td>
<td>−0.21</td>
<td>.01</td>
</tr>
<tr>
<td>Self-efficacy to use CT apps</td>
<td>0.14</td>
<td>.01</td>
<td>0.01</td>
<td>.85^b</td>
<td>0.13</td>
<td>.06^b</td>
</tr>
<tr>
<td>Cue to action (using CT apps)</td>
<td>0.41</td>
<td>&lt;.001</td>
<td>0.38</td>
<td>&lt;.001</td>
<td>0.04</td>
<td>.76^b</td>
</tr>
</tbody>
</table>

^aCT: contact tracing.
^bNot significant.
Post Hoc Analysis 2: Testing Experience-Based Differences

In the second post hoc analysis, we checked for potential differences in findings based on individuals’ prior experience with CT apps. Following the same procedure, we assessed the measurement item invariance using the MGA procedure in PLS. We found that 2 items (Benefit_4 and CuestoAction_2) were not invariant across samples and hence were dropped before the MGA. Next, we tested for significant differences in the effects of predictors between the 2 groups (Table 5). We found that the only significant difference is related to the effect of perceived barriers. The perceived barriers cannot influence nonusers’ continued use intentions, while they can significantly reduce the experience group’s intentions. Finally, when the model was tested in each subsample, we found that for experienced users, the effects of perceived threat severity and self-efficacy in using CT apps were nonsignificant. For the group with no prior experience, in addition to the nonsignificant effect of self-efficacy, the effect of perceived barriers was found to be nonsignificant.

### Table 5. Results of post hoc analysis 2.

<table>
<thead>
<tr>
<th>Predictors of intention</th>
<th>Path coefficients (exp)</th>
<th>P value (no exp)</th>
<th>Path coefficients (exp)</th>
<th>P value (no exp)</th>
<th>Path coefficients (difference)</th>
<th>P value (difference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived benefits of CT(^c) app use</td>
<td>0.42</td>
<td>&lt;.001</td>
<td>0.42</td>
<td>&lt;.001</td>
<td>&lt;0.001</td>
<td>.99(^d)</td>
</tr>
<tr>
<td>Perceived barriers of CT app use</td>
<td>−0.28</td>
<td>&lt;.001</td>
<td>−0.05</td>
<td>.49(^d)</td>
<td>−0.23</td>
<td>.01</td>
</tr>
<tr>
<td>COVID-19 threat severity</td>
<td>0.07</td>
<td>.17(^d)</td>
<td>0.15</td>
<td>.03</td>
<td>−0.09</td>
<td>.33(^d)</td>
</tr>
<tr>
<td>COVID-19 threat susceptibility</td>
<td>0.09</td>
<td>.05</td>
<td>0.17</td>
<td>.03</td>
<td>−0.08</td>
<td>.34(^d)</td>
</tr>
<tr>
<td>Self-efficacy to use CT apps</td>
<td>0.08</td>
<td>.09(^d)</td>
<td>0.01</td>
<td>.90(^d)</td>
<td>0.07</td>
<td>.43(^d)</td>
</tr>
<tr>
<td>Cue to action (using CT apps)</td>
<td>0.26</td>
<td>&lt;.001</td>
<td>0.43</td>
<td>&lt;.001</td>
<td>−0.17</td>
<td>.08(^d)</td>
</tr>
</tbody>
</table>

\(^a\)Exp: user with prior CT app experience.
\(^b\)No exp: users who have had no prior experience with CT apps.
\(^c\)CT: contact tracing.
\(^d\)Not significant.

### Discussion

Principal Findings

This study aimed to improve the current knowledge of the predictors for the continued use of CT apps. To this end, we draw upon the HBM [38,39] to propose a research model that shows the effect of 6 predictors. Analysis of data collected from 362 individuals showed that perceived benefits, self-efficacy, perceived severity, perceived susceptibility, and cues to action positively predicted the continued use intentions of CT apps, while perceived barriers could reduce them. Furthermore, we tested the possible differences among individuals in the United States versus the United Kingdom and those who previously used CT apps versus those who did not. These analyses revealed that the influence of critical predictors is similar in both the US and UK groups, with 1 exception—the effect of COVID-19 threat susceptibility is significant for the UK group but not for the US group. In addition, we noticed that the only significant difference between users and nonusers is related to the effect of perceived barriers; perceived barriers may not influence nonusers’ continued use intentions, while they can significantly reduce experienced users’ intentions.

Prior research has provided mixed results regarding the relationship between whether people are worried about COVID-19 and their intention to use a CT app [15]. Some studies reported that perceived health threat is positively associated with acceptance of CT app [37]. In addition, people who perceived lower health threats from COVID-19 tend to have a lower intention to embrace CT technology [16,37]. However, a few other studies showed contrasting findings—that perceived severity and perceived susceptibility were not related to the motivation for using CT apps [26,27]. In our study, when considering the entire sample, we found that perceived severity and susceptibility of COVID-19 could positively predict continued use intention. One possible explanation is that the prior studies found nonsignificance of a health threat in terms of CT app adoption intention at the early stage of the crisis when the government issued stay-at-home orders and mandated mask wearing. These measures limit people’s contact with others, which could lead them to think that they are less susceptible to the virus. In contrast, at the time of our study, confinement measures and mandatory mask wearing were lifted, while a new highly transmissible variant (omicron) quickly spread in the community; such a situation could have influenced existing users’ threat appraisal and intentions to continue using their CT app. Another explanation could be that individuals perceived adoption and continued use quite differently and considered different factors important in their decisions [63].

Regarding the impact of perceived benefits, prior studies found that social benefits (eg, using the app for the benefit of society) motivated CT app adoption [10,20,64,65]. However, mixed results were reported about the effect of personal benefits [19,66]; for example, as pointed out by Trang et al [66], compared with perceived social benefits, personal benefits seem to minimize the willingness to use a CT app among both critical and undecided respondents. In our study, we found that both perceived social benefits and personal benefits contributed to higher continued use intention of CT apps.
Many studies have highlighted the significant relationship between perceived barriers and CT app adoption intention [19,20,67]. A prominent perceived barrier for users is their concern about privacy issues raised by the app [26,34]. For example, the fear of data breaches or data misuse [18,27] and the fear of surveillance by the government [10,68] are significant barriers that prevent citizens from adopting CT apps. Consistent with prior findings, we found that perceived barriers can reduce individuals’ willingness to continue using CT apps. This finding of the negative impact of perceived privacy on the uptake and continued use of CT apps highlighted the importance of informing users of how their privacy and data security are protected within the app. Privacy concern was also one of the motives behind developing and launching decentralized CT apps, which store and analyze personal data on users’ devices, while the central server plays only a minor role in the CT process [69]. In addition, some CT methods have been proposed to use data-minimizing solutions such that they do not use user location data [70]. Future studies can investigate whether decentralized CT systems and clarifying data access can address these privacy concerns.

Individuals’ beliefs in their competence to use the app (self-efficacy) have been associated with their acceptance or intention to use a CT app in multiple studies [19,26,27]. In particular, self-efficacy for app use decreases with age, as the younger population has more experience with digital technologies such as smartphone apps [26]. Similar to the results reported in prior work, our study found that having self-efficacy to use CT apps can positively explain continued use intentions. Future work could examine how to promote app uptake among the population with low technical proficiency and experience. This effort may also contribute to bridging the digital divide.

Our study found a positive relationship between cues to action (eg, exposure to information) and CT app continued use. This finding indicates that more (traditional and on the web) media coverage of CT apps can enhance their continued use. This finding aligns with prior work reporting that people’s media consumption could influence their attitudes and intentions toward the app [71]. In this regard, more research can be conducted to investigate and analyze media coverage and web-based discussions on social media to gain insights into concerns and questions about the app. These insights can be used to inform app developers and governments to better communicate the usefulness and effectiveness of CT apps.

Our study also revealed between-country differences, even though the United States and the United Kingdom have followed similar COVID-19 measures. For example, perceived susceptibility has a significant effect on the UK group but not on the US group. In addition, we found nonsignificant effects for COVID-19 threat severity and susceptibility in the US group. This finding could be related to the upsurge of COVID-19 cases in the United Kingdom at the time of data collection, and United Kingdom residents may have felt more susceptible to the threat of COVID-19 during that period.

Finally, we observed differences in the effects of predictors between users and nonusers. More specifically, the perceived barriers were not associated with nonusers’ continued use intentions, but they could significantly reduce the intentions of the experienced group. One explanation for this difference could be that those who are yet to use CT technology cannot have an assessment of the potential challenges they may face, such as privacy and security, and this construct was not perceived as important in nonusers’ decisions. As privacy concerns may not be the primary reason for nonadoption of CT apps among nonusers, future work needs to investigate the primary facilitators and barriers for nonusers to adopt and start using CT apps.

Overall, our results revealed that the factors contributing to the adoption of CT apps also play an essential role in existing users’ intention to continue app use. More specifically, perceived benefits, self-efficacy, perceived severity, perceived susceptibility, and cues to action can motivate the continued use of CT apps, whereas perceived barriers could reduce an individual’s intention to continue using a CT app. Another interesting finding is that perceived barriers could significantly reduce experienced user’s continued use intentions, but this predictor had a limited influence on nonusers’ intentions.

**Practical Implications**

Our study has several practical implications. First, as perceived social and personal benefits contributed to higher continued use intention of CT apps, these apps should be designed to continuously inform users about the potential social and personal benefits to ensure the effective use of CT apps in the long run. For example, these apps could present timely and updated informational resources (eg, advice on self-isolation, preventive, and testing options) to inform and assist users according to the COVID-19 trend (eg, the emergence of a new variant). In addition, a clear description of benefits to the user and society [66] as well as basic statistics that help users understand how the app aids people and society combat COVID-19 [34] are worth exploring. Second, more media coverage of CT apps might lead to continued use; as such, marketing and promoting such tools on both traditional media outlets and popular social media platforms (eg, Instagram or TikTok) could be helpful. This is similar to recent suggestions [72] about viable CT promotional strategies, such as using public health experts, independent privacy experts, and celebrities to endorse using these apps. In addition, over the past few years, we have witnessed much misinformation about COVID-19; the government and social media company decision makers should target misinformation about CT apps and provide proven factual and scientific information about these apps. Third, given that the perception of barriers (such as loss of privacy) could significantly reduce continued use, it might be useful to provide personalized options according to each user’s preference for data sharing. For example, CT apps could offer an opt-in feature for users who are willing to contribute more location and personal data to obtain more useful features, while allowing those who are more concerned about data privacy risks to provide minimum data access yet be able to use the basic CT service [34].

**Limitations and Future Work**

There are several limitations. First, we had little representation of older adults and those with limited education levels. As age
and education level could be associated with the use of CT apps. Data collection in the future would benefit from a booster sample of underrepresented and minority participants with a low level of education and technology proficiency to better understand inequalities across diverse populations. Second, we conducted a cross-sectional study rather than a longitudinal study. Future work should examine the facilitators of and barriers to the long-term use of CT apps. Finally, other models and constructs may provide important insights into the continued use of CT apps. Future studies can contribute to the understanding of CT apps’ continued use and adoption by adopting other models.

Conclusions
The effectiveness of CT apps depends on not only their uptake by citizens but also their continued use during the COVID-19 pandemic. Our work contributes to the knowledge of facilitators and barriers in determining an individual’s continued use intention of CT apps. We found that perceived benefits, self-efficacy, perceived severity, perceived susceptibility, and cues to action have significant positive impacts on the continued use intentions of CT apps, while perceived barriers can reduce such intentions. Further analyses revealed some degree of difference between users and nonusers. Those insights can be used by governments, technology companies, and media outlets to better promote the adoption and continued use of CT apps.
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Abstract

Background: The recent COVID-19 pandemic has contributed to the emergence of several technologies for infectious disease management. Although much focus has been placed on contact-tracing apps, another promising new tactic is proximity tracing, which focuses on health-related behavior and can be used for primary prevention. Underpinned by theories on behavioral design, a proximity-detection system can be devised that provides a user with immediate nudges to maintain physical distance from others. However, the practical feasibility of proximity detection during an infectious disease outbreak has not been sufficiently investigated.

Objective: We aimed to evaluate the feasibility of using a wearable device to nudge for distance and to gather important insights about how functionality and interaction are experienced by users. The results of this study can guide future research and design efforts in this emerging technology.

Methods: In this retrospective case study, a wearable proximity-detection technology was used in a workplace for 6 weeks during the production of a music competition. The purpose of the technology was to nudge users to maintain their physical distance using auditory feedback. We used a mixed methods sequential approach, including interviews (n=8) and a survey (n=30), to compile the experiences of using wearable technology in a real-life setting.

Results: We generated themes from qualitative analysis based on data from interviews and open-text survey responses. The quantitative data were subsequently integrated into these themes: feasibility (implementation and acceptance—establishing a shared problem; distance tags in context—strategy, environment, and activities; understanding and learning; and accomplishing the purpose) and design aspects (a purposefully annoying device; timing, tone, and proximity; and additional functions).

Conclusions: This empirical study reports on the feasibility of using wearable technology based on proximity detection to nudge individuals to maintain physical distance in the workplace. The technology supports attention to distance, but the usability of this approach is dependent on the context and situation. In certain situations, the audio signal is frustrating, but most users agree that it needs to be annoying to ensure sufficient behavioral adaption. We proposed a dual nudge that involves vibration followed by sound. There are indications that the technology also facilitates learning how to maintain a greater distance from others, and that this behavior can persist beyond the context of technology use. This study demonstrates that the key value of this technology is that it places the user in control and enables immediate action when the distance to others is not maintained. This study provides insights into the emerging field of personal and wearable technologies used for primary prevention during infectious disease outbreaks. Future research is needed to evaluate the preventive effect on transmission and investigate behavioral changes in detail and in relation to different forms of feedback.
Introduction

Background

Since the onset of the COVID-19 pandemic, governments across the globe have issued a range of different mitigation and control measures to reduce transmission. At the individual level, these measures have included, for example, promotion of hygiene routines, wearing a face mask, various levels of contact tracing, lockdowns, and restrictions in movement and crowding in an effort to maintain physical distance between individuals [1]. Consequently, there has been a worldwide interest in using wearable and mobile information technologies for preventive work [2]. Gasser et al [3] provided a typology of digital tools against COVID-19; these include 4 categories of technologies, namely flow modeling, quarantine control, symptom monitoring, and proximity and contact tracing. The primary interest of this study is in the fourth category, comprising technologies for digital proximity tracing.

Contact-tracing apps (CTAs) have been one of the most frequently implemented technologies in this vein [4-7]. According to most conceptualizations, digital proximity tracing is synonymous with digital contact tracing; that is, it is implied that this technology can only be used for this purpose in a pandemic situation. This perception is exemplified in the typology [3] mentioned earlier as well as in definitions of proximity-tracing solutions provided by the European Centre for Disease Prevention and Control and the World Health Organization, the latter of which says, “Digital proximity tracing refers to a technological approach to public health contact tracing that typically utilizes smartphones or purpose-built devices to capture anonymized interactions between individuals, and subsequently issue alerts, if conditions are met that indicate a period of close proximity to someone who later returns a positive diagnosis of infectious disease” [8].

CTAs are a digital version of the classical manual contact-tracing method commonly used during infectious disease outbreaks. The implementation of CTAs can be voluntary or mandatory. The design of these apps varies in different countries [6] and so does their uptake and acceptance in different populations [7,9-11]. The deployment of contact-tracing technologies has raised many concerns regarding ethics, privacy, and feasibility [12-16].

In contrast to the standard perception of proximity and contact tracing, some studies have suggested that proximity-based technologies can be used for purposes other than contact tracing to support users’ situational awareness. For example, they could be used to alert users with a nudge or similar notification, providing them with immediate feedback of their physical distance to another individual [17-19]. As such, this approach exemplifies a design thinking approach to the use of wearable technologies for infectious disease management, where new areas of application are explored based on existing technologies. This approach emphasizes primary prevention by deploying proximity technologies to achieve a direct impact on behavior and thereby placing the individual user in control of the situation. This differs from the traditional focus of CTAs, which involves the tracking of infectious individuals. However, the practical feasibility of proximity tracing for nudging purposes has not been well studied in the context of infectious diseases. To date, most studies have been theoretical [17,18] or have investigated the effectiveness of this technology in experimental settings [19]. This approach needs to be further studied and include real-world aspects such as behavioral outcomes and user experience [17,19].

Designing Preventive Behavior

A pandemic is a complex system of interacting factors that need to be understood from biological, social, and psychological perspectives, to name a few. A root cause of transmission is the behavior of individuals [20], that is, the human hosts. Therefore, the promotion of preventive behavior is a key aspect in any infectious disease outbreak, and there is a need for evidence-based strategies for the intervention and formation of new patterns of behavior to limit transmission. In the early days of the current pandemic, models and methods from behavioral science were discussed to inform the development of preventive interventions [20-22].

The importance of protective and preventive behavior has been evident in much of the public communication during the COVID-19 pandemic, and simple strategies such as hand washing, wearing a mask, and social and physical distancing have been repeatedly promoted around the world [23,24]. The appropriate use of preventive measures depends on the availability of personal protective equipment, the type of activities, and the physical context. In an experimental study conducted in a laboratory setting, a model system of dolomite dust particles was used to simulate airborne transmission [25]. It was shown that if everyone properly wears a highly efficient and tight-fitting mask, such as FFP2 or KN95, the risk of airborne transmission is very low. The risk increases if only the susceptible person is wearing the FFP2 mask, if surgical masks are used, and if physical distancing is maintained without masking [25]. However, uncertainties remain regarding the significance of various transmission routes [26]. In a retrospective case-control study in community settings in Thailand, it was found that consistent mask wearing, handwashing, and adhering to social distancing were all independently associated with a lower risk of infection, but none of these protective measures alone could provide complete protection from the infection. Complying with all measures was the most effective way to reduce transmission in public gatherings, and it was also found that those who consistently and correctly wore masks were more likely to wash their hands and practice adequate social distancing [27].
However, adhering to preventive recommendations can be challenging. New behaviors will require a change in habit, and cognitive factors such as attention span or memory may prevent full adherence to public health recommendations. Even with information and knowledge, changing subconscious routines or automatic behaviors is challenging [24]. Furthermore, there have been few opportunities for training or support intended to ameliorate these problems or help form new habits [20]. A few novel technologies have emerged that can promote and support new preventive habits such as adherence to handwashing routines [28]. It has also been suggested to add more persuasive design elements to the existing CTAs to increase users’ uptake and adherence to public health recommendations [29]. As previously mentioned, technologies that could support physical distancing by increasing users’ situation awareness have also been proposed [17-19].

The design of warning systems aimed at improving safety-related behaviors has been studied in a range of contexts. Proximity-based warning systems are often used in dangerous working environments where there is a heightened risk of collisions between people and heavy equipment, such as construction sites, manufacturing plants, and underground mines [30-32]. They have also been used in surgery rooms where extreme attention to details is needed [33,34]. Warning systems in general are also common in various driving assistance systems and semiautonomous vehicles [35-37]. A common feature that has been studied in these various environments is the effectiveness of visual [32], auditory [30], and vibro-tactile [31] signals and multimodal combinations [33-37] of these alerts. Research from dangerous working environments has shown that even with safety standards and planning, workers often fail to recognize or act on safety hazards owing to factors such as lack of attention, cognitive overload, and distractions [30]. These observations have led to an increasing interest in how technologies can help workers recognize and avoid hazards. However, studies on these types of systems also indicate that repeated exposure to warnings may desensitize the user and cause alarm fatigue, particularly if alerts are too frequent, impossible to avoid, or redundant. Recent research efforts have aimed to minimize these types of issues [30,31].

An increasingly popular approach to address cognitive limitations, such as a lack of attention, is nudging. In this study, the term nudging [38] refers to an approach that supports behavior change by design rather than behavior change as a result of intention and attitude change. Nudges are small and purposeful design elements that can take the form of, for example, reminders and notifications [38]. A nudge can be defined as “a function of the choice architecture that alters people’s behavior in a predictable way that is called for because of cognitive boundaries, biases, routines, and habits in individual and social decision-making and which works by making use of those boundaries, biases, routines, and habits as integral parts of the choice architecture” [39].

A main goal of nudging is to design in a way that is expected to encourage individuals to act in their own best interest [38,40]. The design focus of nudging lies in purposeful changes to the choice architecture, that is, the context in which people act and where the designer can implement nudges. One principle for designing nudges is to provide feedback that can support individuals by informing them when they make mistakes [38]. This type of nudge can be defined as just-in-time prompts that draw attention to a behavior when it occurs [41]. Therefore, nudges are particularly relevant in situations in which the main goal of the design is to approach the automatic behavior of individuals. In recent years, there has been a heightened interest in using various information technologies to nudge users, which has influenced design approaches in both information systems and human-computer interactions [41].

Nudges can be classified based on multiple perspectives. One model categorizes whether they focus on the reflective or automatic mind, whether they target behavior or choice, and the level of transparency versus nontransparency in the design of nudges [42]. The technology described in this study provides a nudge that would be categorized as focused on the automatic mind and targeting behavior and is transparent for the user. The physical form of the device, called the distance tag, was a credit card–sized wearable that hung around the necks of individuals when they were in the workplace. If the individuals wearing these tags came within 1.5 m of each other, they were alerted by a high-pitched audio signal. This means that the nudge was designed as a just-in-time prompt and provided the user with audio-based feedback on mistakes. It should also be noted that the distance tag could be switched off.

**Objective**

There has been little research on nudging technologies in the context of infectious disease. The case described in this study is an early example of a large-scale workplace setting in which an emerging nudging technology was used to achieve primary prevention during a pandemic. The technology used on-site, that is, the distance tag, incorporated behavior change by design to improve physical distancing and limit transmission. The main objective of this study was to evaluate the feasibility of using a wearable device to nudge for distance and to gather important insights about how functionality and interaction were experienced by the users. Another goal of this study was to inform future design efforts in this field. The following research questions guided this study:

1. How feasible is it to use proximity-based technology to nudge users for physical distance in a large-scale workplace setting?
2. How did users experience functionality and interaction with this technology?

This study is a retrospective case study [43] that assessed the feasibility and experience of using a distance tag in a workplace for 6 weeks during the production of a television-broadcasted music competition (also referred to as the production or production project in this paper). We were not involved in the production, design of the preventive strategy, or the implementation of the distance tag. The setting of the case offered the unique possibility to learn more about whether wearable proximity technologies can be used in natural settings where individuals meet, work, and socialize during an infectious outbreak. The mixed methods approach in this study contributes with 2 complementary perspectives. The interview participants were those who were responsible for management and safety...
dramatic changes in the workplace, especially during the production; therefore, they could provide a holistic perspective of the case. The survey participants contributed with their individual experience and perception of the technology. The results of this study can contribute to knowledge about the use of preventive and proximity-based technologies and can guide further design efforts in this emerging field.

**Methods**

**Overview**
Because the COVID-19 pandemic and technologies used here are both novel, this study was conducted using an explorative approach. This was a retrospective case study [43], in which the research study and all data collection were conducted after the production activities were completed and the music competition was broadcast. The researchers collected the data based on the experiences of the participants. The general rationale of a mixed methods study design is that a combination of both qualitative and quantitative approaches provides a better understanding of research problems than only 1 approach [44]. This study had an exploratory sequential design [44], where the first inquiry included qualitative interviews, the results of which informed the second inquiry, that is, the development of the survey and quantitative data collection. This sequential procedure is an example of instrument development [45]. The final analysis combined results from both qualitative and quantitative studies to gain a more comprehensive account of the studied phenomenon, which can be referred to as completeness [45]. The overall study design is presented in Table 1.

**Table 1.** The mixed methods design used in this study.

<table>
<thead>
<tr>
<th>Step</th>
<th>Approach</th>
<th>Method</th>
<th>Time</th>
<th>Sampling technique and sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Qualitative</td>
<td>Preliminary unstructured interview</td>
<td>February 2021</td>
<td>Purposeful sampling (n=1&lt;a&gt;)</td>
</tr>
<tr>
<td>2</td>
<td>Qualitative</td>
<td>Semistructured individual interviews (interviews A+B)</td>
<td>March 2021</td>
<td>Snowball sampling (n=2)</td>
</tr>
<tr>
<td>3</td>
<td>Qualitative</td>
<td>Semistructured group interview (interview C)</td>
<td>March 2021</td>
<td>Snowball sampling (n=6)</td>
</tr>
<tr>
<td>4</td>
<td>Mixed methods quantitative</td>
<td>Web-based questionnaire</td>
<td>April 2021</td>
<td>Total population sampling (n=30)</td>
</tr>
<tr>
<td>5</td>
<td>Mixed methods</td>
<td>Final analysis of results from both qualitative and quantitative study</td>
<td>October-December 2021</td>
<td>8 qualitative+30 quantitative (n=8+30; total n=38)</td>
</tr>
</tbody>
</table>

*aThis individual was later included in a more formal group interview (step 3, interview C).

**Interviews**
The first contact was an informal talk (unstructured interview) in which the researcher contacted the person responsible for the preventive strategy of the production project. The informant described some of the key aspects of the case and their collective experiences, which provided the researcher with initial insight into the case and contributed to the topic guide in the forthcoming interviews. These topics included expectations of the distance tag, how information about the distance tag was distributed, and how the distance tag worked in the setting of the production. The following phase included semistructured interviews with 8 individuals. Interview candidates were selected and contacted using a snowball approach, in which the first respondents suggested others who had insights into the preventive strategy. The participants were strategically selected [46] based on their position in the production project, their experiences from working in the studied setting, and their engagement with the technologies in focus. The selected interviewees had worked at the site of production for 6 weeks and had experience using and helping others to use the distance technology. These interviewees had management roles, technological roles, or safety-related roles in the production project and therefore had a good overview of the perspectives of both participants and management. Thus, they could provide an overview and a holistic perspective on the role of this preventive technology during the entire production process. Two individual interviews and 1 group interview with 6 individuals were conducted in March and April 2021 (interviews A, B, and C) using a videoconferencing software. All interviews were conducted in Swedish; direct quotes from the interviews were translated by the authors and proofread by a translation service.

**Survey**
On the basis of the findings of the interviews, a questionnaire was developed to survey the individual experiences of the distance tag. It was based on the key topics and relevant issues from the interviews. The purpose was to reach a larger set of users and thereby gain a broader perspective on experiences. The questionnaire (referred to as the survey) was offered to the participants in Swedish, and the translation of the original text is available in Multimedia Appendix 1. The survey included both closed questions (multiple choice with a set of alternatives or a rating scale) and open-ended questions (text-based responses), the latter of which provided opportunities for participants to expand the answers beyond the set alternatives and to motivate and explain their choices. The exploratory sequential approach and the inclusion of open-ended responses were motivated by the nature of the rapidly evolving pandemic situation and the emerging field of technologies that is being studied in this case. To our knowledge, no preexisting theory or assessment scale has been developed for this specific context. After this 6-week production had ended, a link to the survey was shared via an app used in the production project. A reminder email with a link to the survey was sent so that the survey would be available for everyone who had been involved in the music competition and production (approximately 400 individuals). A total of 30 individuals responded to the questionnaire. A time delay of approximately 2 weeks between the production project
ending and the first distribution of the survey may have affected the response rate because by that time, many of the participants may not have been actively staying up to date with information in the project. Participation in interviews and the survey was voluntary, informed consent was collected, and no personal health data were collected during this study.

**Data Analysis**

The interview responses were analyzed using thematic analysis. The approach was inductive, as the themes were generated based on the collected data, that is, the users’ experiences of a technological approach to support the maintenance of physical distance in their workplace. The coding and theme generation were descriptive and conducted on a semantic level; that is, based on the interviewees’ explicit content, no assumptions were made regarding the latent underpinnings of the data [47].

We read the transcribed interviews several times. We highlighted parts of the text that focused on the aim and research questions. The highlighted parts of the text were then condensed into 1 or 2 sentences, and sentences were grouped into categories. As a final step in the qualitative analysis, key topics were identified and used as a basis for quantitative data collection through the questionnaire. The open-ended responses were analyzed based on their semantic content and combined with other results in the final stage. The first subthemes were generated from the qualitative analysis based on data from interviews and open-text responses in the survey, after which the subthemes were merged to create 2 main themes. The quantitative data were subsequently integrated into these themes.

The quantitative data from the survey primarily consisted of categorical choices and ordinal Likert-type scales, survey data of the closed questions are available in Multimedia Appendix 2. The results are presented using descriptive statistics, mainly frequency distributions and the mean or median for the central tendency. A potential change in attitudes about using distance tags before and after the 6-week production project was tested using the Wilcoxon signed-rank test, which is a nonparametric test to account for different measurements of the same individuals for ordinal scale data [48]. The null hypothesis was that there would be no significant difference between attitudes before and after using the distance tag in the workplace.

**Ethical Considerations**

On the basis of the general guidelines of the Swedish Ethical Review Authority, this study was not classified under the requirements for ethics approval in Sweden [49]. This was a retrospective case study, meaning that we as researchers were not involved in implementing the technology, and the research study began at the end of the music competition to compile the learnings from this case. The respondents were asked to describe their experiences with the technology. From an ethics standpoint, this was an observational study. Furthermore, the study did not set up individual registers or collect personal identifiable information or health data nor did it collect information about religion, sexual orientation, or political preferences. Information about the total number of infected cases was summative and disclosed by the management; no such data were collected from the study participants, nor could those cases be connected to any specific individual.

All participation was voluntary, requiring opt-in to consent, and respondents could opt out at any time. Before the interviews, the participants were informed about the study both orally and in writing. The survey participants were informed and asked to participate in writing. The informed consent form and oral information were provided in Swedish. The information included the purpose of the study, how the research was to be conducted and reported, and how the collected data were to be stored; the fact that participation was voluntary; the expected duration of the participation; and expected benefits and foreseeable discomfarts to the prospective participants. The information provided also stated that the survey respondents were anonymous, and the identities of the interviewees were confidential.

Before the interview began, the participants were asked orally if they had read the information, if they had any questions, and if they consented to participate. The survey participants’ consent was ensured by an information text at the end of the survey, stating that if they chose to send the survey, they agreed that their answers could be included in the study. No compensation was offered to participants.

**Results**

**The Case Background**

This case involved the production of a publicly funded music competition that took place in Sweden in February and March, lasting for 6 weeks in 2021. In addition to artists, production team members, and technical staff, this yearly competition usually attracts large live audiences, but owing to the pandemic, there was no large live audience in this particular year.

Challenges remained because of the large number of people involved in the music competition and production (approximately 400 individuals). To be able to go through with the production and ensure the best possible safety for the participants, a substantial preventive strategy was planned based on national public health recommendations. The preventive strategy included stations for handwashing, forming “social bubbles” with allocated restrooms, measures to ensure physical distancing, and, when the appropriate distance could not be maintained, the use of face masks.

Physical distancing (≥1.5 m) was among the most important recommendations in Sweden, and therefore a key issue was finding a way to support distancing behavior and ensure that distance was maintained throughout the workday and production project. The production’s COVID-19 strategest decided to test a proximity-based wearable technology that continuously measured the physical distance between individuals. The function is that, if the wearables come within 1.5 m of each other (ie, the individuals wearing them are not keeping their distance), an alarm is tripped and the wearer is notified. Occasionally, the distance tag could be switched off when the sound is inappropriate, for example, during recording sessions.

A pilot test was conducted using a Bluetooth-based device, but the proximity-based detection was not sufficiently specific, so...
this technology was deemed to be unfeasible for this production and workplace. A new type of device based on an ultrawide band (UWB), called a distance tag, performed better in proximity detection, so this technology was implemented. The physical form of the device was a card that hung around the necks of individuals entering the facilities. The proximity detection was set to 150 cm, and as the detection error margin was 20 cm, the alarm sounded when the distance between 2 persons was approximately 130 cm to 170 cm. Everyone who entered the facility was strongly advised to wear a distance tag. The device also has a mobile app with more functionalities and an option to enable tracking for contact tracing, but this app was not used during the event because of privacy concerns. In this setup, the UWB device enabled a direct reminder (nudge) for distance but no follow-up or tracking functions.

The total number of participants in the interviews was 8 (ie, 5 men and 3 women); the number of participants in the questionnaire was 30 (ie, 18 men and 12 women). The interviewees were responsible for the production, personnel, or security on-site, whereas most of the questionnaire participants worked in the production. The age distribution of the participants was between 28 and 68 (mean 46.2, SD 1.96) years.

In the analysis, 2 main themes and 7 subthemes were identified: feasibility (implementation and acceptance—establishing a shared problem; distance tags in context—strategy, environment, and activities; understanding and learning; and accomplishing the purpose) and design aspects (a purposefully annoying device; timing, tone, and proximity; and additional functions).

Feasibility

In this main theme, the focus is on the use of a wearable device to nudge for distance. Four subthemes are described in this section: implementation and acceptance—establishing a shared problem; distance tags in context—strategy, environment, and activities; understanding and learning; and accomplishing the purpose.

Implementation and Acceptance—Establishing a Shared Problem

The participants received information about the preventive plan before the distance tags were implemented. Some participants were curious about the technology, while others were skeptical. Several survey respondents noted that their participation was motivated by a desire to prevent infection in themselves and others:

The motivation to prevent transmission during the production as much as possible. [Survey respondent]

The others were not initially assured that this type of device was needed. Several interviewees said that not everyone considered keeping distance to be a problem; that is, they thought that they were already good at maintaining sufficient distance from others. However, using proximity technology to continuously monitor behavior made it clear that this was not the case. Several interviewees described that the device helped them be attentive to distance and taught them how much distance they needed to maintain:

Distance can be challenging. When you start using the tags, you understand more “how much distance.” And you understand that what you had before might not have been a [sufficient] distance... [Interview C]

I’ve heard about “keep the distance.” And of course, we have structured our work to avoid getting too close. But I don’t think I understood how... That you were close until I’ve tried these... I mean, I really got to learn what a good distance is, so even if I believed that I had it before, I have, well, it has opened my eyes for it. [Interview A]

Other interviewees described that when these kinds of devices are implemented, clear and effective communication is important so that the users understand why maintaining a safe distance might be difficult:

Our perception is that we have created the conditions so that people can maintain a distance. But at the end of the day, this is an individual responsibility. [Interview C]

The interviewees also described some practical lessons learned from the implementation. At first, they started by handing out distance tags to everyone and then let users be responsible for their devices. Users were supposed to take the tag home, charge the batteries, and bring it back to the workplace every day. However, this approach did not work well because users forgot their tags at home or forgot to charge the batteries. Instead, a station was set up at the entrance so that distance tags and battery checks were available for everyone entering the site. This step improved the process and made it easier to check that the devices worked and that everyone had a device.

From the managerial perspective, the impression of acceptance was that most people accepted the distance tag sooner or later, even though the feelings were mixed at the beginning. Some felt that the distance tags were slightly disruptive and put them away or switched them off regularly. However, this situation improved after an informational campaign that focused on preventive measures, including information about the need for both face masks and distance tags, asking people questions (self-assessment), and controlling whether the devices were active. From the managerial perspective, the preventive measures, including using technological support to maintain physical distance, were ways to ensure everyone’s safety so that the production project and music competition could be carried out. Security personnel noted that users perceived these measures as a means of protecting their health. After more information was conveyed to users that the preventive measures were meant to protect not only themselves but others as well, the impression was that both adherence and acceptance increased. The interviewees’ perception was that people needed time to get used to the devices but had respect for the situation:

People were a bit unprepared, but acceptance grew over time. [Interview A]

People understood that we need this to be able to go through with an event like this during a pandemic. [Interview B]
The interviewees described another benefit of the devices, which was that the alarm could be a way to avoid conflict or feeling embarrassed about having to ask someone to step back. From the perspective of security personnel, this aspect also improved their working environment, because they did not have to interrupt people in the midst of a conversation to tell them to move back.

In the questionnaire, the participants were asked about their attitudes toward using distance tags, this included to estimate how they felt both before and after the production project. The response option in both questions was a 5-point rating scale (Table 2).

The descriptive statistics show that after the production project, there were no negative responses, the number of neutral responses decreased, and both skeptical and positive responses increased. The median value before and after distribution was quite positive (rating 4). The difference between attitudes before and after the intervention was not statistically significant ($W=108; P=.80$), so the null hypothesis cannot be rejected.

The overall experience was measured using the questionnaire with 2 questions, where the response was given on a 5-point rating scale (Table 3).

Table 3 shows that the overall experience was mainly positive as the majority of answers (47/60, 78%) were agree or strongly agree.

### Table 2. Response distribution of attitudes toward using distance tags before and after the production project (N=30).

<table>
<thead>
<tr>
<th>Rating</th>
<th>Response</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Negative—the tags will not work well or did not work well</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Skeptical</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>Neutral—do not know</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Quite positive</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>Positive—the tags will work well or worked well</td>
<td>10</td>
<td>12</td>
</tr>
</tbody>
</table>

### Table 3. Overall experience of using the distance tags.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>As a whole, I support this effort</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>I’d recommend the tag for other workplaces</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Total</td>
<td>0</td>
<td>6</td>
<td>7</td>
<td>25</td>
<td>22</td>
</tr>
</tbody>
</table>

**Distance Tags in Context—Strategy, Environment, and Activities**

Distance tags were embedded in a larger battery of measures as part of the overall preventive strategy. The connection between the distance tags and the preventive context was a key issue for their feasibility. This holistic approach involved a combination of measures. For instance, face masks were used in situations when distance could not be maintained. In addition to face masks, other preventive measures included handwashing stations, fever scanning at the entrance, and the formation of social bubbles. The latter meant that people working closely together at the event also shared hygiene facilities. The interviewees further described that the combination of distance tags, personal protective equipment, handwashing stations, effective communication, and people overseeing the adherence to these measures was necessary for a successful preventive strategy:

Of course, there are occasions when it won’t work, in this kind of production. In these cases, we have other measures. [Interview A]

It was good to continuously get a reminder of the distance, it made you more meticulous with other things such as washing your hands and using face mask. [Survey respondent]

The interviewees emphasized the importance of the event’s venue as being sufficiently spacious for individuals to maintain physical distance. One of the key aspects for the successful use of distance tags is that the tags fit in the physical environment. They are particularly useful in places and situations where people meet and tend to stand close to each other or where people’s paths cross, for example, by coffee machines. Manual adjustments regarding proximity detection to fit the conditions of the event could be made, but there were situations in which the distance tags were not deemed useful. Some survey respondents commented that the tags were impractical or of no use during work tasks that required close interaction:

If you already have the mindset to keep distance, the tag is not useful. Also, our team could not fully use them since we often worked closely together which made face masks the alternative. [Survey respondent]

Good idea and it probably worked well for teams other than mine, but people became more aware in shared areas. [Survey respondent]

It was also noted by several respondents that these types of devices can cause frustration when the physical setting or type of work does not allow for proper distance and the alarm goes off:

In some environments or during recordings and so forth, this noise can be disturbing. Sometimes it needs...
to be switched off when people need to be close or during recording. This is the only thing I see as potentially negative. [Interview C]

It probably works well in situations where you are not dependent on staying close to others during work. [Survey respondent]

Interviewees and survey respondents described many situations in which the distance tags needed to be switched off to avoid the alarm signal, which would disturb key activities such as recording sessions. A few individuals switched off the tag because they simply preferred to do so, indicating a need to check for adherence to safety recommendations.

In the survey, the participants were asked whether they were in the habit of switching off the distance tag in situations when it should have been used (Table 4).

The descriptive statistics show that a slight majority of the respondents, that is, 57% (17/30) of participants never or only seldom switched off the tag, while 12 did so sometimes or often and 1 person avoided using the tag as much as possible.

<table>
<thead>
<tr>
<th>How often did you switch off the tag in situations when it should have been used?</th>
<th>Never—I attempted to use the tag as much as possible</th>
<th>I have done that very seldom</th>
<th>Sometimes I often switched it off</th>
<th>I tried to avoid wearing the tag or have it switched on as much as possible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>13</td>
<td>4</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

**Understanding and Learning**

In its most basic function, the UWB-based distance tag is straightforward to use. It comes in the form of a card that hangs around a user’s neck. The interviewees stated that the tag provided an alarm, a high-pitched sound, whenever individuals got too close to other tag users. The sound stopped as soon as the tag users moved away from one another. This behavior did not require much instruction, and the purpose was easy to understand. As the app and contact-tracing functions were not used, the hardware device was the only interface that the users had to learn. The device did not require much from its user, except for keeping the device’s batteries charged and ensuring that they were turned on.

Table 5 shows that, in general, the survey respondents found it easy to learn how to use the tag: 90% (27/30) answered agree or strongly agree.

The distance tag could be switched off when the sound would have been inappropriate, but a downside of the switching-off function is that users sometimes forgot to switch it back on, as the interviewees described. The light indicating whether it was on or off was also confusing to some participants; it was red when it was active, which felt counterintuitive according to 1 survey respondent.

In addition to learning how to use the distance tag, there was also another learning process. The importance of understanding and learning how to maintain distance was described by multiple interviewees. They described a learning curve going through varied phases. In the beginning of the production, the participants had various attitudes, such as curiosity or skepticism. During the first week of use, the alarms went off frequently, which caused some frustration and reduced adherence. However, for some users, this was also a sign that they were not as good at maintaining distance as they thought:

> I mean, from the beginning it was very strange, you started with “my God,” you stood a bit close, and it beeped. But then you learned to step back and then you started to appreciate it, because then you get it, because they simply preferred to do so, indicating a need to check for adherence to safety recommendations.

After the informational campaign organized by the COVID-19 strategist, attitudes toward the tag and adherence to preventive use improved. The interviewees described that both communication and reminders were needed for these types of protective measures to work and to ensure that people used face masks and distance tags and washed their hands. Subsequently, habits started to form, and multiple interviewees described that the alarms sounded less frequently after a while. They explained that people learned to maintain a distance. At the end of the production, people were more meticulous about all the preventive measures. They expressed more appreciation and often asked for new tags. The general impression among the interviewees was that people were generally positive toward distance tags at the end of the production project and had learned how to act while wearing them.

There were also indications that this technology has the potential to facilitate habitual changes. Several interviewees stated that they are better or much better at maintaining their distance now, even when they were not wearing their devices:

> My own experience is the best point of reference. You think about it, and even when you walk with a colleague to talk, you automatically keep the distance. [Interview C]

> I automatically move backwards now, even when I’m with friends. [Interview A]

> I’m more attentive to the behavior of others now. I wasn’t before. I thought of it as everyone’s own business. Now I react when someone gets too close. I’m so aware now, what 1.5 meters really means and what it can do. [Interview B]

Table 6 shows the survey results concerning whether the tag was helpful when learning to maintain distance.

The overall results showed a slight majority of (57/90, 63%) agree and strongly agree answers, 24% (22/90) disagree or strongly disagree answers, and 12% (11/90) neutral answers.

---
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### Accomplishing the Purpose

When the distance tags were first implemented, managerial staff had varying expectations. Some were skeptical and others were not sure what to expect or how the system would work. Some participants also expressed interest and curiosity. After a few weeks of using the distance tags, the general perception of the interviewees and most survey respondents was that the tags had been successful and fulfilled their purpose:

*I was skeptical in the beginning but now I think this is a winning concept.* [Interview B]

*I was a bit hesitant to how it would sound, how disruptive this would be. It showed to be something you adapted to very quickly and it is more helpful than disruptive.* [Survey respondent]

*I didn’t know what to expect...Will this work?...Are they reliable?...But now I think it has worked great. They have absolutely fulfilled the function we thought it would.* [Interview A]

In addition to supporting physical distancing, the interviewees’ perceptions were that the distance tag helped safeguard the production because using these devices to monitor distance helped ensure safety on-site. The safety personnel said that the technology made sure that they “did not have to be everywhere all the time, to point out the distance” (Interview C). The tag took care of this basic control measure, and the tags were available everywhere. The interviewees expressed that the tags were a good complement to the safety personnel, who only had to ensure that people wore tags and that they had sufficient battery power. Furthermore, if not for the tags, the event would have required more security personnel to ensure that people maintained sufficient distance. However, 1 interviewee pointed out the following:

*Adding more personnel is not always a solution during a pandemic. This would have added more potential sources for infection.* [Interview C]

Although interviewees expressed some concerns about the distance tags at the beginning of the production project, several of them experienced that the tags were necessary for maintaining physical distance at the workplace. One interviewee indicated that distance tags were essential for carrying out the event during the pandemic:

*If we hadn’t used these devices, we wouldn’t have been able to go through with the event.* [Interview B]

Similar attitudes toward the positive effects of using the tags can be seen in the questionnaire answers (Table 7). The overall results showed of the 90 answers, a slight majority of agree and strongly agree answers 55 (61%), 14 (16%) disagree or strongly disagree answers, and 21 (23%) neutral answers.

The most negative comments related to the functionality of the device concerned battery life, which was deemed unsatisfactory. This point was mentioned by several respondents.

Individuals working at the event were advised to be careful, but they were not isolated from the outside world. Approximately 400 individuals were in place in total, when artists and their entourages were included. During the 6 weeks of the production project, 3 individuals in total were infected with the SARS-CoV-2 according to information from management. No further transmission was found in the workplace.

### Design Aspects

In this main theme, the focus is on the experiences of the distance tag’s functionality and interaction. Three subthemes are described in this section: *a purposefully annoying device; timing, tone, and proximity; and additional functions.*
A Purposefully Annoying Device

Several interviewees described that the device had a high-pitched noise, which caused irritation and frustration, especially in situations in which individuals were prevented from maintaining distance or in situations where the noise caused disruption:

[The device caused] a constant beeping in a large production... [Survey respondent]

The device evoked various emotions among the participants. Some experienced frustration, while others felt that it provided safety by ensuring that everyone on-site maintained a sufficient distance:

It felt safe to use since it is easy to forget about the distance. [Survey respondent]

I am incredibly positive! It has enabled us to be more attentive and, in that way, show respect for others. [Survey respondent]

Table 8 shows how the survey respondents perceived the anticipated negative effects of using the distance tags.

The overall results showed that of the 90 answers, 19 (32%) agree and strongly agree answers, 35 (58%) disagree or strongly disagree answers, and 6 (10%) neutral answers. The respondents perceived that distance tags contributed to frustration more than they contributed to fatigue. Others commented that the alarm sound must be high pitched and annoying so that it fulfills the required effect, that is, so that people take immediate action:

I’m thinking that, it is good with a “bad” sound, because then you will move away. [Interview C]

It is irritating but it needs to be. [Interview A]

Had we had a more pleasant or a tone of increasing volume, we would not have reacted as quickly. [Interview B]

Most of the survey respondents also found that the alarm signal served its purpose: 83% (25/30) answered agree or strongly agree (Table 9).

Table 10 shows whether survey respondents adapted to the audio signal by keeping sufficient distance or by ignoring the signal. Most of the respondents learned to keep safe distance: 76% (23/30) answered agree or strongly agree. No respondents were neutral about the suggestion that the alarm could be ignored: 46% (14/30) answered agree or strongly agree and 53% (16/30) answered disagree or strongly disagree.

<table>
<thead>
<tr>
<th>Table 8. Anticipated negative effects of using the distance tags.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
</tr>
<tr>
<td>The tag contributed to frustration</td>
</tr>
<tr>
<td>The tag contributed to fatigue</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9. How the audio signal was perceived.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
</tr>
<tr>
<td>The signal is intolerable, and it should be changed</td>
</tr>
<tr>
<td>The signal serves its purpose</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 10. Survey respondents adapting to the audio signal.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
</tr>
<tr>
<td>Generally, it is easy to avoid the audio signal if you keep sufficient distance</td>
</tr>
<tr>
<td>I got used to the signal and could sometimes ignore it</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Timing, Tone, and Proximity

The distance tag gave off an alarm lasting a second or so after the distance was breached, for example, after passing another individual in a corridor. Some thought that this was disruptive, while others said that it was an effective way to know that the tag was active.

Table 11 shows opinions from the survey respondents concerning whether the audio signal should be activated when users pass each other or only if they stop too near each other. The result shows preference for the alarm sounding only if 2 individuals stop too close to each other. The option of having the alarm triggered even when individuals only passed each other got equally supported and opposed by the survey respondents.

Several interviewees and survey respondents asked for a vibration function that could be an alternative when an audio signal was not suitable:

[It works] fine, but it would be good if you could switch to a vibration on occasion such as sound recording. [Survey respondent]

One interviewee said that she got used to the alarm and indicated a risk that one could start ignoring it after a while. It was
proposed that the tone could change every time and avoid getting used to the tone. Others suggested that the tag could provide a prewarning, in the form of a softer sound or vibration, before the proximity is reached where the high-pitched alarm starts. Having a prealarm would let the user know that they were getting close to the threshold, and then they could potentially avoid the disturbing sound. However, most interviewees agreed that it was important for the device to be immediate when a certain proximity was reached. In addition, some respondents stated that the tone should neither be gradually increasing nor pleasant.

Table 12 shows the survey respondents’ opinions on 2 suggestions for the enhancement of the audio signal. A slight majority (17/30, 57%) of the respondents strongly disagreed or disagreed that a weaker signal would have the same effect, 23% (7/30) strongly agreed or agreed that a weaker signal would have the same effect, and 20% (6/30) were neutral. A total of 57% (17/30) of participants agreed or strongly agreed that there should be a prealarm warning, 30% (9/30) disagreed or strongly disagreed, and 13% (4/30) were neutral.

Table 11. When should the signal be heard?

<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>It is appropriate that the signal is</td>
<td>4</td>
<td>9</td>
<td>4</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>heard when we pass each other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It would be better if the signal is</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>heard only if we stop close to each</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>other, eg, after 2-3 seconds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 12. Suggestions for enhancement.

<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>I believe that a weaker signal could</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>have the same effect on my behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>There should be a prior warning, eg,</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>beep or vibration, before the audio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>signal starts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>16</td>
<td>10</td>
<td>10</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

Additional Functions

The interviewees and survey respondents agreed that the key function is the immediate warning provided by the distance tag. Some were interested in additional functions, such as data on the number of close interactions, or the use of these devices for contact tracing. Others wanted a battery charge indicator related to the previously mentioned complaints regarding the short battery time. Less than half of the survey respondents were interested in additional functions or in using an app connected to the device (12/30, 40% of respondents). However, attitudes differed and most clearly rejected those ideas (14/30, 46% of respondents) or were hesitant to add more features (3/30, 10% of respondents):

Absolutely NOT an app! But they could have a light indicating when the battery charge is becoming low. [Survey respondent]

No, it should be uncomplicated. It would be good to see the percentage of the battery charge. [Survey respondent]

To fit the settings of the event, the event management set the distance for the tag alarm. The proximity detection was set to 150 cm, and the interviewees agreed that this was a good distance. The detection varied from +20 cm to −20 cm, which means that the alarm would sound from 130 cm to 170 cm, which seemed a reasonable distance in relation to the work tasks and the physical setting. At this alarm distance, most work activities were performed. According to interviewees, 2 full meters would have been too far. Interviewees experienced that the adjusted distance enabled people to talk to each other without raising their voices and they could socialize at the event, although with some distance:

Now, we can have lunch together, but we sit with 1.5 meters apart, and we can be sure that it is exactly that distance. We don’t bring an extra chair; then the alarm would set off. But if it helps us to hang out, we can sit eye to eye and talk without a screen between us. I think it has assisted us in socializing. [Interview B]

No, I think it (tracking) would be a bit of an invasion of privacy, anyway, even if it had not been legislated. And I believe there is a side effect—in that you deprive the individual of their responsibility. [Interview B]

The primary function is that they keep the distance...But I would have loved to use its full potential with all the functionality and using the app as well. Partly because it would be a fun thing, a gadget, it is making the product more interesting if you can check the app. [Interview C]

It [tracking] could probably be something that would contribute to increased usage. Sounds like a smart idea for contact tracing. [Survey respondent]

Many respondents were satisfied with the functions and did not wish for any additional tracking functions:

I think these are good. They provide us with freedom to move around. And they build on individual responsibility which is particularly important. We cannot organize in a way so that we constantly must check [the distance]. This is a very good support. [Interview B]
Summary of Findings
In total, 7 subthemes were constructed based on the qualitative analysis in this study. Key findings from the survey were added to these themes, and additional descriptive statistics are provided in Multimedia Appendix 1. The themes are summarized in Table 13, along with the key findings from both interviews (qualitative) and the survey (quantitative and qualitative).

Table 13. Themes, subthemes, and key findings of this study.

<table>
<thead>
<tr>
<th>Theme, subtheme</th>
<th>Key finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility</td>
<td>Communication and clarifying the problem is important.</td>
</tr>
<tr>
<td></td>
<td>Respondents reported that they had overestimated their capacity to maintain a sufficient distance.</td>
</tr>
<tr>
<td></td>
<td>A station at the entrance can simplify the handout process.</td>
</tr>
<tr>
<td></td>
<td>Attitudes vary and change over time; most users are positive afterward.</td>
</tr>
<tr>
<td></td>
<td>A few are skeptical of the technology, but a majority support the intervention afterward.</td>
</tr>
<tr>
<td>Distance tags in context—strategy, environment, and activities</td>
<td>Distance tags are best suited as part of a larger preventive strategy.</td>
</tr>
<tr>
<td></td>
<td>They are particularly useful in situations where individuals meet and tend to stand close by habit.</td>
</tr>
<tr>
<td></td>
<td>Negative attitudes are often connected to situations where the tag is not useful or too disruptive for the situation.</td>
</tr>
<tr>
<td></td>
<td>Usability depends on context and situation.</td>
</tr>
<tr>
<td></td>
<td>Alternatives to the high-pitched alarm are needed for certain situations.</td>
</tr>
<tr>
<td>Understanding and learning</td>
<td>The distance tag was easy to use and understand.</td>
</tr>
<tr>
<td></td>
<td>The indicator light was a little counterintuitive, and individuals sometimes forgot to switch the tag back on.</td>
</tr>
<tr>
<td></td>
<td>It took a while to learn a new behavioral pattern; some expressed frustration in the beginning.</td>
</tr>
<tr>
<td></td>
<td>There are indications that increased attention to distance remains even when the tag is removed.</td>
</tr>
<tr>
<td>Accomplishing the purpose</td>
<td>Most respondents agree that it supported physical distancing and behavior change.</td>
</tr>
<tr>
<td></td>
<td>Users report more positive than negative effects.</td>
</tr>
<tr>
<td></td>
<td>This technology is feasible when used in the right circumstances.</td>
</tr>
<tr>
<td></td>
<td>A short battery life is the most negative aspect.</td>
</tr>
<tr>
<td></td>
<td>Few got infected during the 6-week production project, indicating a preventive potential of the strategy as a whole.</td>
</tr>
<tr>
<td>Design aspects</td>
<td>A purposefully annoying device</td>
</tr>
<tr>
<td></td>
<td>A discrete nudge would not be sufficient in the long term.</td>
</tr>
<tr>
<td></td>
<td>There are indications that users might get desensitized even to a high-pitched sound.</td>
</tr>
<tr>
<td></td>
<td>The sound can cause frustration, but few people experience fatigue.</td>
</tr>
<tr>
<td>Timing, tone, and proximity</td>
<td>Timing and proximity were satisfactory.</td>
</tr>
<tr>
<td></td>
<td>The tone fulfills its purpose, but alternatives are requested by some.</td>
</tr>
<tr>
<td></td>
<td>Alternatives for certain situations can involve other measures, such as a switching-off function or vibration.</td>
</tr>
<tr>
<td>Additional functions</td>
<td>Some are interested in tracking functions and additional data, but it is not deemed necessary.</td>
</tr>
<tr>
<td></td>
<td>A battery charge indicator is requested.</td>
</tr>
<tr>
<td></td>
<td>Some are negative to tracking for privacy reasons.</td>
</tr>
<tr>
<td></td>
<td>The direct warning enables individual responsibility, which is the most valuable function.</td>
</tr>
</tbody>
</table>

Discussion
Principal Findings
A pandemic consists of a complex system of interacting factors, and many factors must be considered to prevent transmission. The behavior of individuals is a key issue in the transmission process [20] and was the focus of attention in the preventive strategy undertaken in this case. This study provides evidence for the rapidly emerging field of mobile preventive technology. Specifically, this study contributes to our understanding of the feasibility, use, and design of a specific wearable technology meant to maintain or improve physical distancing among its users.

Previous studies have reviewed or suggested a variety of designs that allow proximity detection and encourage physical distancing behavior [17-19,50]. However, few empirical studies have investigated the technical efficacy of proximity detection [19]. The objective of this study was to evaluate the feasibility of using a wearable device that nudges its user to maintain physical distance while also gathering information about how functionality and interactions with this device were experienced.
by the users. The following discussion focuses on the feasibility and design of distance tags.

The Feasibility of Proximity-Based Technologies in a Pandemic Context

This case study illustrates that proximity-based nudging technologies are a feasible strategy for infectious disease management in a workplace where many individuals are in physical proximity and move around. Most users in this study supported the technology used in this intervention, would recommend it to others, agreed that it increased the user’s awareness of physical distancing, and believed that it was effective in changing individual behavior. A few were skeptical and at least 1 user was dissatisfied. Negative comments mostly concerned a poor fit between the technology and the work tasks or that there were situations in which physical distancing or a high-pitched audio signal were not appropriate. These comments highlight some opportunities for design (discussed in subsequent sections) and show that the usability of this technology is dependent on the context of use and the situation.

A founding idea behind nudging is to provide contextual feedback to facilitate better choices or behavior in distinctive situations [38]. Furthermore, previous studies have shown that context is important for understanding why and how nudges are effective [51]. In this case, the nudge is provided by a technology triggered by its user’s close interaction with others. For this nudge to be efficient, the physical context and activities must allow the user to either avoid or rapidly respond to the nudge. Therefore, before implementing this type of technology, it is recommended to undertake a systems thinking approach to understand how a nudge can be designed in relation to its context.

Systems thinking is the fundamental, conceptual pattern that makes it possible to ensure a holistic understanding of the situation [52]. This could involve modeling the problem and designing a preventive strategy as a system, defining the boundaries of the system in relation to the risk of transmission, the stakeholders involved, and their perspectives, and their relations and activities in the context.

The choice of UWB instead of a Bluetooth device is in line with other recent studies on the efficacy of Bluetooth devices for contact-tracing purposes, indicating that proximity detection between individuals can be challenging in practice [53,54], and Kindt et al [54] specifically recommended UWB technology as an alternative to Bluetooth. However, as noted by Alo et al [50], UWB is more energy demanding than Bluetooth, and in this study, the battery life of the distance tags was deemed unsatisfactory.

The small number of individuals who became infected during this 6-week period is a possible indication that the overall preventive strategy—including handwashing, social bubbles, wearing face masks, and distance tags—was successful and that transmission in the workplace was minimized. To contextualize these findings, the “background” transmission of SARS-CoV-2 in Stockholm was among the highest in Sweden. At the time of this production project (weeks 5-13 in 2021), the number of infections in the city increased, peaking at 408 new cases per 100,000 individuals in week 13 [55]. This would indicate that approximately 10 new cases would be expected in a group of 400 persons during a 6-week period.

Workplaces have been important sites of transmission of COVID-19 [56], and the fact that this workplace can accommodate several individuals with a low amount of transmission is an encouraging sign. The workplace formed under this production project was not a closed system, meaning that individuals had contact with the outside world, even though they were advised to be careful. To put this in perspective, we also note that the activities undertaken in this case involved teamwork, physical labor, singing, and dancing, which theoretically may have put this workplace at a higher risk of widespread transmission. However, it is important not to draw conclusions about the preventive effects of individual preventive measures, as they were not studied separately. The combined effect of several preventive measures is an effective way to reduce transmission in public gatherings, and it is also likely that individuals that show adherence to one measure, such as consistent mask wearing, are practicing multiple measures [27]. Therefore, more studies are needed to confirm and ensure a sufficient preventive effect of nudging technologies to support preventive behavior.

Design Aspects

A key finding regarding the design of distance tags is the users’ experience of the audio signal. The sound can be disruptive, but it did not cause fatigue. Generally, most respondents agreed that the audio signal needs to be annoying to have the intended effect.

Most users also indicated that their attention to distance and their long-term behavior were affected by wearing this device, an interesting finding that might be explained by the design and timing of the audio feature. The just-in-time prompt (the nudging feature) in this technology is in line with the Skinner operant conditioning [57,58], meaning that the high-pitched audio signal provides immediate feedback whenever a user is in close proximity to another user in a systematic and repetitive manner. The annoying signal is a form of positive punishment intended to minimize unwanted user behavior. The signal persists until the user returns, at which point the signal immediately stops. Withdrawal of unwanted signals is a form of negative reinforcement aimed at increasing the prevalence of distancing behavior. This audio feedback model can explain some users’ reports that they learned new and automated behavior after using the distance tag. Both approaches to behavioral design (nudging and operant conditioning) can be connected to behavioral traditions that emphasize the effect of external stimuli on human behavior [57]. Specifically, we propose that nudging is useful in situations in which users fail to act in their best interests because of cognitive limitations, such as memory, attention span, or habits. Models, such as the Skinner operant conditioning, can provide more specific guidance for the design of a nudge’s interactive details, such as timing and pitch.

The other design aspects in this study concerned the types of feedback and information provided to users. For some users, having additional tracking functions and data on interactions could potentially be useful or motivational, although these
features were not deemed necessary. At the same time, some users felt quite negatively about tracking and contact-tracing functions due to privacy and ethical concerns. The immediate warning provided sufficient support for this workplace to remain open during times of rising transmission in the region. The value of this technology was the opportunity for individuals to be able to act immediately and by this to be responsible for their own behavior. Compared with previous design proposals [17,18], the distance tag provided the same function, but in a more simplified design. By providing direct feedback and a clear mapping between the behavior and the feedback, it is straightforward and transparent.

There were indications in this study that some users may have become desensitized to the frequent alarm, even with a high-pitched tone. Thaler and Sunstein [38] noted that feedback for warning systems must be designed so that they do not provide warnings too frequently, because users will start to ignore them. The risk of desensitization is supported by previous research on other types of proximity systems used in the construction industry [30,31]. In this study, several participants asked for a vibration function instead of the audio alarm; at the same time, users clearly stated that too discrete a signal would be too easy to ignore. We can assume that a discrete notification used for longer durations would result in rapid desensitization, and the users would start to ignore the feedback entirely. We propose that a vibration should be available as a short-term alternative only when an audio signal is not appropriate or as a prealert to the audio signal.

It is possible that a warning system in 2 stages would be more advantageous, and we propose including a dual nudge in the design. In a dual nudge, the device would first vibrate, followed by high-pitched feedback if the situation is not corrected (in this case, if the user does not step back) a few seconds later. This idea is supported by previous research on warning systems in the automobile industry [35,37], which indicated that prealerts could help users gain control of the situation more quickly. Suzuki et al [35] suggested a combination alert, in which a vibration is followed by an audio signal; vibrations were found to be most appropriate for unpredictable conditions, whereas audio signals were best suited in predictable conditions. It has been shown that the response time to vibro-tactile signals is shorter than that of the other modes of alerts [31], which would also support the use of vibrations as the first step of a dual nudge. Furthermore, the user can more easily avoid the audio signal if a prewarning is delivered, which might alleviate some irritation. It may also improve the learning process if the user can quickly adapt to the behavior and avoid negative re-enforcement caused by the annoying sound. Less-frequent alarms would lower the risk of redundant alerts, alarm fatigue, and a desensitized user. The optimal timing of these 2 types of feedback (vibration and audio signal) and the relation to proximity needs to be further researched to optimize the speed of behavioral adaption as well as the user experience.

Limitations

This study had several limitations. First, 8 interviews and 30 survey responses constituted a small sample size, which limits generalizability and prevents us from undertaking meaningful statistical comparisons within the sample group. Second, the interviews were conducted in the final week of the production and the survey a few weeks after the production project ended, so there may have been problems such as recall bias and the formulation of accurate recollections from the first weeks of production. Third, although the mixed methods and explorative approach enabled new and important insights into how and why things worked in practice, there were also fewer opportunities to make causal connections (compared with a controlled experiment). A major limitation of this study was the lack of a comparison group. In addition, any potential preventive effect of the distance tag cannot be distinguished from the effects of other preventive measures in place at the time, and it is likely that a combination of measures contributed to the observed low transmission rate. A final potential limitation is that this study was conducted in a Swedish context in a very specific workplace setting; even so, we think that our findings and conclusions may be applicable to other settings, for example, in other workplaces.

Conclusions

This empirical study reports on the feasibility of using wearable technology to nudge individuals to maintain a safe distance in their workplace during a pandemic. The technology is particularly useful in places and situations where people meet and tend to stand close to each other, and it supports the attention to distance. The usability is dependent on the context and situation, which are crucial for the user’s ability to adapt. In situations where alarms are unavoidable or unsuitable, distance tags can be experienced as more frustrating than helpful. The study also demonstrated that this type of device is easy to understand and use, and it can be rapidly implemented with a handout station on-site. However, a learning curve needs to be considered in which the user gradually adapts to a new behavior, and users can expect more frequent alarms in the beginning. It is important that managers communicate and clarify the shared problem of physical distancing. Information and moral perspectives such as the need to protect others can facilitate acceptance and adherence. Most users agree that the audio signal needs to be irritating, and purposefully annoying feedback is suggested to be included in the design, to ensure sufficient behavioral adaption. Furthermore, we propose a dual nudge that involves a vibration followed by a sound to minimize the risk of desensitization. There are indications that the technology facilitates learning how to maintain a greater distance from others and that the behavior change can persist beyond the context of technology use.

This study concludes that nudging technologies based on proximity detection can be used to support this type of preventive behavior, focusing on maintaining physical distance from others. They facilitate physical distancing by providing a just-in-time prompt without the need for tracking contacts. This study provides insights into the emerging field of personal and wearable technologies used for primary preventive purposes during infectious disease outbreaks. Future research is needed to establish their preventive effects.

Furthermore, it would be interesting to explore the feasibility of this technology for outbreaks of other contagious diseases, particularly where transmission is dominated by close contact.
or respiratory droplets. Another avenue for future research is to investigate behavior change in more detail and in relation to the different forms of feedback provided by nudging technologies.
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Abstract

Background: The COVID-19 pandemic is an additional burden on Lebanon’s fragmented health care system and adds to its ongoing political, economic, and refugee crises. Vaccination is an important means of reducing the impact of the pandemic.

Objective: Our study’s aims were to (1) assess the prevalences of intention to vaccinate and vaccine hesitancy in Lebanon; (2) determine how vaccine hesitancy in Lebanon varies by sociodemographic, economic, and geographic characteristics; and (3) understand individuals’ motivations for vaccinating as well as concerns and obstacles to vaccination.

Methods: We performed a cross-sectional study from January 29, 2021, to March 11, 2021, using an online questionnaire of open- and closed-ended questions in Arabic via convenience “snowball” sampling to assess the perceptions of adults residing in Lebanon.

Results: Of the 1185 adults who participated in the survey, 46.1% (95% CI: 43.2%-49.0%) intended to receive the SARS-CoV-2 vaccine when available to them, 19.0% (95% CI 16.8%-21.4%) indicated they would not, and 34.0% (95% CI 31.3%-36.8%) were unsure (with an additional 0.9% skipping this question). The most common reasons for hesitancy were concerns about safety, limited testing, side effects, and efficacy. Top motivations for vaccinating were to protect oneself, protect one’s family and the public, and end the pandemic. Despite financial hardships in Lebanon, barriers to vaccine access were not frequently described as concerns. Established health care facilities, rather than new temporary vaccination centers, were most frequently selected as preferred vaccination sites.

Conclusions: Vaccine hesitancy appears to be high in Lebanon. Disseminating clear, consistent, evidence-based safety and efficacy information on vaccines may help reduce vaccine hesitancy, especially among the large proportion of adults who appear to be unsure about (rather than opposed to) vaccination.

(JMIR Form Res 2022;6(12):e36827) doi:10.2196/36827
Introduction

As of November 9, 2021, Lebanon’s cumulative COVID-19 case count was 647,778 (95,695 cases per million), and at least 8556 people had died [1]. These numbers were likely underreported due to lack of testing and Lebanon’s fragmented health infrastructure [2]. In addition to the pandemic, Lebanon struggles with multiple challenges: a political crisis and economic collapse driven by corruption that began in 2019 and worsened throughout 2020 and 2021, leading to mistrust of the government, inflation, unemployment, poverty, and food insecurity, on top of the strain of being the country with the highest number of refugees per capita in the world due to the protracted Syrian refugee crisis [2-6]. Given Lebanon’s compounding crises and limited resources, mass vaccination is a challenging but vital mission. Understanding the population’s perceptions of SARS-CoV-2 vaccines is critical for implementing a successful vaccination campaign in the country, providing extra support for vulnerable populations, and bolstering demand for vaccination.

SARS-CoV-2 vaccination began in Lebanon on February 14, 2021 [7]. The Pfizer-BioNTech, Sputnik V, Oxford-AstraZeneca, and Sinopharm vaccines had been approved for use in Lebanon at the time [8]. Despite efforts from the Lebanese government and international aid to secure adequate supply of SARS-CoV-2 vaccines of multiple formulations, as of November 9, 2021, only 1,583,289 people had been fully vaccinated, representing approximately 23% of the total population [1,9-11]. Inadequate demand, possibly due to vaccine hesitancy and logistical challenges, appears to be part of the reason for slow vaccination; as of November 9, 2021, only roughly 43% of the population had registered with the online national vaccine registration tool through the Ministry of Public Health [7]. In December 2021, Lebanon implemented mandatory vaccination orders for civil servants and workers in education, tourism, public transportation, and health [12]. Given the sizeable unvaccinated population, understanding perceptions of the vaccines and perceived obstacles is important to increasing vaccination rates to end the pandemic.

An online survey of Lebanese in April 2020 and May 2020 found that 69% of the convenience sample (predominantly young, university-educated, and male) indicated they would receive a hypothetical vaccine against SARS-CoV-2, though at that time, none had been developed or approved [13]. Another online survey performed in Lebanon from November 2020 to December 2020, prior to administration of SARS-CoV-2 vaccines in Lebanon and across most of the world, found that only 21.4% of respondents wanted to receive the vaccine, but this study did not assess reasons for participants’ intentions [14]. These estimates of vaccine acceptance are in the lower end of the range of acceptance rates (13.3%-92%) found in surveys from countries in the Middle East and North Africa, which itself is a region with generally lower acceptance rates than other regions in the world [15].

Surveys assessing SARS-CoV-2 vaccine hesitancy around the world found that reasons for hesitancy include concerns about safety and side effects, doubts about efficacy, unfavorable personal risk and benefits assessments, and general mistrust in science and government [16-18]. Other barriers include distribution and uptake of the vaccines at scale, which are matters of logistics, health care access, and public perception of the vaccine [19,20]. These issues may be exacerbated in the Lebanese context given the deeply seated mistrust of government as well as compounding social crises. To our knowledge, no academic study has been done to elucidate the general public’s motivations behind intending to receive or not to receive SARS-CoV-2 vaccination since the vaccination campaign started in Lebanon.

Our study’s aims were to (1) assess rates of intention to vaccinate and vaccine hesitancy in Lebanon; (2) determine how vaccine hesitancy in Lebanon varies by sociodemographic, economic, and geographic characteristics; and (3) understand individuals’ motivations for vaccinating as well as concerns and obstacles to vaccination.

Methods

Study Design

We designed a cross-sectional descriptive study using an online Arabic survey. The survey was validated and revised in focus group piloting. We originally intended to distribute it to randomly selected Lebanese phone numbers to obtain an unbiased nationally representative sample, but during piloting, this method needed to be aborted because of low response rates (less than 1%), likely due to mistrust of messages received from an unknown phone number. Given these constraints, we changed our distribution methods to convenience “snowball” sampling, a method described in a later section that had successfully been used elsewhere in the Middle East [14,21]. The recruitment and survey period occurred from January 29, 2021, to March 11, 2021.

Study Population

The target population was all adults living in Lebanon. Although all adults living in Lebanon were eligible, they needed to access the self-administered online survey tool on a mobile phone or computer. The survey was in Arabic, so participants had to be literate in Arabic or assisted by someone who was.

Recruitment and Sampling:

Using a convenience “snowball” sampling method, the research team initiated recruitment by sending a recruitment message in Arabic to their contacts and organizations. Participants interested in the study proceeded to the survey via a link in the recruitment message, which also invited participants to forward the message to their contacts. It could be sent through WhatsApp, SMS, social media, and email. There was no follow-up to determine whether individuals who received the recruitment message...
completed or forwarded the survey. No incentives were provided for participation.

**Survey Tool and Data Collection**

The survey (see Multimedia Appendix 1 and Multimedia Appendix 2) was created using the Qualtrics online survey platform [22]. It was anonymous, self-administered, and required basic literacy in Arabic. The survey content was created by the research team (the majority of whom were fluent in Arabic and English), used several other SARS-CoV-2 vaccine perception studies as a guide [23,24], and was tailored to the Lebanese context. It was piloted in small groups of contacts of the research team of varying educational backgrounds and health literacy and revised prior to survey launch.

The survey included 31 multiple-choice and free-response questions (depending on branch points, participants were not asked each question), divided into an introduction with the informed consent document, followed by questions about screening, demographics, experience with COVID-19, and perceptions of SARS-CoV-2 vaccination. No identifying data were collected. Participants were asked to provide informed consent and affirm that they were 18 years or older, were living in Lebanon, and had heard of “coronavirus” (as SARS-CoV-2 and COVID-19 are referred to in Lebanon). If they declined, the survey automatically ended. If they proceeded with the survey. After starting the survey, participants had 48 hours before responses were automatically recorded. Participants were prevented from multiple survey attempts on the same device via a Qualtrics feature based on browser cookies.

**Ethical Approval and Informed Consent**

This study was approved by the Institutional Review Boards of the University of California, Berkeley (Protocol number 2020-11-13811); the Modern University for Business and Science, Lebanon (Project number MU-20201207-19); and Stanford University (by reliance agreement with the University of California, Berkeley, eProtocol number 59832). Informed consent was obtained from all participants prior to the survey; a waiver of written informed consent was granted given that writing consent would have been the only identifying information collected.

**Data Analysis**

Data were downloaded as a .csv file and translated into English using Microsoft Excel [25]. Data cleaning and statistical analysis were performed in R computer software and focused on description rather than identifying causal links [26].

**Quality Measures**

Several quality measures were implemented. To ensure that participants had baseline familiarity with the survey topics, a screening question asked whether participants had heard of “coronavirus”; only 5 participants (5/1185, 0.42%) were excluded because of not being aware of “coronavirus.” To identify participants who randomly clicked through the survey, a filter was applied to detect participants who completed the survey in less than 120 seconds; no participants did so.

**Quantitative Data Analysis**

For some multiple-choice questions, similar categorical responses were consolidated into binary or fewer categories to facilitate interpretation. For binary and categorical variables, the absolute number and relative proportions of participants who selected each response were calculated. Wilson score 95% confidence intervals were calculated for proportions.

Given that the survey period spanned the initiation of SARS-CoV-2 vaccination in Lebanon, a subanalysis was performed in which participants were divided by whether they completed the survey before or after vaccine initiation. For each of these subgroups, sample demographics were recalculated. We did not use sampling weights in our analysis given that this was a nonprobabilistic sample of the Lebanese population that was unlikely to be representative of the general population even after weighting.

**Qualitative Data Analysis**

If participants indicated that they intended to vaccinate, they were then asked to explain why they intended, did not intend, or were uncertain about vaccinating. These open-ended responses were thematically, iteratively coded using a uniform protocol to facilitate analysis (see Multimedia Appendix 3).

**Results**

**Sample Characteristics**

Of the 1390 participants who initiated the survey, 1185 (85.3%) provided informed consent and passed screening to begin the main survey. Among this group, 1103 (1103/1185, 93.1%) participants completed the entire survey. Selected sample demographic characteristics of those who passed screening are summarized in Table 1. For full sample demographic characteristics, see the expanded table in Table S1 in Multimedia Appendix 4.

Compared with the demographics of residents of Lebanon in general, our sample population had a higher representation of individuals who identified with the Druze religion and were young, female, well-educated, and from the Mount Lebanon region (Table 1). Underrepresented in our sample were older adults; refugees; non-Lebanese citizens; members of the Sunni and Shi’a religions; and individuals from the less populated governorates of Akkar, Baalbek-Hermel, Nabatieh, North, and South.
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Table 1. Participant characteristics (n=1185).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants, n (%)</th>
<th>Round 1 participants(^b) (n=840), n (%)</th>
<th>Round 2 participants(^c) (n=345), n (%)</th>
<th>Estimates for the Lebanese population(^d) [6,27-30], %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>685 (62.1)</td>
<td>479 (60.1)</td>
<td>206 (65.6)</td>
<td>51.6</td>
</tr>
<tr>
<td>Male</td>
<td>388 (35.2)</td>
<td>285 (36.1)</td>
<td>103 (32.8)</td>
<td>48.4</td>
</tr>
<tr>
<td>Other</td>
<td>7 (0.1)</td>
<td>6 (0.8)</td>
<td>1 (0.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Skip this question</td>
<td>23 (2.1)</td>
<td>19 (2.4)</td>
<td>4 (1.3)</td>
<td>_f</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>745 (62.8)</td>
<td>493 (58.7)</td>
<td>252 (73.1)</td>
<td>32.0(^d)</td>
</tr>
<tr>
<td>35-54</td>
<td>318 (26.8)</td>
<td>248 (29.5)</td>
<td>70 (20.3)</td>
<td>23.5</td>
</tr>
<tr>
<td>≥55</td>
<td>122 (10.3)</td>
<td>99 (11.8)</td>
<td>23 (6.7)</td>
<td>19.8</td>
</tr>
<tr>
<td><strong>Governorate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beirut</td>
<td>111 (10.1)</td>
<td>89 (11.3)</td>
<td>22 (7.0)</td>
<td>7.1</td>
</tr>
<tr>
<td>Mount Lebanon</td>
<td>633 (57.4)</td>
<td>559 (70.8)</td>
<td>74 (23.6)</td>
<td>42.3</td>
</tr>
<tr>
<td>Other</td>
<td>342 (31.0)</td>
<td>125 (15.9)</td>
<td>217 (69.1)</td>
<td>50.6</td>
</tr>
<tr>
<td>Skip this question</td>
<td>17 (1.5)</td>
<td>16 (2.0)</td>
<td>1 (0.3)</td>
<td>_</td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Christian</td>
<td>242 (21.9)</td>
<td>199 (25.2)</td>
<td>43 (13.7)</td>
<td>32.4</td>
</tr>
<tr>
<td>Druze</td>
<td>355 (32.2)</td>
<td>308 (39.0)</td>
<td>47 (15.0)</td>
<td>4.5</td>
</tr>
<tr>
<td>Shi'a</td>
<td>136 (12.3)</td>
<td>46 (5.8)</td>
<td>90 (28.7)</td>
<td>31.0</td>
</tr>
<tr>
<td>Sunni</td>
<td>124 (11.2)</td>
<td>64 (8.1)</td>
<td>60 (19.1)</td>
<td>31.9</td>
</tr>
<tr>
<td>No religion</td>
<td>65 (5.9)</td>
<td>48 (6.1)</td>
<td>17 (5.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>6 (0.5)</td>
<td>3 (0.4)</td>
<td>3 (1.0)</td>
<td>0.3</td>
</tr>
<tr>
<td>Skip this question</td>
<td>175 (15.9)</td>
<td>121 (15.3)</td>
<td>54 (17.2)</td>
<td>_</td>
</tr>
<tr>
<td><strong>Highest education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed high school, technical school, or less</td>
<td>200 (18.1)</td>
<td>143 (18.1)</td>
<td>57 (18.2)</td>
<td>78.6</td>
</tr>
<tr>
<td>Completed some college or more</td>
<td>891 (80.9)</td>
<td>637 (80.8)</td>
<td>254 (80.9)</td>
<td>21.4</td>
</tr>
<tr>
<td>Skip this question</td>
<td>11 (1.0)</td>
<td>8 (1.0)</td>
<td>3 (1.0)</td>
<td>_</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>586 (51.5)</td>
<td>412 (52.2)</td>
<td>156 (49.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Student</td>
<td>179 (16.2)</td>
<td>117 (14.8)</td>
<td>62 (19.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unemployed, not seeking work</td>
<td>145 (13.1)</td>
<td>122 (15.5)</td>
<td>23 (7.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unemployed, seeking work</td>
<td>154 (14.0)</td>
<td>101 (12.8)</td>
<td>53 (16.9)</td>
<td>33.0(^b)</td>
</tr>
<tr>
<td>Skip this question</td>
<td>57 (5.2)</td>
<td>37 (4.7)</td>
<td>20 (6.3)</td>
<td>_</td>
</tr>
<tr>
<td><strong>Citizenship</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lebanon</td>
<td>1038 (94.1)</td>
<td>757 (96.0)</td>
<td>281 (89.5)</td>
<td>79.8</td>
</tr>
<tr>
<td>Not a citizen of Lebanon</td>
<td>53 (4.8)</td>
<td>24 (3.0)</td>
<td>25 (8.0)</td>
<td>20.2</td>
</tr>
<tr>
<td>Skip this question</td>
<td>12 (1.1)</td>
<td>8 (1.0)</td>
<td>8 (2.5)</td>
<td>_</td>
</tr>
<tr>
<td><strong>Refugee</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (5.1)</td>
<td>29 (3.7)</td>
<td>27 (8.6)</td>
<td>21.9(^h)</td>
</tr>
<tr>
<td>No</td>
<td>1015 (92.0)</td>
<td>737 (93.4)</td>
<td>278 (88.5)</td>
<td>78.1(^h)</td>
</tr>
</tbody>
</table>
Quantitative Analysis

Intentions to Vaccinate

We found that 46.1% (95% CI 43.2%-49.0%) of our survey participants intended to receive the SARS-CoV-2 vaccine when available, 19.0% (95% CI 16.8%-21.4%) indicated they would not get vaccinated, and 34.0% (95% CI 31.3%-36.8%) were unsure about vaccination (with an additional 0.9% skipping this question; Table 2).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants, n (%)</th>
<th>Round 1 participants&lt;sup&gt;b&lt;/sup&gt; (n=840), n (%)</th>
<th>Round 2 participants&lt;sup&gt;c&lt;/sup&gt; (n=345), n (%)</th>
<th>Estimates for the Lebanese population&lt;sup&gt;d&lt;/sup&gt; [6,27-30], %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skip this question</td>
<td>32 (2.9)</td>
<td>23 (2.9)</td>
<td>9 (2.9)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Because participants were not forced to answer all questions, each question has a different denominator.

<sup>b</sup>Those who completed the survey in the first round, prior to initiation of vaccination in Lebanon on February 13, 2021.

<sup>c</sup>Those who completed the survey in the second round, after initiation of vaccination in Lebanon.

<sup>d</sup>Unless otherwise noted, estimates were obtained from government source that excluded refugees and used 4.84 million (2018) as total population.

<sup>e</sup>N/A: not available in the data source.

<sup>f</sup>Not applicable.

<sup>g</sup>15-34 years old.

<sup>h</sup>Estimates were obtained from a source that included refugees and used 6.86 million (2020) as the total population.

<sup>i</sup>Participants could select multiple answers, so proportions were calculated using a denominator of all participants who selected an answer for the question.
Table 2. Intentions about vaccination by sociodemographic characteristics and experience with COVID-19 for everyone who answered the intention to vaccinate question (n=1185).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Entire sample, n (%)</th>
<th>Intend to vaccinate, % (95% CI)</th>
<th>Do not intend to vaccinate, % (95% CI)</th>
<th>Unsure about vaccine, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>46.1 (43.2-49.0)</td>
<td>19.0 (16.8-21.4)</td>
<td>34.0 (31.3-36.8)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>682 (63.6)</td>
<td>42.8 (39.1-46.6)</td>
<td>21.1 (18.1-24.4)</td>
<td>36.1 (32.5-39.8)</td>
</tr>
<tr>
<td>Male</td>
<td>385 (35.9)</td>
<td>55.6 (50.5-60.6)</td>
<td>15.6 (12.2-19.7)</td>
<td>28.8 (24.4-33.7)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (0.6)</td>
<td>33.3 (6.0-75.9)</td>
<td>50.0 (18.8-81.2)</td>
<td>16.7 (0.9-63.5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>364 (31.0)</td>
<td>39.6 (34.5-44.8)</td>
<td>22.5 (18.4-27.2)</td>
<td>37.9 (32.9-43.1)</td>
</tr>
<tr>
<td>25-34</td>
<td>372 (31.7)</td>
<td>45.4 (40.3-50.6)</td>
<td>23.1 (19.0-27.8)</td>
<td>31.5 (26.8-36.5)</td>
</tr>
<tr>
<td>35-44</td>
<td>191 (16.3)</td>
<td>50.8 (43.5-58.0)</td>
<td>14.1 (9.7-20.0)</td>
<td>35.1 (28.4-42.3)</td>
</tr>
<tr>
<td>45-54</td>
<td>125 (10.6)</td>
<td>51.2 (42.1-60.2)</td>
<td>12.0 (7.1-19.3)</td>
<td>36.8 (28.5-45.9)</td>
</tr>
<tr>
<td>55-64</td>
<td>88 (7.5)</td>
<td>60.2 (49.2-70.3)</td>
<td>12.5 (6.7-21.7)</td>
<td>27.3 (18.6-38.0)</td>
</tr>
<tr>
<td>≥65</td>
<td>34 (2.9)</td>
<td>55.9 (38.1-72.4)</td>
<td>11.8 (3.8-28.4)</td>
<td>32.4 (18.0-50.6)</td>
</tr>
<tr>
<td><strong>Governorate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baalbek-Hermel</td>
<td>20 (1.9)</td>
<td>50.0 (29.9-70.1)</td>
<td>15.0 (4.0-38.9)</td>
<td>35.0 (16.3-59.1)</td>
</tr>
<tr>
<td>Beqa</td>
<td>98 (9.1)</td>
<td>59.2 (48.8-68.9)</td>
<td>12.2 (6.8-20.8)</td>
<td>28.6 (20.1-38.7)</td>
</tr>
<tr>
<td>Beirut</td>
<td>111 (10.3)</td>
<td>53.2 (43.5-62.6)</td>
<td>16.2 (10.1-24.7)</td>
<td>30.6 (22.4-40.2)</td>
</tr>
<tr>
<td>Mount Lebanon</td>
<td>632 (58.6)</td>
<td>42.2 (38.4-46.2)</td>
<td>22.8 (19.6-26.3)</td>
<td>35.0 (31.3-38.8)</td>
</tr>
<tr>
<td>South</td>
<td>70 (6.5)</td>
<td>57.1 (44.8-68.7)</td>
<td>10.0 (4.5-20.1)</td>
<td>32.9 (22.4-45.2)</td>
</tr>
<tr>
<td>Akkar</td>
<td>13 (1.2)</td>
<td>84.6 (53.7-97.3)</td>
<td>7.7 (0.4-37.9)</td>
<td>7.7 (0.4-37.9)</td>
</tr>
<tr>
<td>North</td>
<td>58 (5.4)</td>
<td>46.6 (33.5-60.0)</td>
<td>17.2 (9.0-29.9)</td>
<td>36.2 (24.3-49.9)</td>
</tr>
<tr>
<td>Nabatieh</td>
<td>77 (7.1)</td>
<td>50.6 (39.1-62.1)</td>
<td>18.2 (10.6-29.0)</td>
<td>31.2 (21.4-42.9)</td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Christian</td>
<td>242 (22.1)</td>
<td>60.3 (53.8-66.4)</td>
<td>9.5 (6.2-14.1)</td>
<td>30.2 (24.5-36.4)</td>
</tr>
<tr>
<td>Druze</td>
<td>354 (32.3)</td>
<td>35.6 (30.6-40.9)</td>
<td>25.4 (21.0-30.3)</td>
<td>39.0 (33.9-44.3)</td>
</tr>
<tr>
<td>Shi'a</td>
<td>134 (12.2)</td>
<td>48.5 (39.8-57.3)</td>
<td>16.4 (10.8-24.0)</td>
<td>35.1 (27.2-43.8)</td>
</tr>
<tr>
<td>Sunni</td>
<td>122 (11.1)</td>
<td>57.4 (48.1-66.2)</td>
<td>21.3 (14.6-29.8)</td>
<td>21.3 (14.6-29.8)</td>
</tr>
<tr>
<td>No religion</td>
<td>65 (5.9)</td>
<td>58.5 (45.6-70.3)</td>
<td>16.9 (9.1-28.7)</td>
<td>24.6 (15.1-37.1)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (0.5)</td>
<td>20.0 (1.1-70.1)</td>
<td>0.0 (0.0-53.7)</td>
<td>80.0 (29.9-99.0)</td>
</tr>
<tr>
<td>Skip this question</td>
<td>173 (15.8)</td>
<td>39.9 (32.6-47.6)</td>
<td>24.9 (18.8-32.1)</td>
<td>35.3 (28.3-42.9)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed high school, technical school, or less</td>
<td>197 (18.2)</td>
<td>42.1 (35.2-49.4)</td>
<td>21.3 (16.0-27.8)</td>
<td>36.5 (30.0-43.7)</td>
</tr>
<tr>
<td>Completed some college or more</td>
<td>886 (81.8)</td>
<td>48.8 (45.4-52.1)</td>
<td>18.5 (16.0-21.3)</td>
<td>32.7 (29.7-35.9)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>566 (54.3)</td>
<td>51.6 (47.4-55.8)</td>
<td>17.1 (14.2-20.6)</td>
<td>31.3 (27.5-35.3)</td>
</tr>
<tr>
<td>Student</td>
<td>179 (17.2)</td>
<td>43.0 (35.7-50.6)</td>
<td>21.2 (15.6-28.1)</td>
<td>35.8 (28.8-43.3)</td>
</tr>
<tr>
<td>Unemployed, not seeking work</td>
<td>145 (13.9)</td>
<td>42.1 (34.0-50.6)</td>
<td>18.6 (12.8-26.1)</td>
<td>39.3 (31.4-47.8)</td>
</tr>
<tr>
<td>Unemployed, seeking work</td>
<td>152 (14.6)</td>
<td>41.4 (33.6-49.7)</td>
<td>23.0 (16.8-30.7)</td>
<td>35.5 (28.1-30.7)</td>
</tr>
<tr>
<td><strong>Annual income (LL$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1,000,000</td>
<td>121 (11.1)</td>
<td>34.7 (26.4-44.0)</td>
<td>25.6 (18.3-34.5)</td>
<td>39.7 (31.0-49.0)</td>
</tr>
<tr>
<td>1,000,000-9,999,999</td>
<td>287 (26.2)</td>
<td>45.6 (39.8-51.6)</td>
<td>18.8 (14.6-23.9)</td>
<td>35.5 (30.1-41.4)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Entire sample, n (%)</th>
<th>Intend to vaccinate, % (95% CI)</th>
<th>Do not intend to vaccinate, % (95% CI)</th>
<th>Unsure about vaccine, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000,000-19,999,999</td>
<td>99 (9.0)</td>
<td>47.5 (37.4-57.7)</td>
<td>24.2 (16.4-34.1)</td>
<td>28.3 (19.9-38.4)</td>
</tr>
<tr>
<td>20,000,000-69,999,999</td>
<td>131 (12.0)</td>
<td>63.4 (54.4-71.5)</td>
<td>9.2 (5.0-15.8)</td>
<td>27.5 (20.2-36.1)</td>
</tr>
<tr>
<td>≥70,000,000</td>
<td>61 (5.6)</td>
<td>68.8 (55.6-79.8)</td>
<td>6.6 (2.1-16.7)</td>
<td>24.6 (14.8-37.6)</td>
</tr>
<tr>
<td>Skip this question</td>
<td>396 (36.2)</td>
<td>42.9 (38.0-48.0)</td>
<td>22.7 (18.8-27.2)</td>
<td>34.3 (29.7-39.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Citizenship</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lebanon</td>
<td>1033 (94.7)</td>
<td>47.2 (44.2-50.3)</td>
<td>19.1 (16.7-21.6)</td>
<td>33.7 (30.8-36.7)</td>
</tr>
<tr>
<td>Syria</td>
<td>27 (2.5)</td>
<td>40.7 (23.0-61.0)</td>
<td>37.0 (20.1-57.5)</td>
<td>22.2 (9.4-42.7)</td>
</tr>
<tr>
<td>Palestine</td>
<td>17 (1.6)</td>
<td>58.8 (33.5-80.6)</td>
<td>11.8 (2.1-37.7)</td>
<td>29.4 (11.4-56.0)</td>
</tr>
<tr>
<td>European or North American country</td>
<td>40 (3.7)</td>
<td>62.5 (45.8-76.8)</td>
<td>12.5 (4.7-27.6)</td>
<td>25.0 (13.2-41.5)</td>
</tr>
<tr>
<td>Other country</td>
<td>22 (2.0)</td>
<td>31.8 (14.7-54.8)</td>
<td>18.2 (6.0-41.0)</td>
<td>50.0 (30.7-69.3)</td>
</tr>
<tr>
<td>Multiple countries</td>
<td>53 (4.9)</td>
<td>54.7 (40.6-68.2)</td>
<td>13.2 (5.9-26.0)</td>
<td>32.1 (20.3-46.4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Refugee</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>54 (5.1)</td>
<td>50.0 (37.1-62.9)</td>
<td>25.9 (15.4-39.9)</td>
<td>24.1 (13.9-37.9)</td>
</tr>
<tr>
<td>No</td>
<td>1009 (94.9)</td>
<td>46.9 (43.8-50.0)</td>
<td>19.0 (16.7-21.6)</td>
<td>34.1 (31.2-37.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Completed survey after initiation of vaccination in Lebanon</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>339 (28.9)</td>
<td>56.9 (51.5-62.2)</td>
<td>12.7 (9.4-16.8)</td>
<td>30.4 (25.6-35.6)</td>
</tr>
<tr>
<td>No</td>
<td>835 (71.1)</td>
<td>42.3 (38.9-45.7)</td>
<td>21.8 (19.1-24.8)</td>
<td>35.9 (32.7-39.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Correct knowledge of transmission</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1076 (99.1)</td>
<td>48.0 (45.1-51.1)</td>
<td>18.1 (15.9-20.6)</td>
<td>33.8 (31.0-36.8)</td>
</tr>
<tr>
<td>No</td>
<td>10 (0.9)</td>
<td>50.0 (23.7-76.3)</td>
<td>40.0 (13.7-72.6)</td>
<td>10.0 (0.5-45.9)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Personal history of COVID-19</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>321 (28.9)</td>
<td>42.9 (37.5-48.6)</td>
<td>21.6 (17.3-26.6)</td>
<td>35.4 (30.2-41.0)</td>
</tr>
<tr>
<td>No</td>
<td>790 (71.1)</td>
<td>48.8 (45.2-52.3)</td>
<td>18.5 (15.9-21.5)</td>
<td>32.7 (29.4-36.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Close acquaintance with history of COVID-19</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1056 (94.2)</td>
<td>48.0 (44.9-51.0)</td>
<td>18.8 (16.5-21.3)</td>
<td>33.3 (30.4-36.2)</td>
</tr>
<tr>
<td>No</td>
<td>65 (5.8)</td>
<td>33.3 (22.2-46.4)</td>
<td>30.2 (19.6-43.2)</td>
<td>36.5 (25.0-49.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mask wearing outside home</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Always or most of the time</td>
<td>1011 (91.2)</td>
<td>50.0 (46.8-53.1)</td>
<td>16.3 (14.1-18.8)</td>
<td>33.7 (30.8-36.8)</td>
</tr>
<tr>
<td>Sometimes, rarely, or never</td>
<td>97 (8.8)</td>
<td>18.6 (11.7-28.0)</td>
<td>48.5 (38.3-58.8)</td>
<td>33.0 (24.0-43.4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top 3 news sources</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed newspaper or magazine</td>
<td>86 (7.8)</td>
<td>64.0 (52.8-73.8)</td>
<td>9.3 (4.4-18.0)</td>
<td>26.7 (18.0-37.6)</td>
</tr>
<tr>
<td>Radio</td>
<td>33 (3.0)</td>
<td>69.7 (51.1-83.8)</td>
<td>15.2 (5.7-32.7)</td>
<td>15.2 (5.7-32.7)</td>
</tr>
<tr>
<td>Television</td>
<td>718 (65.1)</td>
<td>47.2 (43.5-50.9)</td>
<td>17.1 (14.5-20.1)</td>
<td>35.7 (32.2-39.3)</td>
</tr>
<tr>
<td>Social media (eg, Facebook, Twitter, YouTube, WhatsApp)</td>
<td>670 (60.1)</td>
<td>43.7 (39.9-47.6)</td>
<td>19.4 (16.5-22.6)</td>
<td>36.9 (33.2-40.7)</td>
</tr>
<tr>
<td>Internet but not social media (eg, websites)</td>
<td>609 (55.2)</td>
<td>53.5 (49.5-57.5)</td>
<td>17.4 (14.5-20.7)</td>
<td>29.1 (25.5-32.9)</td>
</tr>
<tr>
<td>Talking to friends or family</td>
<td>282 (25.6)</td>
<td>37.6 (32.0-43.6)</td>
<td>24.1 (19.3-29.6)</td>
<td>38.3 (32.6-44.3)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Entire sample, n (%)</td>
<td>Intend to vaccinate, % (95% CI)</td>
<td>Do not intend to vaccinate, % (95% CI)</td>
<td>Unsure about vaccine, % (95% CI)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------------</td>
<td>---------------------------------</td>
<td>---------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Religious leaders</td>
<td>6 (0.5)</td>
<td>16.7 (0.9-63.5)</td>
<td>83.3 (36.5-99.1)</td>
<td>0.0 (0.0-48.3)</td>
</tr>
</tbody>
</table>

For the analysis of each characteristic, we omitted participants who skipped the question, unless >10% of participants for that question skipped the question, in which case those who skipped the characteristic question were included in the analysis. We then calculated the proportion of each characteristic subcategory by intention to vaccinate, calculating Wilson score CIs.

Not applicable.

LL: Lebanese Lira.

The survey allowed participants to choose multiple answers for this characteristic; consequently, the sum of all subcategories does not equal the number of all participants who answered the question.

“Correct Knowledge” indicated a correct response to a multiple-choice question asking, “In your understanding, how does someone become infected with coronavirus? Choose the best single answer.” The correct response was “Being physically close to an infected person.” Incorrect responses were “Eating raw food or untreated water” and “Being bitten by an insect.”

### Intentions to Vaccinate by Demographic Characteristics

Participants were more likely to intend to vaccinate if they identified as male; lived in the Beqaa governorate (Mount Lebanon as reference); were Christian, Sunni, or affiliated with no religion (Druze as reference); and had a higher household income (Table 2 and Figure 1).

There were less strong but still apparent trends toward higher proportions of participants’ intending to vaccinate if they were older, lived in Beirut or Akkar governorates (Mount Lebanon as reference), had attained higher educational status, or were employed. There were no apparent differences nor trends in intention to vaccinate by citizenship or whether participants identified as refugees.

**Figure 1.** Intention to receive SARS-CoV-2 vaccine by age group and gender for those who provided age, gender, and their intentions about vaccination, reported as the percentage who (A) intended to receive the SARS-CoV-2 vaccine, (B) did not intend to receive the SARS-CoV-2 vaccine, (C) were not sure about receiving the SARS-CoV-2 vaccine. As only 7 participants identified as “other” gender, only participants identifying as “male” or “female” were included.
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**Intentions to Vaccinate Before and After Initiation of Vaccination in Lebanon**

Those who completed the survey after initiation of vaccination were more likely to intend to vaccinate (56.9%, 95% CI 51.5%-62.2%) when compared with those who completed the survey before initiation of vaccination (42.3%, 95% CI 38.9%-45.7%; Table 2). Importantly, these groups were contacted differently and differed in several key demographic characteristics: The group of participants who responded after initiation of vaccination was younger and had a higher proportion of participants who lived outside of the Mount Lebanon region, identified as Shi’a or Sunni rather than Druze or Christian, had European or North American or multiple citizenships, and identified as refugees (Table 1).

**Logistical Considerations About Vaccination**

The most commonly selected preferred locations to get vaccinated were hospitals, doctors’ offices, primary health centers, and pharmacies (Figure 2, Multimedia Appendix 5). Temporary vaccination sites were not popular. The most common sources of news about coronavirus were television, social media, and other internet websites (Figure 2, Multimedia Appendix 5). Very few participants (6/1185, 0.5%) reported commonly relying on religious leaders for coronavirus news (Multimedia Appendix 5). Participants trusted television and internet websites more than social media (Multimedia Appendix 5). Among participants who did not intend to vaccinate or were uncertain about vaccination, less than 2% (10/599, 1.7%) stated that a monetary incentive would persuade them to become vaccinated (Multimedia Appendix 5).
Figure 2. Top 3 ranked responses from each participant for the logistical considerations of where participants would prefer to get a coronavirus vaccine and which news sources were the most commonly used or trusted for coronavirus information. If participants selected “Other,” they could write in their own response. The 3 responses in parentheses (Lebanese Red Cross, Military Primary Health Center, other health organization) encompass the written-in responses.

Qualitative Analysis: Motivations for and Concerns About Vaccination

Most frequently, participants intending to vaccinate cited the following motivations: to protect themselves, their families, and the public and to end the pandemic and return to normal life (Table 3). Somewhat frequently given reasons for intending to vaccinate included trusting science and research and feeling like there was “no other choice” given the state of the pandemic.

Most commonly, participants receiving information and news about coronavirus cited television and social media as their top sources. Somewhat frequently used sources included social media (like Facebook and Twitter) and talking to friends or family. Where the majority frequency was high, the trusted sources were television, social media, and talking to friends or family.
The vaccine acceptance in Lebanon were similar to those of studies in other countries in the Middle East and across the world. The vaccine hesitancy in Lebanon were similar to those of studies in other countries in the Middle East and across the world.

**Principal Findings**

**Discussion**

Our findings of rates of vaccine acceptance and vaccine hesitancy in Lebanon were similar to those of studies in other countries in the Middle East and across the world. The vaccine acceptance of 46.1% in our sample was similar to rates in Kuwait (53.1%) and Qatar (45%-60%), higher than rates in Jordan (28.4%), and somewhat lower than in Saudi Arabia (64.7%) [21,31-33]. Rates of vaccine acceptance in our study were also similar to a large survey of 15 developed countries across the globe, in which 54% of respondents indicated they intend to vaccinate [34]. However, as systematic reviews of vaccine perception studies showed, vaccine acceptance and hesitancy have varied with time throughout the pandemic, with a trend toward decreasing acceptance throughout 2020 [18,35]. Indeed, our results show lower rates of vaccine acceptance than a survey in April 2020 and May 2020 that included a question about acceptance of hypothetical SARS-CoV-2 vaccines, in which 59.3% of Lebanese residents stated they would be willing to receive a vaccine; it is important to note that, at this time, no vaccines were developed or approved and the survey’s population was predominantly male and younger than ours [13]. In contrast, our study found higher rates of intent to vaccinate than an online convenience survey in November 2020 and December 2020, in which only 21.4% of participants intended to be vaccinated [14]. Notably, the study’s sample was smaller, more predominantly female, and younger than ours, and it took place prior to mass vaccination in most of the world, including in Lebanon. It also did not directly assess motivations for

**Table 3.** Summary of coded open-ended responses describing motivations for intentions about vaccination.

<table>
<thead>
<tr>
<th>Motivation</th>
<th>Most frequent codes (descending frequency)a</th>
<th>Less frequent codes (descending frequency)b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motivations for intending to vaccinate</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• To protect myself</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• To protect and limit spread among the public</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• To end the pandemic and return to normalcy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• To protect my family</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not have another better choice or solution.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I trust it based on science and research.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I want to help achieve “herd immunity.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I have other medical conditions that make my risk of illness higher.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• My job puts me at risk of contracting COVID-19.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Motivations for not intending to vaccinate</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I am concerned about safety and limited testing.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I am concerned about potential side effects.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Nonspecific mistrust of the SARS-CoV-2 vaccines</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not trust the Lebanese government.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not trust Lebanese health care or distribution systems.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• COVID-19 and vaccines are a scam or conspiracy to make money.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• General vaccine hesitancy; I am against all vaccines.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Problems or concerns with ingredients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not need the vaccine because I already had COVID-19.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• COVID-19 is not a threat to me or in general.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Risks of vaccination are not worth the potential benefits.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Society and science in general do not know enough about COVID-19 (causes, symptoms, effects).</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Motivations for uncertainty about vaccination</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I am concerned about safety and limited testing.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I am concerned about potential side effects.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I am worried that the vaccines are not effective.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not think I need the vaccine because I already had COVID-19.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not trust the Lebanese government.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Nonspecific mistrust of the SARS-CoV-2 vaccines</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not have enough information about the vaccines.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I want more time or more information before I decide which vaccine to take.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I have received conflicting information about the vaccine from one or more sources.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I have concerns about mRNA technology.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I do not trust Lebanese health care or distribution systems.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• I think the vaccines in Lebanon will not be the true coronavirus vaccine or that they will be tampered with.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a“Most frequent codes” were observed in ≥15% of responses to the question.  
b“Less frequent codes” were observed in 3%-15% of responses to the question.
intention to or not to vaccinate. Our study found lower rates of vaccine acceptance than the vaccine acceptance rate of 87% among 800 university students surveyed in May 2021 and June 2021 at a prominent Lebanese university [36].

Our findings of trends toward increased vaccine hesitancy in women, younger age groups, unemployed individuals, and individuals with lower education attainment are generally consistent with findings in the Middle East and globally, with the exception that, in Kuwait and Qatar, hesitancy was higher in older populations [14,31,32,35,37-39]. Although we attempted to assess the association of vaccine hesitancy with religion and income, 2 important demographic variables in Lebanon, 15.9% and 36.3% of participants skipped questions about religion and income, respectively, demonstrating the topics’ sensitive natures. Therefore, we do not recommend inferences about differences in vaccine acceptance or hesitancy by religion or income from our study. Similarly, refugees (56/1185, 5.1%) were underrepresented in our sample. Although no significant difference in vaccine acceptance by refugee status emerged, further focus on vaccination in refugees in Lebanon is merited given their multiple vulnerabilities. One survey among Syrian refugees in Lebanon in January 2021 and February 2021 found that 66% of respondents would accept a “safe and free” vaccine [40].

The timing of our survey period spanned the initiation of vaccination in Lebanon. Although our data suggested increased vaccine acceptance among participants who completed the survey after initiation of vaccination, this must be interpreted cautiously. We believe that the differences in vaccine acceptance before and after initiation of vaccination more likely reflect significant differences in populations surveyed during these periods, given the selection bias inherent in the convenience sampling method.

The logistical considerations about which we asked can provide some guidance for vaccination efforts in Lebanon. The most commonly selected sources of news about COVID-19 were television, social media, and internet websites, with television and internet websites most trusted. Focusing dissemination of vaccine promotion efforts on television, social media, and internet websites could be most efficient to reach those with vaccine hesitancy.

Survey respondents reported preferring to receive the vaccine at familiar, established health care sites. Although temporary dedicated vaccination centers were not popular, a small but significant number of participants (106/899, 11.8%) stated they would prefer vaccination at home by a visiting medical professional, a potentially important means of reaching vulnerable patients unable to travel. We also asked whether a financial incentive would change participants’ minds so that they decide to vaccinate; overwhelmingly, they indicated that it would not (589/599, 98.3%).

Despite financial hardships in Lebanon, barriers to vaccine access (cost, transportation, proximity to medical care) were not cited frequently as concerns in our study. This might be explained by the fact that it has become common for governments worldwide to distribute the vaccine free of charge. There were relatively few concerns about vaccine properties like number of required doses, country of origin, or specific vaccine brands. Also uncommon was opposition to vaccines in general (ie, not specific to SARS-CoV-2 vaccines). This is consistent with previous studies in Lebanon showing moderate uptake of routine vaccinations [41-45]. Although several participants in our study cited conspiracy theories as reasons for not vaccinating, these were relatively uncommon, especially compared with a study in other Arabic-speaking countries, which found rates of belief in conspiracy theories of over 50% [33].

Perhaps the most actionable information generated in this study involves motivations for vaccine acceptance and vaccine hesitancy. The relatively large proportion of participants who were uncertain about vaccination—34.0%—provides a public health opportunity and imperative in the effort to achieve mass vaccination in Lebanon. The majority of concerns about SARS-CoV-2 vaccination involved absence of reliable information and data regarding safety, testing, and efficacy. Increasing public availability in Lebanon of high-quality, accessible information about the SARS-CoV-2 vaccines could assuage such concerns and increase vaccine acceptance. Vaccine promotion campaigns could also use messaging based on the most frequently provided reasons for intending to vaccinate: to protect oneself, protect loved ones, and end the pandemic. Based on our results about common COVID-19 news sources, we recommend disseminating clear, consistent, verifiable safety and efficacy information on television, social media, and news websites. Given the prevalence of mistrust in the government, third parties (like health care organizations) might be most trusted, especially if they are able to provide transparency and reassurance about proper vaccine acquisition and storage to allay concerns about fraud.

Limitations

Our study has several important limitations. First and foremost, our sample is unlikely to be representative of the general population because of the sampling strategy. Although we attempted to mitigate this by collecting important demographic and experiential characteristics, the bias remains, and several important demographic groups were underrepresented, most notably older adults, members of Shi’a and Sunni religions, residents outside of Beirut and Mount Lebanon, non-Lebanese citizens, and those who identify as refugees. Second, participation required literacy in Arabic, internet access, and digital literacy, potentially excluding some populations (though >80% of refugees in Lebanon have access to mobile technology like WhatsApp) [46]. Third, some participants did not answer all questions, possibly causing nonresponse bias. Finally, vaccine hesitancy, perceptions, and concerns may be changing rapidly over time; our results should be interpreted as pertaining to the time period during which the survey was conducted.

Conclusions

This cross-sectional study assessed intentions to vaccinate against SARS-CoV-2 among adults residing in Lebanon, analyzed characteristics associated with vaccine acceptance and hesitancy, and described motivations for and concerns about vaccination. We recommend disseminating clear, consistent, evidence-based safety and efficacy information on vaccines via
most commonly selected news sources: television, social media, and news websites. Repeated assessments of intentions to vaccinate, concerns regarding vaccination, and changes in motivations should be performed, especially with the goal of assessing the perspectives and needs of populations that were underrepresented in this study.

Acknowledgments
We thank our participants for taking the time to share their perspectives; our recruitment and coding assistants (Hanin Abi Ghannam, Jana Al Khatib, Nathalie Al Saady, Ghiwa Nasr); the National Wellness Network and Mariam Fadel for assisting in disseminating the survey; the Stanford Center for Innovation in Global Health and the Refugee and Asylum seeker Health Initiative (RAHI) at the University of California, San Francisco; and Drs. Michele Barry, Cybele Renault, Karen Sokal-Gutierrez, and Anke Hemmerling for their mentorship. PG is a Chan Zuckerberg Biohub investigator.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Survey tool in English.

[PDF File (Adobe PDF File), 93 KB - formative_v6i12e36827_app1.pdf ]

Multimedia Appendix 2
Survey tool in Arabic.

[PDF File (Adobe PDF File), 125 KB - formative_v6i12e36827_app2.pdf ]

Multimedia Appendix 3
Coding protocol for free-response questions assessing motivations for intent to or not to vaccinate.

[PDF File (Adobe PDF File), 35 KB - formative_v6i12e36827_app3.pdf ]

Multimedia Appendix 4
Table 1S: Unabridged characteristics of all the participants who passed screening.

[DOCX File, 28 KB - formative_v6i12e36827_app4.docx ]

Multimedia Appendix 5
Table 2S: Additional logistical considerations about vaccination.

[DOCX File, 18 KB - formative_v6i12e36827_app5.docx ]

References


Using Twitter Data to Estimate the Prevalence of Symptoms of Mental Disorders in the United States During the COVID-19 Pandemic: Ecological Cohort Study

Ruilie Cai\textsuperscript{1}, MSc; Jiajia Zhang\textsuperscript{1,2,3}, PhD; Zhenlong Li\textsuperscript{2,3,4}, PhD; Chengbo Zeng\textsuperscript{2,3,5}, PhD; Shan Qiao\textsuperscript{2,3,5}, PhD; Xiaoming Li\textsuperscript{2,3,5}, PhD

\textsuperscript{1}Department of Epidemiology and Biostatistics, Arnold School of Public Health, University of South Carolina, Columbia, SC, United States
\textsuperscript{2}South Carolina SmartState Center for Healthcare Quality, Arnold School of Public Health, University of South Carolina, Columbia, SC, United States
\textsuperscript{3}University of South Carolina Big Data Health Science Center, Columbia, SC, United States
\textsuperscript{4}Geoinformation and Big Data Research Lab, Department of Geography, University of South Carolina, Columbia, SC, United States
\textsuperscript{5}Department of Health Promotion, Education and Behavior, Arnold School of Public Health, University of South Carolina, Columbia, SC, United States

Corresponding Author:
Ruilie Cai, MSc
Department of Epidemiology and Biostatistics
Arnold School of Public Health
University of South Carolina
921 Assembly Street
Columbia, SC, 29208
United States
Phone: 1 8039556789
Email: rcai@email.sc.edu

Abstract

Background: Existing research and national surveillance data suggest an increase of the prevalence of mental disorders during the COVID-19 pandemic. Social media platforms, such as Twitter, could be a source of data for estimation owing to its real-time nature, high availability, and large geographical coverage. However, there is a dearth of studies validating the accuracy of the prevalence of mental disorders on Twitter compared to that reported by the Centers for Disease Control and Prevention (CDC).

Objective: This study aims to verify the feasibility of Twitter-based prevalence of mental disorders symptoms being an instrument for prevalence estimation, where feasibility is gauged via correlations between Twitter-based prevalence of mental disorder symptoms (ie, anxiety and depressive symptoms) and that based on national surveillance data. In addition, this study aims to identify how the correlations changed over time (ie, the temporal trend).

Methods: State-level prevalence of anxiety and depressive symptoms was retrieved from the national Household Pulse Survey (HPS) of the CDC from April 2020 to July 2021. Tweets were retrieved from the Twitter streaming application programming interface during the same period and were used to estimate the prevalence of symptoms of mental disorders for each state using keyword analysis. Stratified linear mixed models were used to evaluate the correlations between the Twitter-based prevalence of symptoms of mental disorders and those reported by the CDC. The magnitude and significance of model parameters were considered to evaluate the correlations. Temporal trends of correlations were tested after adding the time variable to the model. Geospatial differences were compared on the basis of random effects.

Results: Pearson correlation coefficients between the overall prevalence reported by the CDC and that on Twitter for anxiety and depressive symptoms were 0.587 \((P<.001)\) and 0.368 \((P<.001)\), respectively. Stratified by 4 phases (ie, April 2020, August 2020, October 2020, and April 2021) defined by the HPS, linear mixed models showed that Twitter-based prevalence for anxiety symptoms had a positive and significant correlation with CDC-reported prevalence in phases 2 and 3, while a significant correlation for depressive symptoms was identified in phases 1 and 3.

Conclusions: Positive correlations were identified between Twitter-based and CDC-reported prevalence, and temporal trends of these correlations were found. Geospatial differences in the prevalence of symptoms of mental disorders were found between the northern and southern United States. Findings from this study could inform future investigation on leveraging social media
platforms to estimate symptoms of mental disorders and the provision of immediate prevention measures to improve health outcomes.

(JMIR Form Res 2022;6(12):e37582) doi:10.2196/37582
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Introduction
Mental disorders are a significant public health challenge in the United States. It was estimated that approximately 30% of US adults experience a disorder once in a 12-month span, and the prevalence of lifetime disorder could be as high as 50% [1,2]. Anxiety disorder is one of the most common mental disorders. The lifetime prevalence of generalized anxiety disorder ranged from 3.6% to 5.1% [2,3]. One general comorbidity of anxiety is major depression, which is another common mental disorder. The estimated prevalence of major depressive episodes was 8.12% in 2019-2020 [4]. Some previous national surveys reported that nearly 7% of adults had a symptom of depressive disorder [5-7]. Mental disorders increase the burden of socioeconomics and health care usage [8-10]. Depressive disorders and anxiety disorders were reported to be the 13th and 24th leading contributors to the global burden in 2019, respectively [11].

The COVID-19 pandemic posed significant challenges to people’s psychosocial well-being and mental health. On the one hand, the rapid transmission and variation of SARS-CoV-2 resulted in a high disease incidence and considerable mortality [12,13], which may increase fear toward COVID-19. On the other hand, myths and misinformation on social media, mandatory government responses such as citywide lockdowns, and discrimination and stigma against people infected with COVID-19 would exacerbate the mental health problems in the public [14,15]. Therefore, during the COVID-19 pandemic, anxiety and depressive disorders were common health problems among not only patients with COVID-19 [16,17] and those with pre-existing psychiatry disorders [18,19] but also the general population [20,21]. Furthermore, as a result of the increased workload in the health care system caused by the COVID-19 pandemic, an increasing number of health care providers are experiencing mental disorders [22-24]. Thus, during the outbreak period, monitoring and estimating the prevalence of mental disorders is critical to inform immediate prevention measures, reduce health care costs, and improve population health.

Social media platforms, such as Twitter, can be a potentially useful tool for estimating the prevalence of mental disorders. Messages posted on social media platforms (eg, tweets) expressing negative emotions may provide researchers with hints about the prevalence of mental disorders. Given the time-intensiveness of and high costs in recruiting participants and conducting surveys or screening using existing scales, a social media–based approach can provide timely estimation and prediction at a lower cost. This timeliness is especially a desperate need during the COVID-19 pandemic for immediate public health practices.

Methods
Data Resources and Preprocessing
The national prevalence of the symptoms of mental disorders was collected through the Household Pulse Survey (HPS), which was conducted by the National Center for Health Statistics and the Census Bureau [31]. Briefly, the HPS is a 20-minute web-based survey using a probability-based sample design to measure the social and economic impact of the COVID-19 pandemic, including the anxiety and depression status of individuals in US households; samples were chosen from the Census Bureau Master Address File Data, housing units were randomly selected to participate, and one respondent from each housing unit was selected to respond for him- or herself [32]. Measures of depressive and anxiety symptoms were based on the validated 2-item Patient Health Questionnaire and 2-item Generalized Anxiety Disorder scale, respectively. Adults were confirmed as having disorder symptoms if items included in the questionnaire generally occurred on more than half of the days or nearly every day during the past 7 days [33]. In this study, the data were aggregated by state, and collection periods consisted of 4 phases that occurred weekly from April 23 to July 21, 2020 (phase 1), biweekly from August 19 to October 26, 2020 (phase 2), biweekly from October 28 to December 21, 2020 (phase 3), and biweekly from December 28, 2020, to March 20, 2021 (phase 4).
2020 (phase 3), biweekly from January 6 to March 29, 2021 (phase 3), and biweekly from April 14 to July 5, 2021 (phase 3.1), and the data were recorded at the end of a week.

Social media data were collected from the Twitter platform using the official Twitter streaming application programming interface from April 23, 2020, to July 5, 2021. The data were collected in JSON format. The following information was extracted: tweet ID, user ID, posted date, message, and location (to determine which state a tweet originated from). In total, approximately 5 million (N=5,099,770) Twitter users were sampled. Nonhuman user accounts (bots) were excluded following the procedure detailed in a previous study [34]. According to previous research [29,35], keywords related to anxiety and depressive symptoms were used to label the tweets and estimate the weekly or biweekly prevalence of symptoms of anxiety, depression, and overall mental disorders (anxiety or depressive symptoms) for each state at each phase provided in the HPS. The total number of users after keyword filtering was 538,801. Table 1 shows the keywords used for labeling. The prevalence of symptoms during the 4 phases was calculated as the proportion of Twitter users who had keyword-filtered anxiety and depressive symptoms tweets.

<table>
<thead>
<tr>
<th>Table 1. List of keywordsa.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keywords related to anxiety symptoms</strong></td>
</tr>
<tr>
<td>Anxiety</td>
</tr>
<tr>
<td>Anxious</td>
</tr>
<tr>
<td>Irritable</td>
</tr>
<tr>
<td>Restless</td>
</tr>
<tr>
<td>Feared</td>
</tr>
<tr>
<td>Scared</td>
</tr>
<tr>
<td>Nervous</td>
</tr>
<tr>
<td>Outrage</td>
</tr>
<tr>
<td>Dread</td>
</tr>
<tr>
<td>panic</td>
</tr>
<tr>
<td>hopeless</td>
</tr>
</tbody>
</table>

The keyword list is based on Jashinsky et al [29] and Homan et al [35].

**Statistical Analysis**

After data preprocessing, each state had 2 sets of data (ie, both CDC-reported prevalence and Twitter-based prevalence) for symptoms of anxiety, depression, and overall mental disorders (anxiety or depressive symptoms) at each time point. The associations between CDC-reported and Twitter-based prevalence were examined using Pearson correlation analysis. The temporal trends between them were further examined through linear mixed models with random intercepts. In linear mixed models, we used CDC-reported prevalence in each state as the outcome and Twitter-based prevalence in each state and time (in weeks) as covariates. The different measures in each state were accounted for by the normal random intercept at the state level. The interaction between Twitter-based prevalence and time was further investigated and determined with the best-subset selection based on the Akaike information criterion. Restricted maximum likelihood was used for parameter estimation. Geospatial differences were compared on the basis of random effects. Analysis was conducted in R (version 4.0.3; R Foundation for Statistical Computing) and GeoPandas. The significant level was set as α=.05 (2-sided).

**Results**

**Descriptive Statistics**

Overall, 49 contiguous states, except for Alaska and Hawaii, were included for the analysis. Table 2 summarizes the CDC-reported and Twitter-based prevalence of symptoms of anxiety, depression, and overall mental disorders across the 4 phases. According to the CDC report, nearly 30% of the participants in different states experienced symptoms of anxiety, while 24% of participants experienced symptoms of depression, and 35% of participants experienced overall symptoms of mental disorders. On Twitter, 1% of Twitter users discussed the topic of anxiety, while 0.27% of them discussed depression, and 1.3% of them discussed overall mental disorders.
Table 2. Descriptive statistics for the symptoms of mental disorders.

<table>
<thead>
<tr>
<th></th>
<th>Centers for Disease Control and Prevention</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anxiety (%), median (IQR)</td>
<td>Depression (%), median (IQR)</td>
</tr>
<tr>
<td>Phase 1(^b)</td>
<td>30.60 (27.70-33.70)</td>
<td>24.75 (22.10-27.60)</td>
</tr>
<tr>
<td>Phase 2(^b)</td>
<td>31.50 (29.20-33.70)</td>
<td>23.90 (21.80-26.10)</td>
</tr>
<tr>
<td>Phase 3(^b)</td>
<td>34.40 (31.60-37.10)</td>
<td>27.30 (24.70-29.80)</td>
</tr>
<tr>
<td>Phase 3.1(^b)</td>
<td>25.20 (23.00-27.50)</td>
<td>20.90 (18.70-22.90)</td>
</tr>
</tbody>
</table>

\(^a\) Anxiety or depressive symptoms.

\(^b\) Phase 1: April 23 to July 21, 2020; phase 2: August 19 to October 26, 2020; phase 3: October 28 to December 21, 2020, and January 6 to March 29, 2021; and phase 3.1: April 14 to July 5, 2021.

Correlation Analyses

Among the 49 states, the overall (anxiety or depressive symptoms) Twitter-based prevalence of symptoms of mental disorders showed a significant positive correlation with CDC-reported prevalence. Specifically, as shown in Figure 1, Pearson correlation coefficients for the prevalence of symptoms of anxiety, depression, and mental disorders reported by the CDC and estimated using Twitter were 0.587 (\(P<.001\)), 0.368 (\(P<.001\)), and 0.563 (\(P<.001\)), respectively.

Figure 1. Correlations between Twitter-based prevalence and the CDC-reported prevalence of symptoms of (A) anxiety, (B) depression, and (C) overall mental disorders. CDC: Centers for Disease Control and Prevention.

Regression Analysis

Models with predictors including time, Twitter-based prevalence, and the interaction between them had the lowest Akaike information criterion for symptoms of anxiety, depression, and overall mental disorders, which was used as the final model. Detailed coefficients and numbers of repeat-measured observations of each model are reported in Multimedia Appendix 1.

The 3-D plots (Figures 2-4) were used to illustrate the interplay among the fitted CDC-reported prevalence, Twitter-based prevalence, and time. In Figures 2-4, the x-axis, “Time,” indicates that the study period was from May 5, 2020, to July 5, 2021, and the y-axis, “Twitter,” showed the range of Twitter-based prevalence for anxiety symptoms (as %); the y-axis, “Effect,” represents the mean value of model-estimated prevalence of anxiety symptoms (in %). The solid surface in the middle was the mean value, and translucent surfaces above and below show the upper and lower bounds of the 95% CI.
Figure 2. Model-based mean function of CDC-reported prevalence of anxiety symptoms. The “Time” axis shows the study period; the “Twitter” axis shows the range of Twitter-based prevalence for anxiety symptoms; and the “Effect” axis represents the mean value of model-estimated prevalence of anxiety symptoms. The solid surface in the middle was the mean value and translucent surfaces above and below showed the upper and lower bounds of the 95% CI.

Figure 3. Model-based mean function of CDC-reported prevalence of depressive symptoms. The “Time” axis shows the study period; the “Twitter” axis shows the range of Twitter-based prevalence for depressive symptoms; and the “Effect” axis represents the mean value of model-estimated prevalence of depressive symptoms. The solid surface in the middle was the mean value and translucent surfaces above and below showed the upper and lower bounds of the 95% CI.
Anxiety Symptoms

In general, anxiety symptoms increased until November 2020 and then decreased rapidly. The largest fitted prevalence was found at the beginning of phase 3, which is shown as the reddest surface. To clarify the relationship, the 2D association of Twitter-based prevalence and estimated CDC-reported prevalence is drawn in Multimedia Appendix 2. We obtained negative but insignificant coefficients at the beginning of phases 1 and 3, while significant positive coefficients were obtained at phase 2 and the rest of phases 1 and 3.

Depressive Symptoms

The model-estimated prevalence was initially low, increased rapidly in phase 1, but decreased slightly in phase 2. In phase 3, the prevalence was maintained at a high level but plummeted at the beginning of phase 3.1. The pattern is further shown in Multimedia Appendix 3, which indicates that Twitter-based prevalence had a significant and positive correlation with CDC-reported prevalence only in phase 1 and the second part of phase 3.1. Correspondingly, in Figure 3, temporal trends in correlations are shown through color variation from white to red in phase 1 and in the second part of phase 3.

Symptoms of Overall Mental Disorders

The surfaces of fitted CDC-reported prevalence of the symptoms of overall mental disorders were similar to those for anxiety symptoms. The marginal coefficient of the Twitter-based prevalence had a decreasing trend for anxiety symptoms but had an increasing trend for symptoms of overall mental disorders in phase 2, while both of them showed positive correlations (Multimedia Appendix 4).

Spatial Patterns of the Random Effects

Geospatial disparities in the prevalence of symptoms of mental disorders across the states were characterized by the random effects of linear mixed models. A larger random effect indicated a larger deviance of a state from the nationwide average. To show the geospatial disparities, maps with random effects were drawn (Figure 5). A clear geospatial difference in the prevalence of symptoms of mental disorders between the northern and southern United States was found. Specifically, states located in the north-central and northeast United States had relatively lower mental health prevalence than those in the southern and southwestern United States across the 4 phases and 2 types of symptoms of mental disorders. As shown in the fourth column in Figure 5, the colors are lighter and the random effects are closer to 0, which indicates that the disparity decreased in phase 3.1.
Discussion

Principal Findings

This study examined the correlations in the prevalence of symptoms of mental disorders between those reported by the CDC and those estimated using Twitter data, as well as the temporal trends of these correlations. We note that the results of our study only capture the relationship among symptoms of mental disorders and do not imply mental disorders, since the CDC-reported prevalence was based on the 2-item Patient Health Questionnaire and the 2-item Generalized Anxiety Disorder scale. These findings indicate medium positive correlations between CDC-reported and Twitter-based prevalence for anxiety and overall mental disorder symptoms, and a weaker positive correlation for depressive symptoms. These correlations varied by different phases of the COVID-19 pandemic. For example, the correlation was significantly positive in phase 2 and late-phase 3 but was insignificant at other periods for both anxiety and overall mental disorders. Clear geospatial disparities in the prevalence of symptoms of mental disorders between the northern and southern United States were also found.

Our findings are consistent with those of previous research; Hussain [36] also identified the correlation between social media–based estimates and survey-reported prevalence by estimating public sentiment toward COVID-19 vaccines, using data from Facebook and Twitter platforms in United States and the United Kingdom and comparing the results with nationwide surveys [36]. Therefore, our findings could provide another piece of empirical evidence on the feasibility of using Twitter to estimate the prevalence of symptoms of mental disorders. The correlations between Twitter-based and CDC-reported prevalence varied by different phases during the COVID-19 pandemic. The possible explanation is that Twitter-based prevalence is more time sensitive than the CDC-reported prevalence. The emotions potentially reflected through posting tweets are sensitive to daily events (eg, lifestyle change and staying at home) and social events (eg, citywide lockdown) [36,37]. However, the CDC-reported prevalence may lag behind the Twitter-based prevalence, which results in temporal trends in the correlation between them. Another explanation is that there may be a time lag between social events and some emotional responses. For example, Zhang et al [37] found that Twitter users with depression would respond to the pandemic and post tweets later than those without depression. This may indicate the heterogeneity in the emotional responses regarding posting tweets, which could affect the accuracy of Twitter-estimated symptoms of mental disorders at different time points and induce its temporal correlation with CDC-reported prevalence. Future studies are needed to consider the time lag and the heterogeneity in emotional responses when using tweets to estimate the prevalence of symptoms of mental disorders.

Maps with random effects showed clear spatiotemporal disparities in the prevalence of symptoms of mental disorders in states located in the north-central and northeast United States, which had relatively lower prevalence of mental disorder symptoms than those from other parts of the United States. The disparities may be related to variations in the COVID-19 pandemic in different parts of the United States. On the one hand, different locations have a varying burden of COVID-19. For example, Miller et al [38] mapped the disease and hospitalization burden and found that areas located in the western United States had a high concentration of the cumulative...
number of severe COVID-19 cases. The overwhelming public health or health care system may fail to control disease transmission, which may increase panic in the public. On the other hand, the geospatial disparities in socioeconomic status (SES) may also contribute to the pattern found in our study. People living in low-SES regions may be at high risk of financial difficulty during the COVID-19 pandemic owing to stay-at-home orders, citywide lockdowns, and social distancing measures. Low SES has been proved to be associated with a greater risk of psychopathology after the COVID-19 pandemic [39]. However, previous studies did not show a consistent spatiotemporal pattern. For example, socioeconomic attributes (eg, education level, income, and occupation) have been confirmed to have a significant association with sentiment among Twitter users, but the number of COVID-19 cases in a region did not show a significant sentiment association [40]; however, Whitney and Peterson [41] found a similar pattern among US youth to that reported in this study in which areas in the southern United States had a worse mental health status than those in the northern United States.

Implementation
Our model could be used as a quick instrument for estimating symptoms of mental health disorders. In the future, once an estimate of the prevalence of the symptoms of a certain mental health disorder is obtained from Twitter (via keywords or any other advanced estimation models), the Twitter-based estimate and corresponding time can be factored into our model, and an estimate of surveillance-based prevalence can be obtained.

Limitations
There are some limitations in our study, which need to be acknowledged. First, although we retrieved representative keywords from previous research, there were still other keywords that were not considered in our study, which may result in the underestimated prevalence of symptoms of mental disorders. Second, since tweets with our predefined keywords may also refer to unrelated topics [42], the keywords used in this study may misclassify Twitter users into different groups regarding the presence of symptoms of mental disorders, which may affect the accuracy of estimation and impair the validity of our findings. Future studies are needed to improve our strategy of refining tweets to obtain accurate estimations. Other advanced analytic approaches (eg, machine learning approaches) could be used in addition to more comprehensive keywords. Third, as an ecological study, the individual sociodemographic characteristics of Twitter users were not considered when estimating the prevalence of symptoms of mental disorders. Sociodemographic characteristics have a close relationship with the outcomes of mental disorders. Thus, incorporating confounders (eg, characteristics) into model training could improve the accuracy of model estimation [43-45]. Besides, other ecological confounders such as political proceedings and socioeconomic downfall are also not included in our study, and more efforts should be made to incorporate those confounders in future studies. Finally, the sociodemographics in Twitter data have a bias [30]. For example, compared to HPS participants aged 18 years and older, as most of the Twitter users tend to be young (18-29 years old) and in considerable SES [46], the mental health problems among them may be different from those of individuals who did not use Twitter. For instance, young high-SES adults may have better access to mental health resources or seek help proactively. Therefore, these populations may have a lower risk of experiencing symptoms of mental disorders than older lower-SES adults [47].

Conclusions
Positive correlations were found between CDC-reported and Twitter-based symptom prevalence, and temporal trends of these correlations were identified. Spatiotemporal disparities were also observed between the northern and southern United States. Findings from this study could inform future research to improve the accuracy of estimating the prevalence of symptoms of mental disorders using social media platforms. Public health practitioners and policy makers could use Twitter-based prevalence to inform immediate prevention measures and mental health services to cope with mental disorders during the COVID-19 pandemic and future public health emergencies.

Acknowledgments
This study was supported by the National Institute of Allergy and Infectious Diseases of the National Institutes of Health (award R01AI127203-4S1). The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health. Both the National Institute of Allergy and Infectious Diseases and the National Institutes of Health had no role in the design of the study or in the collection, analysis, and interpretation of the data.

Data Availability
Twitter data were collected using Twitter’s public streaming application programming interface from the public domain in accordance with Twitter’s Developer Agreement. Following Twitter’s policy on “Redistribution of Twitter content” [48], individual tweets cannot be redistributed.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Mixed Models Coefficients.
Multimedia Appendix 2
Marginal Coefficient of Twitter-based Prevalence for Anxiety Symptoms.

Multimedia Appendix 3
Marginal Coefficient of Twitter-based Prevalence for Depressive Symptoms.

Multimedia Appendix 4
Marginal Coefficient of Twitter-based Prevalence for Overall Mental Disorder Symptoms.

References


Abbreviations
CDC: Centers for Disease Control and Prevention
HPS: Household Pulse Survey
SES: socioeconomic status

©Ruile Cai, Jiajia Zhang, Zhenlong Li, Chengbo Zeng, Shan Qiao, Xiaoming Li. Originally published in JMIR Formative Research (https://formative.jmir.org), 20.12.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.

https://formative.jmir.org/2022/12/e37582 JMIR Form Res 2022 | vol. 6 | iss. 12 | e37582 | p.769https://formative.jmir.org/2022/12/e37582 (page number not for citation purposes)
Original Paper

IT and the Quality and Efficiency of Mental Health Care in a Time of COVID-19: Case Study of Mental Health Providers in England

Frederick Hassan Konteh1, MA, PhD; Russell Mannion1, BA, PhD; Rowena Jacobs2, PhD

1Health Services Management Centre, School of Social Policy, University of Birmingham, Birmingham, United Kingdom
2Centre for Health Economics, University of York, York, United Kingdom

Corresponding Author:
Frederick Hassan Konteh, MA, PhD
Health Services Management Centre
School of Social Policy
University of Birmingham
40 Edgbaston Park Road
Park House
Birmingham, B15 2RT
United Kingdom
Phone: 44 7401415960
Fax: 44 121 414 7050
Email: f.konteh@sky.com

Abstract

Background: In England, COVID-19 has significantly affected mental health care and tested the resilience of health care providers. In many areas, the increased use of IT has enabled traditional modes of service delivery to be supported or even replaced by remote forms of provision.

Objective: This study aimed to assess the use and impact of IT, in remote service provision, on the quality and efficiency of mental health care during the pandemic. We drew on sociotechnical systems theory as a conceptual framework to help structure the gathering, analysis, and interpretation of data.

Methods: We conducted a national scoping survey that involved documentary analysis and semistructured interviews with 6 national stakeholders and case studies of 4 purposefully selected mental health providers in England involving interviews with 53 staff members.

Results: Following the outbreak of COVID-19, mental health providers rapidly adjusted their traditional forms of service delivery, switching to digital and telephone consultations for most services. The informants provided nuanced perspectives on the impact on the quality and efficiency of remote service delivery during the pandemic. Notably, it has allowed providers to attend to as many patients as possible in the face of COVID-19 restrictions, to the convenience of both patients and staff. Among its negative effects are concerns about the unsuitability of remote consultation for some people with mental health conditions and the potential to widen the digital divide and exacerbate existing inequalities. Sociotechnical systems theory was found to be a suitable framework for understanding the range of systemic and sociotechnical factors that influence the use of technology in mental health care delivery in times of crisis and normalcy.

Conclusions: Although the use of IT has boosted mental health care delivery during the pandemic, it has had mixed effects on quality and efficiency. In general, patients have benefited from the convenience of remote consultation when face-to-face contact was impossible. In contrast, patient choice was often compromised, and patient experience and outcomes might have been affected for some people with mental health conditions for which remote consultation is less suitable. However, the full impact of IT on the quality and efficiency of mental health care provision along with the systemic and sociotechnical determinants requires more sustained and longitudinal research.

(JMIR Form Res 2022;6(12):e37533) doi:10.2196/37533
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Introduction

COVID-19 has negatively impacted mental health worldwide, and the full ramifications of the pandemic on population mental health may last much longer than the initial phases of the pandemic [1,2]. Deterioration in existing mental health and new presentations are likely to contribute to the rising demand for mental health services, including depressive and anxiety disorders, which may stem from the psychological and economic effects of the pandemic linked to factors such as bereavement, restrictions in movement, lack of social interactions, domestic violence, and unemployment [2,3]. In England, as in most parts of the world, the pandemic, especially in the initial phase, severely disrupted health and social care provision, including mental health services [1,4,5]. By April 2021, the demand for mental health services in England was at a record high without a commensurate increase in funding for the sector [6]. With the initial focus being primarily on physical health (fighting the pandemic), COVID-19 has challenged the resilience of mental health providers, requiring them to adapt and transform their service delivery.

COVID-19 hit shortly after the National Health System (NHS) Long Term Plan for England was published, at the heart of which was a strong commitment by the UK government to use digital technology to transform health and social care [7,8]. In the United Kingdom, especially England, the use of technology in health care was relatively low before the pandemic—remote consultations were predominantly via telephone [9-12] with community mental health services experiencing the least investment in new technology [13]. At the national policy level, there was an acknowledgment that poor technological infrastructure in health and social care needs to be addressed [14].

The NHS Long Term Plan articulates the government’s strategic intention to digitize health and care in England, offering patients the choice to access web-based services as an alternative to face-to-face consultations [7]. System interoperability is a key aspiration of the Long Term Plan, with the potential for significant cost savings for the NHS, saving time and money for service users, and the convenience of telephone and video consultation. The NHS Mental Health Implementation Plan, an offshoot of the NHS Long Term Plan, outlines the provision of digital options to service users and the rolling out of “digitally-enabled models of therapy” for “specific mental health pathways” by 2021-2022 and for local systems to make use of “digital clinical decision-making tools” by 2023-2024 [13]. COVID-19 has helped to fast-track the NHS Long Term Plan’s digital technology actualization. In a policy statement at the start of the pandemic (July 30, 2020), the Department of Health and Social Care in England urged providers to effect a wholesale switch to remote service provision through the use of telephone and digital technology [10]. Mental health providers appeared to have responded to this call. Thus, the pandemic has accelerated the rapid rollout of IT in mental health service delivery [1,4,11,15,16].

Research has highlighted the unprecedented use of remote (digital and telephone) consultations in mental health care during the pandemic [1,4,5,9-12,15-20]. The greatest benefit was that it enabled providers to respond flexibly to the needs of service users while adjusting to pandemic-enforced challenges and restrictions. In the absence of face-to-face consultations, the use of IT facilitated a higher frequency of contact between professionals and patients than would have hitherto been possible [1,4,5,11,16]. Evidence that telephone has remained the most common means of remote consultation for mental health care providers in England, throughout the pandemic [10,11], suggests that the country has some catching up to do with respect to digital technology in mental health.

One of the benefits of remote consultation is its potential to overcome geographic barriers (the friction of distance), allowing access to populations in remote locations with serious accessibility problems, thereby reducing inequalities. However, a serious disadvantage is the potential for digital exclusion among vulnerable and disadvantaged population groups [1,10,11,18,21]. For example, technology and environment-related factors, such as problems with broadband or internet connectivity, continue to render many people living in remote locations relatively disadvantaged. Linked to digital exclusion is digital poverty, which encompasses issues of affordability (of technological devices and facilities including internet connection), accessibility, skills, and motivation [18].

The COVID-19 pandemic has witnessed a growing research interest in the use of IT in health care delivery. However, as Ellis and others [5] observed, empirical research has focused largely on physical health, whereas the mental health sector remains underresearched. There has been a call for research to examine the factors that influence the optimal use of technology in health care delivery, generally [9]. The purpose of this study was to understand how mental health providers in England used IT, including internet-enabled digital applications and traditional forms of remote service delivery, during the pandemic and the implications of this shift for quality and efficiency. It also seeks to enhance the understanding of the complexity of factors (social or human, system-related, and technical) affecting the use of IT in remote mental health care delivery and to apply the sociotechnical systems (STS) framework [22-25] to a case study design.

Methods

Theoretical Framework

An important notion related to the use of IT in health care is that, given their multiple objectives and complexity, health care organizations are best conceived as STS [22-25]. We applied the STS theory during data analysis, helping to interpret the research findings and to enhance the understanding of the major factors at work in the use of technology in mental health service delivery [22,25]. On the basis of the STS model, a health care system, like any complex and dynamic system, comprises a mix of interacting social and technical subsystems that affect each other [22-26]. Figure 1 illustrates the adaptation of the STS framework used in this study. Scholars have proposed a variety of STS models [27]. One model suggests that STS is composed of 2 sets of variables or subsystems, namely, social and technical structures [26]. The technical subsystem comprises the process...
and technology components, whereas the social structures represent people (including program specialists, service providers, and service users) and organizations (including groups, teams, and departments). Another conceptualization of STS is that it comprises social, technical, and environmental components [28]. STS aligns with the key tenets of general systems theory and the notion of a nonlinear complex system [28]. STS theories emphasize the interdependence of the subsystems and the need for joint optimization, which requires an alignment of social and technical constituents with a wider environment or system to achieve the desired transformational goal of an organization [22-28]. The proposed framework (Figure 1), an adaptation of the STS, includes social, technical, environmental, and contextual factors as well as the wider systemic influences, including government, the Department of Health, and regulatory or facilitating agencies (notably NHS Digital).

Figure 1. Sociotechnical systems and IT in mental health care provision.

Research Questions
This study is derived from a larger study that aimed to understand how mental health trusts in England adapted and adjusted services to cope with the COVID-19 pandemic [29]. Our interrelated research questions were as follows:

- How have mental health providers adapted service provision and used technology in remote service delivery during the pandemic?
- What were each provider’s technological capabilities, such as allowing adjustments to service provision?
- How has the use of technology affected the quality and efficiency of mental health care delivery during the pandemic?

Study Design
We used a qualitative research approach in a multiple case study design, comprising 4 mental health providers, renamed here, to protect anonymity, as providers A, B, C, and D. The case study has long been considered suitable for the in-depth investigation of a contemporaneous subject [30]. The multiple case studies and qualitative research approach allowed for comparisons of similarities and differences to be explored between cases, with the scope to uncover new variables in a complex social context, where the researchers could not “manipulate” the subjects of inquiry [30-32]. At the outset, we conducted a scoping survey, comprising a review of relevant documentation and key informant interviews with key staff from national stakeholder organizations.

Data Collection
Data were collected between March and December 2021. In the scoping phase, we emailed 10 national stakeholder organizations, explaining the study and requesting contact with a suitable informant. These were purposively selected based on their role in the national health system or mental health care oversight. With 60% success, this resulted in interviews with people who held very senior or executive-level positions in the following organizations: NHS England (2), the Care Quality Commission (CQC; 1), the Mental Health Commissioners Network (MHCN; 1), the Health Care Financial Management Association (1), and the Get it Right First-Time program (1). Not only do their perspectives help in grounding our research within extant national policy developments and interests around the use of digital technology in health care delivery in England, but they also provide complementary evidence, especially for the key generic findings of the case study.

The 4 case study sites were purposefully selected to represent the opposite ends of the performance spectrum (based on our earlier work in which the research team used relevant secondary NHS data to rank all mental health providers in England into low- and high-performance categories). The selected providers offer a range of services and reflect different population catchments, staff sizes, and geographic spread (2 [A and B] mainly rural, 1 [C] metropolitan, and 1 [D] rural or urban based). The research team conducted 53 semistructured interviews with 72 potential informants (18 at each site) who were invited to participate (with a response rate of 74%). Participants, who were purposively sampled, comprised executive team members, senior managers and service directors or clinicians, patient representatives, and clinical commissioning groups responsible for commissioning services for each provider. For a breakdown
of study participants by organization refer to Multimedia Appendix 1. Emails were sent out by the designated research support officer at each site, inviting eligible staff members to the study and introducing the researcher (interviewer). A web-based meeting was arranged for those who expressed a willingness to participate in the study. A consent form, signed by the researcher, was emailed within 6 to 24 hours before the interview, and the informant was encouraged to read, sign, and return via email before the interview. Most of the interviews were conducted using Microsoft Teams, and in a few cases (mainly with patient representatives), interviews were conducted using Zoom (Zoom Video Communications). All informants were asked for permission to record the interview (even though they would have indicated their approval on the consent form). Interviews lasted between 30 and 45 minutes; the questions for national stakeholders and case study informants cover similar themes but with slight modification for the latter; the themes or questions span beyond the focus of this paper—being part of a larger study (refer to Multimedia Appendix 2 for the topic guides).

Data Analysis

As reported in our previous publications [33], this was part of a larger study in which we used administrative and patient survey data for each mental health provider in England to construct a composite performance indicator (ranking providers into low- and high-performing categories). Documents from the providers’ websites and relevant national reports were also reviewed, providing useful background and policy-related material to complement the data from the case study interviews.

We used NVivo (QSR International) to code the transcripts and analyze the data. We coded and analyzed all transcripts from the interviews as one file, both within and across cases, enabling us to explore differences and synergies between and across providers and national stakeholders [31,32]. We followed the 5 stages of the framework method (familiarization, theme identification, indexing, charting, and interpretation) to analyze and structure the data [34]. On the basis of abductive theorizing and pattern matching, we explored the views and experiences of participants regarding our study objectives, allowing us to draw out and integrate the common themes from the interview data. The codebook was developed by FK and RM and reviewed by RJ, and coding was carried out by FK, with coding outputs shared with other authors for discussion. For the NVivo codebook, please refer to Multimedia Appendix 3.

Ethical Considerations

We obtained research ethics approval from the NHS Health Research Authority (reference number: 21/PR/0047) and the participating organizations. There was an undertaking (stated in the research passport) that the research does not involve “regulated activity with children and/or adults as defined in the Safeguarding Vulnerable Groups Act 2006.” In addition, in the Integrated Research Application System form, it was stated that the study has nothing to do with “human tissue samples and data.”

Informed and written consent was obtained before every interview signed by the researcher and countersigned by study participant. The participant’s information sheet assured every participant about confidentiality and anonymity of the information they would provide and their identity. It stated further that participation was voluntary, and as the research was not considered to be harmful, there were no compensation arrangements. Participants were also advised about where to report if they had any concerns or complaints regarding the study.

Results

Providers Adapting Service Provision by Switching to Remote Service Delivery Following the Outbreak of COVID-19

There was a convergence of views from informants that following the outbreak of COVID-19, mental health providers switched to remote service provision via telephone and video consultations at an unprecedented speed and scale. Providers adopted web-based platforms and digital apps to ensure contact with patients and web-based interaction among staff, particularly during periods when COVID-19–imposed restrictions made physical interaction impossible. Safety considerations for both health professionals and patients were part of the motivation for the rapid switch to remote service provision. Study respondents were of the view that service users have benefited from services being “more responsive and immediate”:

It seemed to us that people adopted very quickly, much more quickly than usual. Normally if you’re going to roll out a new IT system they’re talking about it for four years...to get an electronic note system up and running and everybody using it. But this actually appeared to work really quickly... [CQC Official]

...We took action pretty quickly to, as I’m sure others did, a) protect our staff by ensuring that they were working from home if they could but b) open up digital online and telephone channels... [Provider A, Director of Strategy]

Digital consultation was not considered a viable option for some services until COVID-19 hit. For example, the Manager for Older People’s Community Mental Health Team in provider C noted that they have had “to offer e-consultations as an option which we weren’t really doing prior to COVID.” However, COVID-19 saw an upsurge in the use of digital apps such as Attend Anywhere, eConsult, and Kooth and web-based meeting platforms, particularly Zoom and MS Teams. It was suggested that providers adopt remote service provision as a first or default option when face-to-face contact was not possible. Informants made repeated references to “digital first” and “digital by default,” which resonated with the emphasis on the development of technological solutions set out in the NHS Long Term Plan. Despite what appeared to be a remarkable effort of mental health providers to escalate remote service provision, including digital options, during the pandemic, there was a perception among informants that telephone, which was generally viewed as inferior to video consultation, remained the most common medium of interaction between mental health providers and service users:
The adaptation we’ve done, we do more video consultations now, Attend Anywhere...in the early stages we did group things on Zoom, on Teams...we’ve got Attend Anywhere now for one-to-one interventions [Provider B, Head of Mental Health & Learning Disability]

The message we have given really has been digital first, not digital only. So, if it can move online, move it online... [Provider A, Director of Nursing]

There is a bit of a myth about digital health, digital mental health. What they mean is they have been using the phone a lot. I mean 95% of this is by phone. [NHS England Official (2)]

Some services, notably Increasing Access to Psychological Therapy, were able to deploy technology during the pandemic more rapidly than others because before the pandemic, they had already been ahead in the use of telephone and digital technology.

**Providers’ Technological Capabilities in Coping With COVID-19—Systemic Factors**

The fact that telephone consultations have remained the most common form of remote interaction with service users means that there are still opportunities for digitalizing health care. However, technological capabilities varied across providers both before and during the pandemic. How technologically prepared a provider was depended greatly on its digital maturity, which in turn was a function of system-wide factors. Two of the providers were a global digital exemplar (GDE) and a GDE “fast follower” D and C, respectively (both high-performing providers). These were national awards that came with extra funding, which the National Health System set up in 2017 to support the development and use of digital technology among a selected number of NHS providers, following a bidding process. A GDE is similar to a pacesetter in the use of digital technology, and a GDE fast follower becomes affiliated with a GDE to collaborate and share best practices in the use of technology to deliver health services. This meant that providers D and C were investing optimally in technology and were relatively digitally mature and technologically prepared when COVID-19 arrived. In contrast, the rollout of digital technology was slower for the low-performing providers, A and B, who were less prepared technologically. Some informants in these 2 organizations reported a few challenges with the adoption of digital technology during the pandemic:

> We’re really fortunate to be quite a digitally enabled organisation. So we already had numbers of virtual platforms...We were able to move probably more swiftly than others to a virtual platform. [Provider D, Director of Nursing]

> I think we weren’t terribly well prepared. I don’t think there was much...suddenly there was need for all clinicians to have a laptop, to have an “Attend Anywhere” account and be trained up in Attend Anywhere. We weren’t prepared or that and we were on the back foot. [Provider B, Medical Director]

It emerged that all mental health providers, including those who were technologically less prepared, were boosted in their quest to repurpose services through additional funding from the government during the pandemic. This system-wide support has enabled providers to invest in different areas and may help minimize existing disparities with regard to resource allocation and the development of innovation and technology:

> We have managed to get more funding into capital spend...in a lot of ways we have actually got more money going into mental health and we are more attuned to what is going on in the country, and that will carry on with the official investment over the next year. [NHS England Official (2)]

A more flexible approach to contracting, in which the provider was allowed freedom to take quick decisions around spending, has also helped. Informants agreed that the collaboration and cooperation with partners, especially between providers and their Clinical Commissioning Group, was part of the reasons they managed to adapt service provision so quickly, including in digitalization:

> I think the reason they got better was because we had a shared common purpose and we didn’t have the luxury of time to debate and discuss and argue and write papers and develop plans, and all that stuff. It was a matter of, we need to act and we need to act now and we need to act together...It was a matter of, we need to do something and do something different and do something quickly. [Provider B, CCG_P1 Deputy Director]

Drawing further on system-wide collaboration, at least three of the case study providers benefited from private sector support. For example, provider B applied for and received a grant from Barclays Bank, which they used to supplement investments in digital technology. Providers A, B, and C worked with the voluntary sector in setting up internet cafes at strategic locations (to allow patients access to services remotely and free of cost), supporting others with digital gadgets, and with the basic skill of using digital technology.

**Technology Impact on the Quality and Efficiency of Mental Health Care Delivery During COVID-19—Sociotechnical Determinants**

National stakeholders and case study informants provided mixed views about the impact of COVID-19 and the influence of technology on quality and efficiency. They pointed to the speed with which a health professional would make contact with several patients within a short period without having to travel. For example, the Director of Finance in provider B suggested that patients did not have to wait for long before being attended to, and this, along with the convenience of accessing service remotely, has had a positive effect on patient experience. This was said to have allowed mental health professionals time for other activities, for example, administration and work. In addition, it enabled health providers to reduce their carbon footprint and contribute meaningfully toward the government’s commitment to achieving a net zero NHS by 2045. Organization-wide meetings and internal team meetings quickly
switched to video conferences, and these were reported to be very well attended.

With respect to quality, the perspectives of case study informants centered on the following: quality of mental health service has not been (adversely) affected; quality might have been affected, if not compromised, in certain instances; and it would take time for services to determine the actual impact on quality using the conventional indicators or measures. Informants were more assured in their assessment of how the use of IT during the pandemic has positively reflected on mental health care efficiency:

I think the quality and the ability to be able to see people, and digitally see people, has been an improvement, because we’ve probably been able to contact people maybe more frequently than we would have done if we were doing face-to-face. [Provider C, Director of Nursing]

I think there’s probably a mixed picture. So, for those people who engaged well with digital their service was probably enhanced because it was a lot more responsive and immediate, and for those that didn’t or couldn’t then their provision would have been reduced especially in the early days. We kept the wards open the whole time for high acute and emergencies, but for community cases if you weren’t able to engage digitally then you probably did experience some deterioration or you certainly weren’t getting the same level of support that you were used to. [Provider A, Associate Director of People]

What I would caveat on that is we don’t know the true quality benefits of digital working yet because we’ve got no objective measures at the moment to really understand that. [Provider A, Director of Operations]

There was a notion that web-based interfacing, including conducting ward rounds via video technology, prevented people from congregating in confined spaces and therefore helped to minimize the spread of COVID-19. In addition, providers organized web-based visitsations (meetings) between patients in inpatient wards and their families, which served as a good substitute for physical visits and helped to enhance patient experience during the pandemic. Some informants suggested that the inherent social and technical barriers, as presented below, would have compromised the quality or minimized the effectiveness of digital consultation. However, while drawing on funds provided by NHS England or grants from donor organizations or working with the voluntary sector, mental health providers did their best to address the problem of digital inequalities.

A range of social and technical factors can be seen to have a bearing on IT use during the pandemic, which is relevant to the STS framework. First, informants made repeated references to “digital poverty,” “digital divide,” “digital exclusion,” and “digital inequality,” suggesting that the scaling up of IT in service provision during the pandemic might have exacerbated inequalities. It has been suggested that the low socioeconomic status of some service users (or sheer poverty) affects their ability to afford or own a digital device or connect to the internet or Wi-Fi. Informants, especially of providers A and B, also noted that access to digital consultation might be a huge challenge for service users who reside in very remote locations. Digital illiteracy emerged as another factor driving digital exclusion; there was a suggestion that this was mainly a function of age and that older service users were less “tech-savvy” than their younger counterparts:

...Access has been quite problematic during the pandemic and certainly during lockdown because largely this has been virtual access...and not everybody finds that easy and there is a group of people who are digitally disadvantaged who find that problematic. [MHCN Official]

Now, for the digitally excluded they [digital options] are useless...I am a consultant psychiatrist for a homeless team in [City X]. I have got two patients over the last year and I have been using the phone to speak to them. Most of the rest haven’t got a phone. [NHS England Official (2)]

When people have said “I don’t like it, I can’t use it” and actually we still do have pockets of the county where the wifi is rubbish and actually there are still large groups of people that don’t have any access to any digital technology, and we have to accept that. [Provider A, Director of Nursing]

Second, there was a view that remote services, which were the only option in certain periods of the pandemic, were less appropriate, if not ineffective, for some mental health conditions, such as autism and emotionally unstable personality disorders. This brings to the fore the role of technology experts (designers and programmers) and the need to ensure that devices are developed to offer optimum utility to every service user. Third, and closely related to the second point, is the ethical aspect of patient choice, which was not always guaranteed during the peak of COVID-19. The informants agreed that remote consultation was not a true substitute for in-person interaction. It was suggested, like for patients, that mental health staff, who could only attend web-based meetings during the peak of the pandemic, dearly missed the face-to-face (social) interaction with colleagues in the office:

There’s been real pros to the new approach and real limitations...I think for example, some of the personality disorder services, people with EUPD; those would have always been face to face previously, they’re now online but they’re going back to face to face and some of that works for that cohort of patients, some of it doesn’t. If you’re paranoid and schizophrenic and worried about computers, you know, your experience is going to be very different isn’t it? [Provider C, CEO]

Pretty much, autism assessments as well which was something that we struggled with to start with...It’s difficult to do those assessments; it’s not ideal to do it virtually because you’re not picking up on everybody’s body language. [Provider A, CEO]
Fourth, informants also highlighted the challenges with privacy, particularly for patients requiring a private “safe space” to discuss personal and confidential issues without the potential for other members of the household to overhear. For example, victims of domestic violence, children experiencing neglect, and people who are not confident in talking about their mental health issues.

Digital illiteracy was not only an issue for older service users. It was reported that some services, particularly in providers A and B, were adopting digital consultations during the pandemic for the first time, and many of their staff members needed “skilling-up” to be able to use the technology. As noted above, case study providers made concerted attempts to mitigate some of the sociotechnical challenges, including drawing on government and private sector funding support to upgrade their technology infrastructure and collaborating with voluntary organizations to address the problem of digital inequality. Finally, providers were quick in providing their staff with the requisite support—equipping them with the tools and skills needed to make the switch to digital technology and enabling staff to be accredited to conduct remote assessments. An equally important factor was the keen sense of commitment to care for patients on the part of mental health professionals during the pandemic. There was a convergence of views that mental health services have shown remarkable resilience and that staff were doing their utmost, often to the point of burnout or exhaustion, to provide optimum quality service during the pandemic.

Discussion

Principal Findings

We examined the perspectives of national stakeholders and staff from 4 mental health providers and found evidence that the pandemic served as a catalyst for the rapid uptake and deployment of IT in mental health care delivery during the pandemic. This finding is consistent with earlier studies on the ability of mental health providers and services to adapt and respond to the needs of service users during the pandemic, mainly through remote service provision and the use of technology [1,2,4,5,9-12,15-19]. We have also provided additional evidence on the mixed effects on the quality and efficiency of the radical switch to remote (mental health) service provision during the pandemic. Very few studies in this area had focused on the mental health sector. The study has further, perhaps for the first time, explored, using qualitative data and an STS lens, the mix of sociotechnical and system-wide factors affecting remote mental health provision in England.

Provider’s Adaptation of Service Provision and Technology Capabilities

It has been suggested that a health care organization, being a sociotechnical system, needs to be resilient [34] not least during a public health emergency. We found that the case study providers demonstrated a remarkable resilience in responding to the needs of service users during the pandemic by rapidly adapting service provision. The mental health sector in the United Kingdom and elsewhere can potentially build on the momentum in the rollout of IT created by the pandemic [4,11,13]. When COVID-19—imposed restrictions proscribed face-to-face consultations, mental health providers were compelled to adapt their services to continue to respond to the needs of patients. Telephone and video consultations quickly emerged as the default strategy. There is evidence of improvement in the use of digital technology in mental health care delivery, following the outbreak of COVID-19, with some services adopting the use of digital platforms for the first time. Despite the progress made, the case studies have provided additional evidence that telephone communication has remained the main form of contact used by mental health providers in England, including the provision of 24/7 crisis support lines by mental health services during the pandemic [4,10,13]. Nevertheless, its effectiveness is disputed, with reports that the telephone lines have not been operational 24/7 [19]. This means that despite the reported progress, the digitalization of mental health care has remained less than optimal and that mental health services in England are still not yet at the level of digital capability that the providers would like them to be.

The case study findings revealed variability within and across provider organizations with respect to the pace at which IT was rolled out to deliver remote services. Some services that had earlier adopted remote service provision before the pandemic, notably talking therapies (Increasing Access to Psychological Therapy services), were quicker in adapting or expanding the use of digital technology. Although all providers appeared to roll out IT during the pandemic relatively quickly, we found evidence of disparities between providers in technological preparedness, with the high-performing providers, C and D, being better prepared (being a GDE and a GDE fast follower, respectively) than their low-performing counterparts, A and B. In contrast, the low-performing providers were neither a GDE nor a fast follower, and both required greater investments and more time and effort, including equipping clinicians with digital devices and the requisite training or skills to use the tools and adapt to the innovative ways of delivering services. Therefore, how soon and how much both staff and service users realized the benefits of IT during the outbreak depended largely on how advanced the provider’s technology infrastructure was (or their digital maturity).

Impact of IT Use on the Quality and Efficiency of Mental Health Care During COVID-19

The case study findings were mixed regarding the impact of telephone and digital consultations on the quality and efficiency of service delivery during the pandemic. Conclusive evidence regarding the true impact on the quality of care is lacking [7]. Given that providers found it difficult to process routine quality measures during the peak of the pandemic, informants’ perspectives were either based on anecdotal evidence or inferred from what they saw as the benefits and drawbacks of remote service provision. However, from the case studies, the rapid rollout of IT to deliver mental health care during the pandemic appeared to have been accompanied by a number of benefits and disadvantages for patients and staff, which is consistent with the findings of other studies [1,6,11-13,16-20]. The greatest benefit was that mental health services managed to respond remotely to the needs of patients when face-to-face consultation was not possible, serving as a convenient and cost-saving...
strategy for interaction between patients and mental health professionals. Service efficiency, in particular, has been positively affected by the ability of mental health professionals to attend to as many patients as possible within a short period. In addition to financial savings (from reduced travel and use of office space and facilities) with some providers rethinking how to use estate facilities more efficiently, the mental health sector’s contribution to the wider environment in terms of reduced carbon emissions from less driving during COVID-19 has been unprecedented. However, linked to the major downsides of video and telephone consultations were serious ethical and clinical concerns. The concerns centered on the notion that telephone or digital technology (more so telephone) cannot be a true substitute for face-to-face consultation [10], not only because it rules out the sociopsychological utility of physical interaction but also because some study participants suggested that remote service provision could be inappropriate for some patients with certain mental health conditions such as personality disorders and autism. Concerns have also been raised about the potential for worsening inequalities stemming from digital exclusion. This brings into focus the critical underlying sociotechnical factors at play, affecting the uptake and effectiveness of IT in the delivery of mental health services and the implications for quality and patient experience.

**Determinants of IT Use in Mental Health Care Delivery—STS Framework**

Mental health providers, as all health care organizations, are composed of complex macro and micro systems or subsystems, including departments, services, and units manned by humans and communities of service users—all with their dynamic and unique characteristics—and technical and other social elements [22-25,35]. Drawing on STS theory, we found that a range of factors are important for understanding the use (and optimization) of IT to deliver mental health services during and beyond the pandemic.

From the case study findings, it is evident that system-wide factors are key to IT uptake during the pandemic. The July 30, 2020, statement by the Secretary of Health and Social Care, in which he stressed the urgent need for technology in remote service provision [11], provided the national impetus and system-wide platform for a switch to digitalization of health services, including mental health. Nevertheless, the degree of pre-pandemic digital maturity influenced the speed with which a provider managed to switch to innovative digital options in delivering mental health services [7-13], with providers C and D being ahead of A and B in that regard. Digital maturity was, in turn, a function of historical investments in technology, which saw provider D becoming a GDE and provider C a GDE fast follower 3 years before the COVID-19 outbreak. A number of macrolevel and mesolevel factors were fundamental in enabling mental health providers, including those who were hitherto less digitally enabled, to meaningfully invest in their technology infrastructure and adopt more innovative ways of delivering services. These include new funding from the government, a more flexible approach to contracting and disbursements, donations from the private sector, and collaboration with voluntary and charitable organizations to empower service users to access digital service offers. There were concerns, however, about how providers could ensure that nationally mandated “digital governance” policy and standards are in place and being followed to protect the rights of all individuals using digital technology to access service. Digital governance at the system and provider levels, particularly regarding privacy and data protection for patients, is a fundamental aspect of the digitalization of health care service delivery [11-13].

It has been suggested that collaboration between the relevant agencies and actors in the health care system—government, Department of Health, NHS England and Improvement, NHS Digital, producers of technologies for mental health, mental health providers, and patient groups—is critical to enhancing information and digital technology use in improving mental health care delivery [22-25,35]. This could help, for example, to enhance the effectiveness of digital options through a careful design of digital tools to meet the special needs of patients with very challenging mental health conditions, such as autism and personality disorders.

Alongside the system-wide factors, a range of social and technical factors have been at play, influencing the use of information and digital technology. These factors are important in any attempt to optimize the benefits and minimize the disadvantages associated with the use of IT in mental health care. The social status of service users, notably digital poverty or exclusion, as highlighted above, has emerged as an important underlying factor of digital inequality. Providers have been mindful of this and have been making efforts to address the problem and promote digital inclusiveness within available resources and support from the system (notably provision of digital devices to service users who could not afford them and free internet cafes at strategic locations). However, this raises issues around how providers could expand and sustain such effort as a “digital library” scheme as well as have safeguarding and data protection under control [9,12,36-38].

We found that patients with mental health issues, like other members of the population, responded to the blanket national policy pronouncements around COVID-19 safety restrictions including the “stay at home order,” with many presenting when their conditions were already deteriorating. Perhaps a realization that remote service provision, which became the default option, is never a true substitute for face-to-face consultations and that some mental health cases are less suited to remote consultation might have called for a more nuanced messaging and approach to mental health patients during the peak of the pandemic. An important finding is that remote service provision or interaction means that service users and staff missed the positive element of “socializing” via face-to-face meetings, with negative implications for their well-being. It is clear that staff have become exhausted and bored with the monotony of web-based meetings. In scaling up telephone and digital consultations there is a need to pay close attention to the needs and preferences of staff and patients and services before deciding which option is best for them.

As Greenhalgh et al [9] have reported, there is an implicit dilemma or contradiction in the notion that telephone and digital solutions were available to all service users as an option. This is because not all patients were in a position to take up the offer,
for example, because of technology and Wi-Fi accessibility issues or being uncomfortable with technology as a medium for receiving care. Thus, patient choice remains paramount to clinical decision-making, and it is vitally important that providers quickly adjust their mode of service provision by switching to face-to-face consultation whenever possible.

**Strengths and Limitations**

The study participants included key national stakeholders; senior managers; and executive team members of case study providers, including clinicians, allowing a rich mix of perspectives to reflect both the national landscape of mental health care provision and localized service provider contexts. Another strength of this study is its exploration of the key underlying factors influencing the uptake of IT through the application of STS theory. However, this study has some limitations. First, typical of a case study of this nature, it is difficult to generalize the findings to the rest of the mental health sector in England or the United Kingdom, let alone to other health care systems. However, the involvement of national stakeholders has helped to provide some useful generic insights into the role of technology in mental health delivery during the pandemic. Second, the study was purely qualitative, drawing on the subjective views and perspectives of the study participants, without complementary quantitative data to explore causal linkages, such as between the use of technology and clinical outcomes. Third, the study was limited to senior officials at the case study sites, representatives of commissioning groups, and a very small number of patient representatives, without room for lower-level health professionals or frontline staff.

**Conclusions**

The study highlights that digitally enabled remote mental health service provision has accelerated during the COVID-19 pandemic in England, with many services still heavily reliant on telephone for remote service delivery. Mixed messages emerged regarding the effects of IT on service quality and efficiency during the pandemic. Among the positive aspects is the perception that patients have generally benefited from the convenience of remote consultation when face-to-face meeting was impossible. Mental health professionals have been able to attend to many patients more rapidly than would have been possible with face-to-face consultation, saving travel time costs for both providers and service users. The major downsides of remote consultation include reduced levels of quality for people with specific types of mental health conditions requiring face-to-face contact, patient choice being compromised, and the likelihood that inequalities have been exacerbated because of a growing “digital divide.” A full assessment of the impact of IT use on the quality and efficiency of mental health care provision after the pandemic will require further and a more sustained longitudinal research. Given that telephone remains the most common means of remote consultation, there is a need for more targeted effort to support service users and health professionals (in need of such support) in catching up with the pace of digital transformation. In any future public health emergency, it is recommended that decision makers and service providers carefully consider the most appropriate service delivery option for specific services, ensuring that service provision options remain responsive to patient needs and support patient choice and retaining face-to-face provision when preferred.
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Abstract

Background: Although several COVID-19 outbreaks have occurred in older adult care facilities throughout Japan, no field studies focusing on airborne infections within these settings have been reported. Countermeasures against airborne infection not only consider the air change rate (ACR) in a room but also the airflow in and between rooms. However, a specific method has not yet been established by Japanese public health centers or infectious disease–related organizations.

Objective: In April 2021, 59 COVID-19 cases were reported in an older adult care facility in Miyagi, Japan, and airborne transmission was suspected. The objective of this study was to simultaneously reproduce the ACR and aerosol advection in this facility using the carbon dioxide (CO₂) tracer gas method to elucidate the specific location and cause of the outbreak. These findings will guide our recommendations to the facility to prevent recurrence.

Methods: In August 2021, CO₂ sensors were placed in 5 rooms where airborne infection was suspected, and the CO₂ concentration was intentionally increased using dry ice, which was subsequently removed. The ACR was then estimated by applying the Seidel equation to the time-series changes in the CO₂ concentration due to ventilation. By installing multiple sensors outside the room, advection outside the room was monitored simultaneously. Aerosol advection was verified using computer simulations. Although the windows were closed at the time of the outbreak, we conducted experiments under open-window conditions to quantify the effects of window opening.

Results: The ACR values at the time of the outbreak were estimated to be 2.0 to 6.8 h⁻¹ in the rooms of the facility. A low-cost intervention of opening windows improved the ventilation frequency by a factor of 2.2 to 5.7. Ventilation depended significantly on the window-opening conditions (P values ranging from .001 to .03 for all rooms). Aerosol advection was detected from the private room to the day room in agreement with the simulation results. Considering that the individual who initiated the infection was in the private room on the day of infection, and several residents, who later became secondarily infected, were gathered in the day room, it was postulated that the infectious aerosol was transmitted by this air current.

Conclusions: The present results suggest that secondary infections can occur owing to aerosol advection driven by large-scale flow, even when the building design adheres to the ventilation guidelines established in Japan. Moreover, the CO₂ tracer gas method facilitates the visualization of areas at a high risk of airborne infection and demonstrates the effectiveness of window opening, which contributes to improved facility operations and recurrence prevention.

(JMIR Form Res 2022;6(12):e37587) doi:10.2196/37587
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Introduction

Background

COVID-19 should be prevented in health care and long-term care facilities because of the high risk of mortality [1]. In Japan, a series of COVID-19 outbreaks has been reported in nursing care facilities [2]. However, no field epidemiology case studies have assessed airborne infection by measuring the air change rate (ACR) and airflow in Japanese older adult care facilities.

Ventilation plays an important role in controlling the airborne transmission of COVID-19, with mass transmission of its etiologic pathogen, SARS-CoV-2, reported in poorly ventilated rooms. This was demonstrated in Ishigaki et al [3], which noted that ventilation was impeded by excessive shielding of an office space with plastic sheeting where a 7-person outbreak occurred. Li et al [4] reported a 9-person outbreak that occurred locally in a poorly ventilated restaurant, and Jang et al [5] reported that 112 people were infected in a small fitness studio with very poor ventilation in South Korea. Furthermore, Menzies et al [6] reported that in various hospital settings, an average of less than 2 ventilation cycles per hour (ACR per hour) in examination rooms represented a determinant of secondary tuberculosis transmission, that is, tuberculosis conversion. On the basis of this study, the Centers for Disease Control and Prevention (CDC) in the United States established a standard for negative pressure room ventilation to isolate patients with infectious diseases, which included an ACR recommendation of 6 per hour (for existing buildings) to 12 per hour (for new buildings) with a safety factor [7]. Subsequently, based on the CDC standard of 12 (h⁻¹) ACR, the World Health Organization (WHO) established a standard of 576 m³/hour per person, with a doubled safety factor, for natural ventilation in health facilities treating patients with infectious diseases, assuming that each patient occupies a space of 4 × 2 × 3 m³ [8]. In Japan, the Ministry of Health, Labor and Welfare (MHLW) has suggested a similar value of 576 m³/hour per person for health facilities. Furthermore, the MHLW has recommended a ventilation rate of 30 m³/hour per person in general commercial facilities to prevent indoor aerosol transmission of COVID-19 [9].

Fine or dry droplets can remain airborne for several minutes to several hours [10-13]. Therefore, secondary infections can occur when these infectious aerosols are transported by air currents, regardless of the distance from the infected person. Airborne transmission of COVID-19 was suspected in a shopping mall in China, as shoppers not in direct contact with each other became infected at the same time [14]. In Australia, a secondary infection occurred in a church with minimal ventilation, from a choir to 12 attendees, with a reported airborne distance of up to 15 m [15]. Moreover, 14 people were infected in a wide range of seats evenly distributed from rows 7 to 29 on both sides of a plane during a domestic short aisle flight in Japan [16]. Hence, when designing countermeasures against airborne infection, it is necessary to consider not only the number of times a room is ventilated but also the airflow within and between rooms.

Pathogens such as Mycobacterium tuberculosis (etiologic pathogen of tuberculosis), measles, and varicella-zoster virus (chicken pox) are airborne [17]. The long-range transmission of infectious aerosols containing these pathogens can be controlled by buoyancy because of temperature differences and airflow control by natural winds and fans [18]. However, several reports have indicated that the effective reach of airborne COVID-19 transmission is at least 2-10 m. For instance, Anchordogqui et al [19] used computer simulations to analyze the aerodynamic properties of particulate matter containing SARS-CoV-2 and noted that it could propagate farther than the recommended social distance of 1.8 m. Morawska et al [20] reported multiple cases of propagation beyond a distance of 1-2 m. Hunziker [21] focused on the behavior of aerosols in an air-conditioned hospital room and reported aerosols with micron-order particle size propagating up to a distance of 5-6 m as jet passengers. However, according to Guven et al [22], micron-order particles propagate over long distances of 2-8 m. Moreover, Anderson et al [23] found that airborne viruses can remain active for up to 27 hours depending on the conditions of temperature and humidity, whereas infectious aerosols can travel up to 7.0-8.2 m. More specifically, infectious aerosols, or gas clouds, formed by sneezing can reach a distance of 7-8 m and remain in the air for hours, depending on the ventilation system [24]. In addition, Lima et al [25] surveyed 10 studies and concluded that aerosol particles containing viruses can reach distances of up to 10 m and survive for several hours in air. Furthermore, Azimi et al [26] investigated a large outbreak on a cruise ship in which 712 of 3711 crew members and passengers were infected, concluding that reinhalation of infectious aerosols was the primary route of transmission.

Goal of This Study

In this study, an outbreak site of SARS-CoV-2 was investigated in a nursing home in Miyagi Prefecture, Japan, to measure the ACR and visualize the behavior of infectious aerosol distribution using a carbon dioxide (CO₂) tracer gas method—that can estimate the actual ACR of a room and is used to prevent airborne transmission of COVID-19 [27]—at various window-opening conditions. Aerosol advection originating from the room was quantified by simultaneously monitoring the tracer gas leaking from the room. In addition, the aerosol distribution was analyzed via computational fluid dynamics (CFD) based on a 3D model of the facility to ensure that the 3D behavior corresponded with the measured CO₂ tracer gas results. CFD simulations are effective for detailing the airborne behavior of infectious aerosols [28]. However, its implementation requires specialized knowledge, detailed surveying, and computational resources. In contrast, the CO₂ tracer gas method can be implemented with dry ice and a sensor, and if its effectiveness is confirmed, it can be used in numerous facilities to prevent recurrent outbreaks.
The primary purpose of this study was not to identify the direct cause of the outbreak but to identify the factors responsible for, and the origin locations of, outbreaks in older adult care facilities in terms of ACR and aerosol dispersion. Furthermore, this study seeks to establish a CO$_2$ tracer gas method that can simultaneously monitor ventilation and aerosol behavior in hospitals and older adult care facilities to contribute to the prevention of recurrent airborne infections.

Methods

Facility Overview

The older adult care facility investigated in this study was located in Miyagi Prefecture, Japan, where 59 cases were reported in the same building from April to May 2021. Of these, 36 were users of the facility (29 residents and 7 daily visitors) and the other 23 were facility staff members. As 2 positive cases of infection were obtained on the first day using polymerase chain reaction (PCR) tests, and the subsequent PCR tests performed 2 days later further confirmed the positivity of 14 people on the same floor, airborne transmission was strongly suspected to be responsible for the propagation of the infection. Other causes include contact and droplet infections, making it almost impossible to identify a direct cause. However, as masks and face shields were worn and hand sanitizers were used by staff members who spread the secondary infection, and as the infection spread in a short period among those who were not in close contact with each other, it is logical to suspect airborne transmission in these circumstances. Multimedia Appendix 1 summarizes the time course of the emergence of infected patients in April. After the outbreak, the Disaster Medical Assistance Team was dispatched to the zone and critically ill patients were hospitalized, after which the infection was considered under control. The field survey reported in this study was conducted in August 2021.

On the basis of the interviews with facility staff, the following five separate areas in the building, where large-scale secondary infection occurred, were extensively studied: (1) regular bathrooms, (2) nursing bathrooms, (3) shared rooms, (4) private rooms, and (5) day rooms, as shown in Figure 1. Residents used both regular and nursing bathrooms, and staff members accompanied them for assistance. The risk of aerosol infection is considered to increase in bathrooms, as neither the residents nor staff wear a mask because of the high-humidity environment. Furthermore, a care recipient using a nursing bathroom requires high-level care, and the staff must talk to them while making contact, which is expected to increase the risk of transmission. The shared room had a maximum of 4 beds, 3 of which were for residents, whereas the other was unused at the time of the outbreak. Although residents were instructed to wear masks at all times, it was difficult to enforce them under certain conditions, such as dementia. A private room is the one for a single resident; therefore, the risk of aerosol infection is relatively low. It was segregated from the corridor using a curtain. The first resident who tested positive for COVID-19 was within a private room next to the day room; subsequently, a mass infection outbreak occurred. The day room is a place for relaxation; has free access for all residents and other visitors temporarily visiting the facility between 6:00 AM and 8:00 PM daily; and is furnished with chairs, tables, and televisions. As the day room is frequently used by multiple people, including care recipients and staff, the risk of infection is expected to be relatively high. These rooms were first investigated individually during the primary measurements, as described later. Therefore, the layout of these rooms in the entire floor plan was irrelevant. Furthermore, several transmission routes were involved in the studied mass infection outbreak event. This study focused on airborne transmission via aerosols; however, other transmission routes, such as direct contact, were not excluded.
Figure 1. Floor plan of each room investigated during the primary measurement. The locations of sensors P and K1-K4 are also shown. (a) Regular bathroom, (b) nursing bathroom, (c) shared room, (d) day room, and (e) private room. The ceiling heights of these rooms were 2.6, 2.4, 2.7, 2.4, and 2.4 m, respectively. K: TR-76Ui sensor used; P: SCD-30 sensor used; TV: television.
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Measurements
On-site measurements were conducted under the guidance of an industrial physician to ensure safety while confirming that the results of the PCR test of all residents, staff, and researchers were negative, and safety measures, such as the use of personal protective equipment and disinfection, were taken. In this study, the following 2 types of experiments were performed: primary and secondary measurements.

Primary Measurement
In the primary experiment conducted on August 13, 2021, the tracer gas method was used to measure the ACR in 5 areas. CO$_2$, which was obtained by vaporizing dry ice in the study room, was used as the tracer gas. Two types of nondispersive infrared-type CO$_2$ sensors were used. The first was a mobile CO$_2$ sensor (Yaguchi Electric Corporation) equipped with a nondispersive infrared sensor SCD-30 (Sensirion AG). Any measurements performed with this sensor are hereafter designated “P.” The second sensor was a TR-76Ui (T&D Corporation), designated “K,” with an index of measurement locations. A total of 5 sensors (1 P sensor and 4 K sensors, K1-K4) were used during the measurements. Figure 1 shows the arrangement of the sensors in each room. All the sensors were placed at a height of approximately 1 m from the ground.

Measurements were conducted in each room as follows:
1. The CO$_2$ sensors were installed at the locations shown in Figure 1, and the measurements were initiated.
2. The mechanical ventilation system in the room of interest was turned off, and the windows and doors, if any, were closed to create a closed room.
3. Dry ice was placed in the room of interest to achieve a CO$_2$ concentration sufficiently high compared with the background (approximately 400 ppm). The concentration must be at least 2000 ppm but should not exceed the permissible concentration of 5000 ppm (at 8 h of exposure), as specified by the Japanese Industrial Safety and Health Law. In addition, a blower was used to sufficiently mix the room air with the generated CO$_2$ gas, as the gas evaporated...
from the dry ice yielded a low temperature and tended to remain close to the floor.

4. When the CO\textsubscript{2} concentration was sufficiently increased, dry ice was removed from the room, and the mechanical ventilation system and conditions of the windows and doors were set according to the target measurement conditions. The time point was denoted as \( t_{sta} \).

5. The room was immediately vacated to avoid CO\textsubscript{2} addition from breathing. This time point was defined as the start of ventilation (\( t_{sta} \)).

6. CO\textsubscript{2} concentration was monitored remotely from outside the room.

7. Once the CO\textsubscript{2} concentration decreased sufficiently, the measurement was completed; this time point was denoted as \( t_{end} \). The time-series measurement data from \( t_{sta} \) to \( t_{end} \) were saved for analysis and used to estimate ACR.

8. If the CO\textsubscript{2} concentration remained sufficiently high, step 3 could be omitted, and we proceeded to step 4.

The measured CO\textsubscript{2} concentration data were processed to calculate the ACR in each room. The Seidel equation is as follows:

\[
C(t) = C_0 + \frac{Q}{V} (t - t_{sta}) - M (t - t_{sta})
\]

where \( C(t) \) is the CO\textsubscript{2} concentration (ppm) at \( t \), \( C_0 \) is the steady-state value of the CO\textsubscript{2} concentration in the absence of pollution (ppm), \( C_{sta} \) is the concentration (ppm) at \( t_{sta} \), \( V \) is the room volume (m\textsuperscript{3}), \( Q \) is the ventilation rate (m\textsuperscript{3}/h), and \( M \) is the rate of pollutant generation (ppm m\textsuperscript{3}/h). The measurement start and end times, \( t_{sta} \) and \( t_{end} \), are in hours. Furthermore, \( C_0 \) was assumed to be 400 ppm. Because the room was vacant during the measurement, \( M = 0 \) in equation 1, which means the following:

\[
\frac{Q}{V} (t - t_{sta})
\]

The ACR value, calculated as \( \frac{Q}{V} \) (1/h), was the decrease in the CO\textsubscript{2} concentration from \( t_{sta} \) until \( t_{end} \).

Secondary Measurement

In addition to measuring the 5 rooms individually, secondary measurements (Figure 2) were performed on August 13, 2021, to investigate the effect of the interplay between airflow in the private and day rooms, as these rooms are spatially connected via a 2-3 m long corridor. This dynamic fluid aspect suggests that aerosols leaked from the private room to the day room. A resident who was COVID-19–positive in the early stage of the mass outbreak was isolated in a private room. For secondary measurement, the sensors were placed as shown in Figure 2. The private room was filled with CO\textsubscript{2} gas, measurement steps 1 to 6 were followed, and gas leakage from the private room to the day room was assessed.

Figure 3 provides a photograph of the CO\textsubscript{2} smoke leaking from the private room shown in Figure 2 to the corridor leading to the day room, captured from the camera angle shown in Figure 2. A substantial amount of CO\textsubscript{2} smoke leaked from the gap between the curtain and the floor and advected toward the ceiling. By the time it reached the day room, a high concentration of CO\textsubscript{2} smoke was observed near the head height of a person sitting in a wheelchair.

Figure 2. Floor plan including the private and day rooms connected by the short corridor and sensor locations for the secondary measurement. The orientation axes for the numerical simulation are shown. The first COVID-19–positive resident was found in a private room next to the day room. The locations of different sensors P, K1, K3, and K4 are also shown. K: TR-76Ui sensor used; P: SCD-30 sensor used.
Figure 3. Direct photograph of the carbon dioxide smoke leaking from the private room of the first COVID-19–positive patient into the corridor leading to the day room containing multiple lounging tenants (taken from the camera angle shown in Figure 2).

Numerical Simulation

Given that the spatiotemporal distribution of CO$_2$ concentration is not readily determined from the secondary measurement experiment, a numerical simulation of gas leakage from the private rooms to the day rooms was performed. This simulation corresponded to a secondary measurement. The simulation was performed using FlowSquare+ (version 2021R1.0, Nora Scientific Co. Ltd), which solves the transport equations for mass (density, $\rho$):

\[
\rho \frac{\partial u_i}{\partial x_i} = 0
\]

for momentum $\rho u_i$:

\[
\rho \frac{\partial T}{\partial x_i} = 0
\]

for energy (temperature, $T$):

and for the mass fraction of the CO$_2$ gas generated by the dry ice $Y_{CO2}$:

in a large eddy simulation context. The subscript indexes $i$, $j$, 2, and 3 correspond to the directions $x$, $y$, and $z$, respectively; $v$, $\alpha$, and $D$ are the kinematic viscosity, thermal diffusivity, and molecular diffusivity, respectively; and $\rho v = 2.0 \times 10^6$ (kg/m/s), $\alpha = v / Pr$, and $D = v / Sc$, where the Prandtl number ($Pr$) = 0.7 and the unity Schmidt number are considered. The subgrid-scale stress tensor, $\tau_{ij}$, and scalar fluxes, $\Phi_{p,k}$, and $\Phi_{k,k}$ were modeled based on static Smagorinsky and gradient diffusion models, respectively. The transport equations were discretized onto $Nx \times Ny \times Nz = 175 \times 90 \times 30$ uniform mesh points using a second-order finite-difference scheme in space and advanced in time using the explicit Euler method. Only the advection term was calculated using the first-order upwind scheme. The domain dimensions were $Lx \times Ly \times Lz = 17.5 \times 3.0 \times 9.0$ (m$^3$). Physical boundaries that did not coincide with the Cartesian mesh were expressed using a second-order immersed boundary method.

The fluid in the entire domain was initialized at 18 °C and $Y_{CO2}$ = 0.0. Warm air supplied by the air conditioner in the room produced a temperature of 30 °C. The fluid velocity of the air conditioner installed in the private room was $(u_x, u_y, u_z) = (0, -1, 2)$ m/s, whereas that of the air conditioner installed in the day room was $(0, -1, 1)$ m/s. The ventilation fan in the private room was turned off, whereas that in the air from the day room was discharged at velocities of (0, 10, and 0) m/s. These settings were based on measurement conditions, considering the situation during mass infection outbreaks. To mimic the aerosol dispersion from a COVID-19–positive person in a private room, a small inflow boundary was considered on the bed with a constant (CO$_2$) gas flow at 36 °C at a velocity of (0, 0.707, 0.707) m/s; therefore, its magnitude was 1.0 m/s. Furthermore, the fluid flow issued at this inflow boundary yielded $Y_{CO2} = 1.0$.

During the numerical simulation, measurement probes were located for P, K1, and K3, as in the measurements (Figure 2), which facilitated the validation of the simulation results by comparing the measured data. The measurement at K4 was not performed in the simulation because of its proximity to the computational boundary.

Results

ACR Estimation

Table 1 summarizes the ACR values calculated using equation 2 from the measured CO$_2$ concentration for each sensor in each room, as shown in Figure 1. We conducted a factorial effect analysis using a general linear model with the estimated ACR as the objective variable and window-opening conditions, sensor location, and sensor model (P or K) as explanatory variables.

\[
y_i = \alpha_0 + \alpha_1 x_{i1} + \alpha_2 x_{i2} + \alpha_3 x_{i3} + \varepsilon_i
\]

where $y_i$ is the ACR estimated from the experiments, $x_{ij}$ is the variable indicating the window conditions, $x_{i2}$ is the variable indicating the sensor locations (Figure 1), $x_{i3}$ is the variable related to the sensor model, $\alpha_0$, … , $\alpha_3$ are the regression coefficients, and $\varepsilon_i$ is the error that is independent and identically distributed in normal distribution. As the explanatory variables...
are nominal measures, they were transformed into dummy variables for the analysis. This analysis, using a general linear model, can be regarded as factorial effect analysis with a 3-factor analysis of variance. JMP Pro 16.2.0 (SAS Institute Inc) was used for the analysis. The estimated ACR used in the analysis was 15 h\(^{-1}\) for the regular bathroom, 11 h\(^{-1}\) for the nursing bathroom, and 10 h\(^{-1}\) for the shared room.

Table 1. Air change rate (ACR) values and per capita ventilation volumes calculated based on the primary measurement results in each room shown in Figure 1.

<table>
<thead>
<tr>
<th>Room and window-opening condition(^a)</th>
<th>Measured ACR</th>
<th>Ventilation volume(^b) m(^3)/person</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(P) (h(^{-1}))</td>
<td>(K_1) (h(^{-1}))</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>--------------</td>
<td>--------------</td>
</tr>
<tr>
<td><strong>Regular bathroom</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Closed(^g)</td>
<td>5.13</td>
<td>3.56</td>
</tr>
<tr>
<td>Open(^j)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Open(^j,)</td>
<td>1.00</td>
<td>5.38</td>
</tr>
<tr>
<td><strong>Nursing bathroom</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Closed(^g)</td>
<td>2.38</td>
<td>1.56</td>
</tr>
<tr>
<td>Open</td>
<td>16.6</td>
<td>11.8</td>
</tr>
<tr>
<td><strong>Shared room</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Closed(^g)</td>
<td>3.67</td>
<td>1.05</td>
</tr>
<tr>
<td>Open</td>
<td>4.74</td>
<td>10.4</td>
</tr>
<tr>
<td><strong>Private room</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Closed(^g)</td>
<td>3.74</td>
<td>1.00</td>
</tr>
<tr>
<td>Open</td>
<td>16.2</td>
<td>8.66</td>
</tr>
<tr>
<td><strong>Day room</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Closed(^g)</td>
<td>7.79</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\(^a\)State of window opening and closing set in step 4 in the Methods section.

\(^b\)Ventilation volume per person per hour calculated by multiplying the average air change rate (ACR) by the volume of the room and dividing it by room capacity.

\(^c\)P: SCD-30 sensor.

\(^d\)K: TR-76Ui sensor.

\(^e\)Arithmetic mean of the calculated ACR values recorded by different sensors in each room.

\(^f\)Ratio of ACR values between “Open” and “Closed” conditions.

\(^g\)Conditions during mass infection outbreaks.

\(^h\)Since “Closed” is the denominator in determining the ratio, it is expressed as 1.00 as a ratio to itself.

\(^i\)Measured hourly ventilation volume compliant with the Ministry of Health, Labor and Welfare guidelines (2020).

\(^j\)Two windows near the chairs (highlighted in red in Figure 1) were also opened.

\(^k\)Measured hourly ventilation volume compliant with the Centers for Disease Control and Prevention guidelines (2003).

\(^l\)A window near the luggage space (highlighted in red in Figure 1) was also opened.

\(^m\)The windows facing the hallway outside the bathroom were additionally opened.

Effects of Window-Opening

The results showed that ventilation had a significant effect on window-opening conditions in all rooms (\(P=.027, .001, \) and \(.03\) for the regular bathroom, nursing bathroom, and shared room, respectively). This is consistent with the box plots of the ACR merged with the sensor locations and models for the opening and closing of the windows, as shown in Figure 4. In contrast, no significant effect was observed at any of the sensor locations. Therefore, ventilation in the room was likely uniformly improved by opening the window in the regular and nursing bathrooms and the shared room. There was no significant dependence on the sensor model. It is well known that the analysis of variance is somewhat robust regarding normality (the population distribution of the observed values in each group is normally distributed) and equality of variance (the population...
variance of each group is equal). Consistent results were also obtained using Welch 2-tailed t test, which was used to test the hypothesis that 2 populations have equal means regarding 2 samples that may have unequal variances. Therefore, the analysis of the effect of window conditions is considered valid.

A more detailed analysis was conducted for the private room, where the first resident who tested positive for COVID-19 was staying. In the private room, the P and K2 sensors were installed close together because of the limited size of the room. Thus, we used a generalized linear mixed model (GLMM) to estimate and test the effects of ACR and window-opening conditions (with ventilation time and window-opening set as fixed effects) and the difference between sensor models (with the sensor model as a random effect). A GLMM was assumed for the model in equation 2 with the sensor model difference as a variable effect, and an analysis of the change in CO₂ concentration with ventilation time was conducted. On the assumption of normal distributed random effects, \( y \) can be expressed in the form of a GLMM as follows:

\[
y = x\beta + Zu + e(7)
\]

where \( \beta \) is the fixed effect, \( u \) and \( e \) are the normally distributed random effects, and \( X \) and \( Z \) are the design matrices. The fixed effect of the GLMM, which indicates a time-series improvement, can be summarized as \( E(y) = X\beta \). Zu is the random effect of the individual variations. Here, \( e \) represents the intra-individual random effect. JMP (version 16.2) was used for the analysis using the maximum likelihood method. During the covariance parameter estimate of the random effect, the Wald \( P \) value of the sensor’s measurement was not significant (\( P=.96 \)). Therefore, no difference in the sensor measurements was observed. However, the estimation of the fixed effects showed that the effects of ventilation time and window status were both significant, and their interaction was also highly significant (\( P<.001 \)). The CO₂ reduction (Q/V in equation 2) was 3.90/h without window opening and 11.52/h with window opening. In other words, it was confirmed that window opening improved the ACR by a factor of 3.

Although the windows were closed during the mass infection outbreak, even under these conditions, all rooms met the MHLW standard for ventilation (>30 m³/h per person) [6], suggesting that additional ventilation measurements were unnecessary. Furthermore, the \( r_{ACR} \) values in Table 1 indicate that in all rooms, except the day room where the window-open experiment was not conducted, the ACR substantially improved by 2.2 to 5.7 times by opening the window to meet the CDC standard [4]. There was no significant dependence on the location or model of the sensor in all rooms where the window-open experiments were conducted, suggesting that the proposed method for estimating the ACR is efficient. Even under open-window conditions, no room met the WHO criteria [5]. However, because this facility is not classified as an infectious disease ward, this level of ventilation capacity is not strictly required.

**Fluid Advection**

The temporal variation of the measured CO₂ concentrations in a larger area, including the private room and the day room (Figure 2), is shown in Figure 5. After the generation of CO₂ gas was stopped at step 4 (as per the primary measurement subsection) at \( t = t_0 \), the concentration at sensor P steadily decreased with time. Although the concentration of CO₂ measured at K1 to K3 fluctuated, it exhibited a gradual increase toward \( t - t_0 = 9 \) minutes. The concentration at K3 was
substantially higher than that of the other 2 K sensors in the early measurement stage \((t - t_0 = 2 \text{ min})\), suggesting that the generated CO\(_2\) was predominantly advected from the private room by a large flow pattern rather than a simple diffusion process. This is also supported by the results shown in Figure 4, suggesting that ventilation performance solely depended on the window-opening condition, which dictates airflow. Later in the measurement \((t - t_0 > 9 \text{ min})\), the CO\(_2\) concentrations at K1 and K4 surpassed that of K3, with a relatively steep slope in variation. This rapid change in the rate of concentration increase was due to advection, rather than diffusion.

The evolution of temporal CO\(_2\) concentrations for the positions of the numerical simulations at the positions of the P, K1, and K3 probes is shown in Figure 5. Despite attempts to mimic the environment in a nursing home facility, certain uncertainties in the experimental setup, such as the initial field and precise boundary conditions for ventilation or air conditioning devices, were unavoidable. Although this causes a discrepancy between the simulation results and measured data, the CO\(_2\) concentration obtained from the numerical simulation showed levels quantitatively similar to the measured values. Furthermore, the evolution of the CO\(_2\) concentration shows similar trends after multiplying the time axis of the simulation results by an a posteriori factor of 2.5, that is, \(t^* = 2.5(t_{\text{sim}} - t_{\text{sim,0}})\), where the subscript “sim” denotes the physical time in the simulation.

Regarding the evolution of the CO\(_2\) concentration in computationally simulated P, a peak was observed at \(t^* = 0\), and its value was approximately \(10^4\) ppm. Subsequently, a monotonic decrease mode occurred until the end of the simulation. This mode transition is similar to the measurement result for the P sensor, although the peak is four times larger than the measurement value, and its decrease is locally \((t^*<1)\) nonmonotonic. The simulation and measurement results differed owing to the uncertainties of the initial and boundary conditions in the simulation, mimicking the experimental setup. For example, the airflow through the small gaps between the wall, door, and curtains, the flow direction of the air conditioning devices, and the working staff in the test room cannot be accurately considered in the 3D model. However, the overall trend observed in the measurements is well reproduced in the numerical simulation.

Figure 6 provides instantaneous snapshots of the CO\(_2\) isosurface at 1000 ppm at \(t^* = 0.0, 0.9, 2.8,\) and \(8.4 \text{ minutes}\). A high concentration of CO\(_2\) was observed throughout the private room when the CO\(_2\) generation was cut off at \(t^* = 0\). The maximum CO\(_2\) concentration was \(8.8 \times 10^5\) ppm. Owing to turbulent and molecular diffusion effects, the maximum CO\(_2\) concentration was monotonically reduced to \(2.9 \times 10^5\) ppm \((t^* = 0.9 \text{ min};\) Figure 6), \(5.1 \times 10^4\) ppm \((t^* = 2.8 \text{ min};\) Figure 6), and \(1.11 \times 10^4\) ppm \((t^* = 8.4 \text{ min};\) Figure 6). Furthermore, the region with a CO\(_2\) concentration >1000 ppm (high-concentration zone), which is substantially greater than the background value, \(C_0\), is spread across the day room and corridor. In particular, the high-concentration zone occupies the corridor in front of the private room at \(t^* = 2.8 \text{ minutes}\). The local fluid velocity, overlaid on the CO\(_2\) isosurface, shows that the leading edge of the CO\(_2\) isosurface moves toward the day room (red arrows in Figure 6) and produces a relatively high velocity. Therefore, large-scale flow dictated the spread of the gas mixture containing infectious aerosols rather than the molecular diffusion process.
Discussion

Principal Findings

The CO$_2$ tracer gas method was used in 6 areas where airborne infection was suspected, and the ACR was successfully calculated using the primary measurement. On the basis of these results, the ventilation rate in each room at the time of the outbreak met the MHLW guidelines and did not correspond to poorly ventilated space. However, the secondary measurement revealed advection from the private room to the day room by visualizing the CO$_2$ tracer gas. The overall trend in gas concentrations detected via secondary measurements agreed well with the results of the numerical simulation. Hence, given that the person who initiated the infection occupied the private room on the day of the infection and that several occupants were gathered in the day room, it was postulated that the infectious aerosol was transmitted by this airflow. These findings confirm the usefulness of the CO$_2$ tracer gas method for estimating the ACR and visualizing airflow.

The experimental data confirmed that the opening of windows in this facility promoted natural ventilation and significantly improved the ACR from 2.2 to 6.2 times, thus satisfying the CDC criteria. These findings prompted the facility staff to improve their operations by opening windows when appropriate. Furthermore, in this facility, regular nursing bathrooms were equipped with jalousie windows to ensure the privacy of residents. Therefore, opening windows for additional ventilation does not negatively affect privacy. However, in many older adult care facilities, opening windows is avoided because of concerns regarding dangerous behavior. Residents diagnosed with behavioral and psychological symptoms of dementia can attempt to use the window to leave the facility. Therefore, opening windows as a measure to improve air ventilation should be conducted when considering these safety aspects. For example, a simple locking mechanism can be installed to prevent windows from opening beyond a certain point, thereby effectively ensuring safety and ventilation. In addition, future studies should clarify the effects of open windows on heating and cooling.

The results of the secondary measurements discussed in Figures 5 and 6 suggest that aerosols can be advected between different rooms by the relatively strong fluid flows created by ventilation fans and air conditioning devices. The required ventilation volume (per hour) was determined based on the capacity of the room. For smaller rooms, such as the private or shared rooms in this study, the required ventilation volume is smaller, and vice versa for larger rooms, such as the day room. Therefore, in open or semiopen buildings, where multiple rooms are spatially connected, such as the present facility, advective flows from private to common areas may exist, and adhering to the ventilation volume standard for each room individually may not be sufficient to prevent mass infection outbreaks, as in the present case. This is a challenge faced by many nursing homes where private and common spaces are directly or indirectly connected. However, the facility learned about the risk of aerosol advection from the private room to the day room and subsequently took steps to prohibit its use of this private room. Future facility modifications are planned to reverse the pressure difference by improving the ventilation system to limit or prevent aerosol leakage.

Limitations

We found that local flows could advect infectious aerosols that could not be predicted solely by the ACR of the individual rooms. This finding was based on a combination of experimental (CO$_2$ tracer) and numerical (CFD) examinations, which were performed at this facility. Therefore, a limitation of this study is that it infers the likelihood and route of airborne transmission only from such circumstantial evidence. In the future, it will be possible to trace the order of viral transmission and the route of infection more directly for each individual by analyzing the entire genome of infected people at the time of an outbreak. Furthermore, because various hospitals and offices have video surveillance cameras and entry or exit records, the combination of these security logs, epidemiological data, and 3D models will enable a clear reconstruction of the infection scenario. In addition, a digital contract tracing system [29] and a web-based smartphone app tenant management tool [30] would be useful in evidence building.

Another limitation is the seasonal reproducibility. April 2020, when the outbreak was first reported, was in spring; August 2021, when the experiment was conducted, was in summer. Although mechanical conditions, such as window opening and closing, ventilator, and air conditioner operating conditions,
could be reproduced, the amount of buoyant ventilation owing to the difference in indoor and outdoor temperatures, especially when windows were opened, would have varied with the season. Although the effect of buoyant ventilation by season on natural ventilation is another important topic, and a detailed analysis by CFD is desirable, it is outside the scope of this study.

Furthermore, although this study analyzed cases in which the infection spread locally, the results did not indicate a general causal relationship between ventilation volume and infection rate. Future field studies and meta-analyses of a large number of outbreak cases will clarify whether there is a correlation between the amount of ventilation and the risk of COVID-19 infection.

Comparison With Prior Work

Anderson et al [31] determined that typical older adult care facilities may be vulnerable to COVID-19 because they are designed to promote social interaction and collaboration among residents via common spaces (eg, day rooms and areas for social activities) and hallways without partitions [32,33]. This aspect is important for residents’ social interactions and daily monitoring by staff. Furthermore, in Japan, the deregulation of the Law for Partial Revision of the Building Standards (enacted on September 25, 2018), which exempted the floor area of common corridors from the calculation of the floor area ratio for nursing homes, may have provided an impetus for the active use of corridors as common relaxation areas. However, from the perspective of infection control, there is room for improvement in these open-plan architectural guidelines. With these precedents, practical guidelines should be formulated specifically to address the operational patterns of older adult care facilities. As an example of a temporary guideline during a pandemic, downwind transmission can easily be prevented by discontinuing the use of private rooms close to common rooms in older adult care facilities. The excessive installation of vinyl partitions may also contribute to mass infection [3] due to the stagnation of fluid flow, which is essential for active ventilation. Therefore, care should be taken when designing partitions such that they do not interfere with ventilation. A more quantitative measure would be recommended to monitor the pressure difference between the room and hallway [34], as recommended in health care settings. If the possibility of downwind transmission created by the pressure difference becomes apparent, other measures (eg, transparent partitions or air curtains) can be taken to prevent large-scale airflow, such as that observed in the present physical or fluid-dynamic numerical simulation. However, these measures must consider accessibility and visibility to ensure residents’ quality of life.

Conclusions

In this study, a real-world mass infection outbreak, which occurred in an older adult care facility, was simulated experimentally and numerically to investigate the controlling factors and quantify the effectiveness of various natural ventilation settings using the ACR, assuming that airborne transmission has occurred. Using the CO₂ tracer gas method, we determined that the low-cost intervention of opening windows could improve the ventilation frequency by a factor of 2.2 to 5.7. This implies that advective fluid flows are key to controlling the spread of zones with high CO₂ concentrations. Therefore, this CO₂ tracer gas method, implemented with dry ice and a sensor, can quantify the ACR and airflow and contribute to the prevention of recurrent airborne infections. Moreover, this method can be performed within a relatively short time, even in the presence of patients or residents.

A numerical simulation was performed to obtain the spatiotemporal evolution in such high CO₂ concentration zones under conditions similar to those of the present experiment. The development of zones with high CO₂ concentrations occurred in the first few minutes. Furthermore, the leading edge of such zones toward the day room, where multiple residents gather for activities, yields a relatively high fluid velocity, suggesting that large-scale advective flow dictates the spread of such high CO₂ concentration zones. These results suggest that secondary infections could occur because of aerosol advection driven by a large-scale flow topology, even if the ventilation is sufficient. Furthermore, this phenomenon may be influenced by architectural design specific to typical older adult care facilities.

To prevent or deter outbreaks of mass infections in older adult care facilities, policies for guidelines on architectural design and reviews of related laws will be necessary, considering both the quality of life of the residents and suppression of large-scale flow toward communal areas. In addition, quantitative studies and interventions are required to avoid downwind contamination of existing buildings.
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Abstract

Background: Flavored electronic cigarettes (e-cigarettes) have become very popular in recent years. e-Cigarette users like to share their e-cigarette products and e-cigarette use (vaping) experiences on social media. e-Cigarette marketing and promotions are also prevalent online.

Objective: This study aims to develop a method to identify new e-cigarette brands and flavors mentioned on Twitter and to monitor e-cigarette brands and flavors mentioned on Twitter from May 2021 to December 2021.

Methods: We collected 1.9 million tweets related to e-cigarettes between May 3, 2021, and December 31, 2021, by using the Twitter streaming application programming interface. Commercial and noncommercial tweets were characterized based on promotion-related keywords. We developed a depletion method to identify new e-cigarette brands by removing the keywords that already existed in the reference data set (Twitter data related to e-cigarettes from May 3, 2021, to August 31, 2021) or our previously identified brand list from the keywords in the target data set (e-cigarette–related Twitter data from September 1, 2021, to December 31, 2021), followed by a manual Google search to identify new e-cigarette brands. To identify new e-cigarette flavors, we constructed a flavor keyword list based on our previously collected e-cigarette flavor names, which were used to identify potential tweet segments that contain at least one of the e-cigarette flavor keywords. Tweets or tweet segments with flavor keywords but not any known flavor names were marked as potential new flavor candidates, which were further verified by a web-based search. The longitudinal trends in the number of tweets mentioning e-cigarette brands and flavors were examined in both commercial and noncommercial tweets.

Results: Through our developed methods, we identified 34 new e-cigarette brands and 97 new e-cigarette flavors from commercial tweets as well as 56 new e-cigarette brands and 164 new e-cigarette flavors from noncommercial tweets. The longitudinal trend of the e-cigarette brands showed that JUUL was the most popular e-cigarette brand mentioned on Twitter; however, there was a decreasing trend in the mention of JUUL over time on Twitter. Menthol flavor was the most popular e-cigarette flavor mentioned in the commercial tweets, whereas mango flavor was the most popular e-cigarette flavor mentioned in the noncommercial tweets during our study period.

Conclusions: Our proposed methods can successfully identify new e-cigarette brands and flavors mentioned on Twitter. Twitter data can be used for monitoring the dynamic changes in the popularity of e-cigarette brands and flavors.

(JMIR Form Res 2022;6(12):e42241) doi:10.2196/42241
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Introduction

Electronic cigarettes (e-cigarettes) or vapes are electronic devices that heat and aerosolize liquids containing propylene glycol, vegetable glycerin, flavorings, and in most cases, nicotine [1]. Although e-cigarettes have been marketed as safer and healthier alternatives to help adult smokers quit smoking, e-cigarettes have become very popular among teenagers who have never smoked [2]. Based on data from the Centers for Disease Control and Prevention, 11.3% of high school students and 2.8% of middle school students in the United States reported using e-cigarettes in 2021. More than a quarter of the current e-cigarette users in high school reported daily e-cigarette use [3]. Although previous studies have shown that e-cigarettes might be less harmful than smoking due to the low level of toxic chemicals released during their usage, they can still harm adolescents’ brains [4,5]. The nicotine usually contained in e-cigarettes is highly addictive and can affect the development of the parts of the brain that control attention, learning, mood, and impulse control, which can continue affecting up to the early age of 25 years [6,7]. In addition, nicotine use may increase the risk of adolescents’ addictions to other drugs in the future [7]. A previous study has found that for people with chronic obstructive pulmonary disease or asthma [8], using e-cigarettes regularly can potentially accelerate their disease progression.

To protect public health in the general population, especially in youth, different tobacco policies have been announced to intervene and regulate e-cigarette products to prevent excessive e-cigarette use among teenagers. On December 20, 2019, a federal law was enacted to raise the federal minimum legal sales age from 18 years to 21 years for all tobacco products, including e-cigarettes, across the United States [9]. This policy makes it harder for teenagers to legally access e-cigarettes. One study has reported that adolescents and young adults described appealing flavors as their leading reason to use e-cigarette products [10]. Thus, several policies have been implemented to regulate e-cigarette flavors. On January 2, 2020, the Food and Drug Administration (FDA) announced the flavor enforcement policy, which was later implemented on February 6, 2020, to ban the sale of all unauthorized flavored cartridge-based e-cigarette products, except tobacco and menthol-flavored products [11]. Following the FDA flavor enforcement policy on May 18, 2020, the New York state banned all e-cigarette flavors, except the tobacco flavor [12].

Although many tobacco regulation policies are in place to reduce the vaping epidemic, especially among youth in recent years, the e-cigarette industry is trying to find a loophole to increase the sales of e-cigarette products through aggressive marketing on social media. Therefore, it is of the utmost importance to monitor the real-time dynamic changes in e-cigarette brands and flavors available in the market. With timely information on the prevalence of popular e-cigarette brands and flavors, regulatory authorities and policy makers could take immediate actions to help reduce the vaping epidemic, such as by issuing warning letters to unauthorized emerging e-cigarette products that are becoming popular. Twitter is one of the largest and most influential social media platforms, which had around 48.35 million active users in the United States in 2019 [13]. More importantly, Twitter allows e-cigarette users to share their experiences with e-cigarette products and discuss the government’s e-cigarette–related policies and regulations [14]. In addition, vaping products have been actively promoted online, especially on social media by the vaping industry. With aggressive social media marketing, JUUL has successfully grown from a little-known brand in 2015 to the largest e-cigarette retailer in 2017, and similar social media marketing strategies have been used by many other e-cigarette brands [15]. It was estimated that in 2021, about 7 in 10 middle school and high school students were exposed to e-cigarette advertising [16]. Previous studies have leveraged social media data to study e-cigarette–related topics. For example, Sun et al [17] demonstrated that Twitter data could be used to study the promotions of various disposable e-cigarette flavors and related discussion topics. Lu et al [18] showed the feasibility of utilizing Reddit data to monitor the popularity of e-cigarette flavors based on a list of known e-cigarette flavors. A named-entity recognition model was proposed to identify e-cigarette brands and flavors from Instagram posts [19]. However, there is no effective approach to identify new e-cigarette brands or flavors in the market. With the dynamic changes in e-cigarette products, it is very important to identify and monitor new e-cigarette brands or flavors that are emerging and becoming popular in the market. The newly identified e-cigarette brands and flavors along with the popularity of different brands and flavors can be a useful asset for the government to make informed policy to reduce the vaping epidemic.

In this study, using Twitter data, we monitored the longitudinal trend of mention of e-cigarette brands and flavors in commercial and noncommercial tweets. More importantly, we identified new e-cigarette brands and flavors mentioned on Twitter. Therefore, our findings provide important insights into the dynamic e-cigarette landscape with new e-cigarette brands and flavors, which will help policymakers or tobacco regulators to enforce better regulations for public health protection.

Methods

Data Collection and Preprocessing

Through the Twitter streaming application programming interface, we collected e-cigarette–related Twitter posts (tweets) between May 3, 2021, and December 31, 2021, by using a set of e-cigarette–related keywords such as e-cigarette, e-cig, vaping, and e-liquid [18,20]. Duplicated tweets were removed from the data set. There were 1,932,707 e-cigarette–related tweets collected in total. By filtering with different keywords (such as e-cig, vaping, supply, and deal) from the names of the users who posted the tweets and promotion-related keywords (such as discount and free shipping) from the contents of the tweets, the tweets were characterized as commercial tweets (tweets that are from retailers or contain promotion information). The remaining tweets were characterized as noncommercial tweets (general discussions of e-cigarette–related topics). During this process, the language of the content of the tweets was evaluated, and only English tweets were kept. During the period between May 3, 2021, and December 31, 2021, there were...
285,170 commercial tweets and 1,472,928 noncommercial tweets. From September 1, 2021, to December 31, 2021, there were 139,199 commercial tweets and 728,284 noncommercial tweets. Among all the tweets between May 3, 2021, and December 31, 2021, 890,209 tweets were retweets (tweets that were originally composed by other users and were reposted). These retweets were used for new brand and flavor identification but not for monitoring the popularity of the recorded brands and flavors.

Ethics Approval
This study has been reviewed and approved by the Office for Human Subject Protection Research Subjects Review Board at the University of Rochester (study ID: STUDY00006570).

New e-Cigarette Brand Identification
We collected and constructed an identified list of the available e-cigarette brands and flavors by searching web-based stores, which contained 129 e-liquid brands and 1198 e-liquid flavors [18]. To identify possible new e-cigarette brands mentioned on Twitter, we developed a depletion approach. For this, e-cigarette Twitter data from May 3, 2021, to August 31, 2021, were used as the reference data set and Twitter data from September 1, 2021, to December 31, 2021, were used as the target data set to identify new e-cigarette brands. As shown in Figure S1 in Multimedia Appendix 1, a reference single-word list was constructed using the reference data set (e-cigarette Twitter data from May 3, 2021, to August 31, 2021) by tokenizing the words and recording the frequency of appearance of each of the unique word tokens. Two target single-word lists (commercial and noncommercial single-word lists) were constructed using the same approach from the target Twitter data set (Twitter data from September 1, 2021, to December 31, 2021). By removing the word tokens of the target single-word lists that appeared in the reference single-word list or the identified brand list, 2 depleted lists (commercial and noncommercial lists) were generated. The 2 depleted lists were then manually examined through Google search to check if each word token referred to an e-cigarette brand. As there were more than 50,000 keywords that were mentioned less than 10 times, only keywords mentioned at least 10 times were manually checked considering the time constraints. We considered the word token as the mentioning of a brand if the word was either a brand name or a product name within the brand. If the word token was only a part of the brand name and the word token was referring to the brand, we also considered the word as the mention of the brand. To verify newly identified brands, we conducted a Google search to ensure that these brands have been listed in e-cigarette–related websites or web-based stores.

New e-Cigarette Flavor Identification
As shown in Figure S2 in Multimedia Appendix 1, new flavor identification was done differently from brand identification, and the whole collected data set from May 3, 2021, to December 31, 2021, was used to identify new e-cigarette flavors. The type of tweets, either commercial or noncommercial, was tracked during the identification. All tweets containing the key phrase “new flavor” were directly saved as new flavor candidates. A flavor keyword list was then constructed by using unique single words that appeared in the identified list of our previously collected e-cigarette flavors [18]. Tweets were split into different segments by punctuation and the keyword “and” to deal with the possibility of multiple flavors mentioned in the same tweet. As flavor names were likely to contain certain common flavor keywords, segments that contained one or more flavor keywords were more likely to contain e-cigarette flavors. By removing segments that contained flavors that were already existing in our previous identified flavor list, the remaining tweet segments became the candidates for potential new flavors. We conducted a similar Google search to make sure that these newly identified flavors are existing e-cigarette flavors. The newly identified e-cigarette brands and flavors determined by the methods mentioned above were added to our e-cigarette brand or flavor list.

e-Cigarette Brand and Flavor Monitoring
To determine if each e-cigarette–related tweet contains an e-cigarette brand or flavor, each tweet was split into segments based on punctuations. Then, we searched each e-cigarette brand name or flavor name in our constructed brand or flavor database that contained brands and flavors from both the original database and the newly identified ones from the target Twitter data set in each segment based on exact match (case insensitivity). We then calculated the number of tweets mentioning each e-cigarette brand and flavor in the commercial and noncommercial tweets each month.

Results
Identification of New e-Cigarette Brands on Twitter
Using the depletion methods, we identified 27,012 candidate words from commercial tweets and 62,117 candidate words from noncommercial tweets between September 1, 2021, and December 31, 2021, which were not present in tweets between May 3, 2021, and August 31, 2021. Among these candidate words, 831 commercial candidate words and 1966 noncommercial candidate words appeared at least 10 times. After manually searching those words with frequencies over 10 times online, we identified 34 new e-cigarette brands (such as Kingpen and Gold Flora) from the commercial tweets and 56 new e-cigarette brands (such as Uwell, Kangvape, and DynaVap) from the noncommercial tweets. Among the newly identified brands, 7 e-cigarette brands (ie, FreeMax, VooPoo, Vflee, Hato, Innokin, Vaporesso, and Vaptex) were identified from both the commercial and the noncommercial tweets (Figure 1 and Table S1 in Multimedia Appendix 1).
Longitudinal Monitoring of e-Cigarette Brands Mentioned on Twitter

To monitor the dynamic changes of each e-cigarette brand mentioned on Twitter, we calculated the proportion of tweets mentioning each e-cigarette brand over time in both commercial and noncommercial tweets. Due to the significant difference between the popularity of JUUL and other e-cigarette brands, we put JUUL in separate graphs to better show the trends of JUUL and other brands (Figure 2). As shown in Figure 2A and Figure 2C, the proportion of e-cigarette–related tweets mentioning JUUL was the highest among all e-cigarette brands over time in both commercial and noncommercial tweets. In the commercial tweets, the monthly mentions of JUUL were steady between 3% and 5%, with an exceptionally high proportion of over 8% in June 2021 (Figure 2A). In the noncommercial tweets, the monthly mentions of JUUL showed a decreasing trend (Figure 2C). In both commercial and noncommercial tweets (Figure 2B and 2D), the monthly mentions of Vuse were roughly steady, with an exceptional peak around 1.27% (commercial) and 0.2% (noncommercial) in October 2021. Although it was not a top mentioned brand in commercial tweet, Innokin seemed to be a popular brand mentioned by e-cigarette users in noncommercial tweets, which was obviously popular in November and December 2021.

Figure 1. New electronic cigarette brands mentioned on Twitter.
Identification of New e-Cigarette Flavors on Twitter

With the quick evolution in the e-cigarette market due to different flavor regulations and marketing needs, it is important to identify new e-cigarette flavors appearing in the market. By comparing to our previously collected e-cigarette flavor lists, from our e-cigarette Twitter data set (May 3 to December 31, 2021), we identified 1145 flavor candidates from commercial tweets and 3736 candidates from noncommercial tweets. By manually verifying all the flavor candidates, we identified 97 new e-cigarette flavors (such as iced tea, sweet strawberry, and sweet vanilla) from commercial tweets and 164 new flavors (such as red bull, rainbow, and green tea) from noncommercial tweets (Figure 3 and Table S2 in Multimedia Appendix 1). Among them, 42 new e-cigarette flavors (such as mango ice, cola, and banana ice) were identified from both commercial and noncommercial tweets (Figure 3 and Table S3 in Multimedia Appendix 1).
Longitudinal Monitoring of e-Cigarette Flavors Mentioned on Twitter

With different flavor regulations on e-cigarettes and the dynamic changes in the e-cigarette market, the mentions (or even the use) of different e-cigarette flavors on Twitter might be evolving. As shown in Figure 4, in both commercial and noncommercial tweets, mango, menthol, and mint were the most popular e-cigarette flavors. The trends in e-cigarette flavors were represented as the proportions of tweets mentioning each flavor in the total number of e-cigarette–related tweets within each month. The top 10 most popular e-cigarette flavors mentioned in both commercial and noncommercial tweets generally had the same popularity with some variation from May 3, 2021, to December 31, 2021. In the commercial tweets, the menthol flavor was the most popular e-cigarette flavor, followed by mango and mint flavors (Figure 4A). In the noncommercial tweets, the mango flavor was the most popular e-cigarette flavor mentioned, followed by menthol and mint flavors (Figure 4B).
Discussion

Principal Findings

With the rapid change in the e-cigarette landscape, it is important to monitor not only the existing but also the newly emerging e-cigarette brands and flavors. In this study, using Twitter data, we developed a depletion method to identify newly emerging e-cigarette brands and a keyword identification method to identify newly emerging e-cigarette flavors based on Twitter data. Using the developed methods, we identified 76 new e-cigarette brands that were not included in our previously collected e-cigarette brands [18]. In addition, we identified 177 new e-cigarette flavors that were not present in our previously collected e-cigarette flavors. Furthermore, we monitored the trends of e-cigarette brands and flavors mentioned in both commercial and noncommercial tweets from May 3, 2021, to December 31, 2021, separately. In both commercial and noncommercial tweets, the top mentioned e-cigarette brands and flavors were similar. JUUL was the most prevalent brand, and mango, menthol, and mint were the most popular flavors mentioned in both commercial tweets and noncommercial tweets. With the dynamic changes in the e-cigarette brands in the market, it is necessary to identify not only the existing but also the newly emerging e-cigarette brands and flavors to monitor the changes in the e-cigarette market. However, as the brand names can be any word and phrase without any obvious common pattern, it is very difficult to identify potential brand names directly from tweets. As a result, instead of directly identifying potential brand names, our method tries to exclude all the word tokens, which were neither related to any e-cigarette brand nor related to e-cigarette brands that are already recorded, during the depletion process. All the word tokens left may therefore be related with e-cigarette brands that are not in our recorded list. As the list of the general English words checked and the list of the known e-cigarette brands are being constantly updated and enlarged, our method will become more accurate and thus will require less human labor. Different from e-cigarette brand names, e-cigarette flavor names are more likely to contain certain keywords, especially when new flavors are more likely to be the mixture of single flavors that are mostly likely included in our previously collected flavor list.

Comparison With Prior Work

Previous studies have taken different approaches to monitor e-cigarette–related activities and entities on social media platforms. Several studies have developed named-entity recognition models to identify emerging brands and flavors on Instagram. For example, Chew et al [19] were able to identify brands with an F1-score of 0.815 and flavors with an F1-score of 0.828 with fine-tuned distilled bidirectional encoder representations from transformers network. Kavuluru and Sabbir [21], on the other hand, developed a proponent classification model to identify e-cigarette proponents (users who advocate e-cigarette publicly with their account) on Twitter. Another study developed a cluster model to identify the co-occurrence of different e-cigarette–related hashtags and the geographical information where e-cigarette–related discussions occurred [22]. However, all the known prior studies took the approach to either monitor only the known e-cigarette brands and flavors or to identify the related information (proponents, hashtags, locations, etc.). To the best of our knowledge, no study has tried to identify newly emerging e-cigarette brands and flavors. Our research has introduced a novel approach to identify emerging e-cigarette brands and flavors in the market. More importantly, we created...
a method that systematically monitors the popularity of different e-cigarette brands and flavors longitudinally. As Chew et al [19] suggested, new brands are entering the marketplace by first promoting on social media, and therefore, relying only on the traditional data source (such as Nielsen sales data) may not be enough. In this study, we developed some useful approaches to identify new e-cigarette brands and flavors mentioned on Twitter, which will help us better understand the dynamic changes in the e-cigarette market. Different from the classification methods or clustering models developed in a prior study [19], our methods do not include any machine learning approach and therefore do not have evaluation metrics (such as F1-score) that can be used to directly compare with prior work. Theoretically, our methods could also be easily adapted to identify new brands or flavors for other tobacco products (such as waterpipe and oral nicotine pouches) or other non-tobacco products by using social media data. Although our methods require human involvement at the final step, human involvement is likely to significantly decrease as more Twitter data are analyzed and added into the reference Twitter data set.

The motivation for monitoring e-cigarette brands and flavors is to demonstrate the effect of government policy changes on people’s perception of e-cigarettes. One direct way to detect the people’s perception changes on e-cigarettes is by looking at the monthly popularity trends of e-cigarette brands and flavors. Many previous studies have focused on the public perceptions of government regulation on e-cigarettes. On January 2, 2020, the FDA released an e-cigarette enforcement policy, which prohibited the sale of all flavored cartridge-based e-cigarettes, except for menthol and tobacco flavors [11]. One study showed that the government’s flavor ban might have changed the public perceptions of e-cigarettes by using Twitter data [23]. Another study concentrated public reaction on New York state e-cigarette flavor ban on September 17, 2019. Both studies indicated that after the policy was announced, people tended to have a more negative attitude toward e-cigarettes on Twitter [12]. Those studies demonstrated that public reactions to different governments’ e-cigarette flavor policies can be detected using tweets. In this study, we showed that although JUUL is the most popular e-cigarette brand in terms of the number of tweets mentioned per month by a large margin, its number of mentions showed a general declining trend. By contrast, e-cigarette brands such as Elf Bar, Geek Bar, and Vuse appeared to have an increasing number of tweets mentioned per month. One reason to explain the downward trend is JUUL’s limited flavor options for their products. JUUL has been criticized by the public for directly target advertising toward youth since 2015 [24]. Studies have shown that at its peak in 2018, 31% of the JUUL users were younger than 18 years [25]. Part of JUUL’s popularity among teenagers comes from the fact that JUUL used to produce a wide variety of non-traditional-flavored e-cigarette products [24]. Non-traditional-flavored e-cigarettes are more appealing to teenagers compared to the traditional-flavored e-cigarette counterparts, as they provide a sensory perception of sweetness and coolness [26]. However, due to increasing public pressure against JUUL’s appealing flavor products, which attract adolescents, in November 2018, JUUL voluntarily restricted their sales of mango, fruit medley, and cucumber pods on its website [27]. In October 2019, JUUL lab announced that it would suspend sales of all nontobacco- and nonmenthol-based flavors in the United States [28]. In January 2020, FDA’s flavor enforcement policy on all unauthorized cartridge-based flavored e-cigarettes made it impossible for JUUL to bring back their most loved fruit-flavored products like mango JUUL pods [11,29]. Studies have shown that ever since JUUL announced an end to the sale of their flavored e-cigarette products, their relative search volume on Google dropped steadily at a pace of 8.8 relative search volume per week. However, the relative search volume of disposable e-cigarette brands like Elf Bar, Puff Bar, and Geek Bar showed an increasing trend over time [30], which roughly corresponds to the trend shown in Figure 2B. These trends demonstrated that people are gradually replacing cartridge-based e-cigarette brands like JUUL with disposable e-cigarette brands like Puff Bar, Geek Bar, and Elf Bar to circumvent the FDA’s flavor ban. Another way for e-cigarette companies to circumvent the FDA flavor regulations is to introduce the “concept flavor” (vague noncharacterizing descriptions on the packaging that do not expressly refer to real flavors) to rename their products [31]. For example, the popular disposable e-cigarette brand BIDI Stick unveiled a dozen new flavors, including Zest (formerly Jungle Juice), Arctic (formerly Mint freeze), and Solar (Berry Blast), among others. On June 23, 2022, the FDA issued market denial orders to JUUL Lab Inc for all their products currently marketed in the United States due to JUUL’s lack of sufficient evidence regarding the toxicological profile of their products to demonstrate that they meet the public health standards [32].

Although JUUL was dominant on Twitter during our study period, Vuse is a top e-cigarette brand, and its monthly trends showed an exceptionally high peak in October 2021 in contrast to the stable or slight downward trend of other brands. One potential reason for this peak is the approval announcement of the FDA in October 2021. The FDA announced on October 12, 2021, that it would allow the selling of Vuse Solo e-cigarette in the United States, making Vuse the first authorized e-cigarette brand for sale in the United States [33]. In response to this announcement, it was very likely that people were discussing Vuse and the decision of FDA in the same month. In addition, e-cigarette retailers and other commercial Twitter accounts were posting promotion tweets about Vuse, leading to the exceptionally high frequencies of mention in both commercial and non-commercial tweets. Although Twitter data may not fully reflect the e-cigarette users and retailer groups, our results demonstrated that the effect of FDA’s announcements and policies on e-cigarette brands and flavors on general users and retailers can be monitored through monitoring the existing and newly emerging e-cigarette brands and flavors on Twitter.

Our data showed that almost all the top 10 e-cigarette flavors, including menthol, grape, orange, and banana, experienced a general downward trend in terms of number of mentions in commercial tweets. This indicates that flavored e-cigarettes have been promoted less on Twitter in response to the FDA e-cigarette flavor regulation policies [34]. FDA has restricted the Premarket Tobacco Product Applications approval since February 2020, which greatly reduced the number of new flavored e-cigarette products entering the e-cigarette market. In
total, the FDA agencies have issued 263 marketing denial orders to more than 1 million flavored e-cigarette products [35]. However, despite the FDA e-cigarette flavor regulation enforced in February 2020, there are still flavored e-cigarette product promotions on Twitter. In an effort to circumvent the FDA e-cigarette flavor regulation, 6 big manufacturers of 98 different brands, including Buff Bar and Geek Bar, claimed that their products contain synthetic nicotine [36]. FDA did not enforce any flavor regulation policies on e-cigarette products containing synthetic nicotine. Thus, it is reasonable for vaping companies or stores to promote their flavored e-cigarette products containing synthetic nicotine on Twitter. Another way to avoid FDA e-cigarette regulations is to sell disposable e-cigarettes. Since the FDA flavor regulations did not include disposable e-cigarette devices [11], vaping companies or vaping stores can still promote their flavored disposable e-cigarette on Twitter. The Twitter data used in this study includes disposable e-cigarettes. Thus, e-cigarette flavors mentioned in commercial tweets may come from disposable e-cigarette product promotions.

Limitations

Although the Twitter data analyzed in this study have a large sample size, the trends in e-cigarette brands and flavors on Twitter may not reflect the trends in the real world, as Twitter users cannot represent all the population around the globe. The e-cigarette brands and flavors that have never been mentioned on Twitter will not be captured. For both methods identifying new e-cigarette brands and flavors proposed in this study, there are several limitations. First, both methods require sufficient prior knowledge. New e-cigarette brand identification requires enough tweets being labeled in order to be used in the depletion method to reduce the noise in the resulting candidate list. In this study, the first half of the e-cigarette–related Twitter data set is assumed to be the reference data and has not been manually checked. Unidentified e-cigarette brands in the reference data set may not be captured if these brands are never mentioned in the target data set. As many general English words are removed through depletion, names of e-cigarette brands that are formed by general English words may not be captured. Flavor identification requires enough known flavors to capture enough flavor keywords. For any new flavor wherein the name does not have any overlap with the names in our previously recorded list, if they are mentioned in tweets without the keyword “new flavor,” they will not be captured. Second, both methods generate long candidate lists and require a large amount of human labor, which need to be further improved with the help of deep learning techniques. Although there is an increasing popularity of “concept flavor” for e-cigarettes to avoid the flavor regulatory policies, we do not capture these flavors as they do not fall into the standard flavor names, which need to be further examined in future studies.

Conclusion

In this paper, we proposed a new method to identify new e-cigarette brands and flavors. This study is one of the first attempts to use Twitter data to discover new e-cigarette brands and flavors. We have successfully identified 62 new e-cigarette brands and 305 new e-cigarette flavors mentioned on Twitter. More importantly, we were able to monitor the dynamic changes in e-cigarette brands and flavors mentioned on Twitter over time (both commercial and noncommercial). Our results demonstrate that Twitter data can be used to discover new e-cigarette brands and flavors as well as provide real-time surveillance on e-cigarette brands and flavors in the market.
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Abstract

Background: Increasingly, social media is being recognized as a potential resource for patient-generated health data, for example, for pharmacovigilance. Although the representativeness of the web-based patient population is often noted as a concern, studies in this field are limited.

Objective: This study aimed to investigate the sample bias of patient-centered social media in Dutch patients with gastrointestinal stromal tumor (GIST).

Methods: A population-based survey was conducted in the Netherlands among 328 patients with GIST diagnosed 2-13 years ago to investigate their digital communication use with fellow patients. A logistic regression analysis was used to analyze clinical and demographic differences between forum users and nonusers.

Results: Overall, 17.9% (59/328) of survey respondents reported having contact with fellow patients via social media. Moreover, 78% (46/59) of forum users made use of GIST patient forums. We found no statistically significant differences for age, sex, socioeconomic status, and time since diagnosis between forum users (n=46) and nonusers (n=273). Patient forum users did differ significantly in (self-reported) treatment phase from nonusers (P=.001). Of the 46 forum users, only 2 (4%) were cured and not being monitored; 3 (7%) were on adjuvant, curative treatment; 19 (41%) were being monitored after adjuvant treatment; and 22 (48%) were on palliative treatment. In contrast, of the 273 patients who did not use disease-specific forums to communicate with fellow patients, 56 (20.5%) were cured and not being monitored, 31 (11.3%) were on curative treatment, 139 (50.9%) were being monitored after treatment, and 42 (15.3%) were on palliative treatment. The odds of being on a patient forum were 2.8 times as high for a patient who is being monitored compared with a patient that is considered cured. The odds of being on a patient forum were 1.9 times as high for patients who were on curative (adjuvant) treatment and 10 times as high for patients who were in the...
palliative phase compared with patients who were considered cured. Forum users also reported a lower level of social functioning (84.8 out of 100) than nonusers (93.8 out of 100; P=.008).

Conclusions: Forum users showed no particular bias on the most important demographic variables of age, sex, socioeconomic status, and time since diagnosis. This may reflect the narrowing digital divide. Overrepresentation and underrepresentation of patients with GIST in different treatment phases on social media should be taken into account when sourcing patient forums for patient-generated health data. A further investigation of the sample bias in other web-based patient populations is warranted.

(JMIR Form Res 2022;6(12):e36755) doi:10.2196/36755
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Introduction

Background

Web-based patient forums provide patients with both emotional and informational support [1]. In recent years, social media (defined as a web-based communication channel where information and messages are exchanged) has also been investigated as a potential complementary information source for patient-generated health data, for example, for pharmacovigilance [2-6]. The main advantage of social media is that it offers uncensored information [7] in large quantities [8]. Moreover, patients are more likely to share information with fellow patients than with their physicians [9]. Thus, social media may contain information that is not collected in clinical trials or reported in spontaneous reporting systems.

Postmarket surveillance is necessary as clinical trials are of limited duration and suffer from sample bias; they often exclude older patients, patients with comorbidities, and pregnant women [10,11]. Current postmarket medication surveillance systems rely mostly on spontaneous reports of adverse events, medical literature, and observational databases. Most of these spontaneous reports are made by health professionals. In fact, in the Dutch surveillance system Lareb, only 26.3% of all reports between 2010 and 2015 were made by patients [12].

Reliance on spontaneous reports alone results in a severe underreporting of adverse drug responses (ADRs) [13]. According to the work by Lopez-Gonzalez et al [14], underreporting is associated with reporting of severe ADRs only, fear of ridicule for reporting suspected ADRs, lethargy, and indifference and complacency by professionals (ie, the idea that only safe drugs are allowed onto the market). Although previous work has shown that the ADRs reported on social media are often less serious than those reported via official channels, they do affect the quality of life of the patient [6]. In fact, social media would be able to provide a more patient-centric view of which ADRs are most salient to patients on a day-to-day basis [15].

However, researchers as well as patients have expressed concern about sample bias on social media [6,16-22]. Previous research on social media use in general shows that young people, women, and people of a higher socioeconomic class are generally highly represented [23-26]. Although there has been some work that shows that these differences persist over time [26,27], other work indicates that some factors such as age are becoming less influential as the overall adoption of social media is growing.

According to a recent report of the Pew Research Centre, 72% of all Americans were using social media in 2021 including 45% of adults aged >65 years [28].

On the basis of studies of the general population of social media users [23-27], it appears that those demographic groups that consume more medication (ie, older patients, people of low socioeconomic status, and patients with chronic conditions) are generally not highly represented on social media platforms [14]. However, it remains unclear whether these findings generalize to the specific case of web-based patient-to-patient communication.

Although there is a large literature base on patient communication forums and the extraction of adverse drug effects, to date, the work on sample bias in web-based patient-to-patient communication is limited to 2 studies. Prior work on American patients with breast cancer [29,30] using action logs of forum activity in an artificial setting has shown that users are relatively more likely to be Caucasian than African American. No other significant demographic differences were found between users and nonusers. A more comprehensive overview of the literature on patient communication forums for patients with gastrointestinal stromal tumor (GIST) on broader topics than bias can be found in the recent work of den Hollander et al [31] and our own prior work [32].

Other studies addressed another bias that is relevant when mining social media for patient-generated health data: so-called activity bias [33] or the fact that only some users actively post messages. In this paper, we will use the term passive users for forum users that do not post messages and active users for forum users that do post messages. Passive users are also commonly referred to as lurkers in previous research. Among patients with breast cancer, Han et al [29] found that active users were more likely to be younger, Caucasian, living alone, and have a greater information need than passive users. Another study [34] specifically compared passive to active community members for breast cancer, arthritis, and fibromyalgia and corroborated that posters are younger on average. They also found that active users had a longer disease history and a higher self-reported mental well-being than passive users. In this paper, we do not compare active and passive users because of the small sample size.

As Baeeza-Yates [33] noted, “any remedy of bias starts with awareness of its existence.” Thus, to provide a starting point for mitigating bias for the use of patient-generated health data from social media in the future, we conducted a survey to
investigate sample bias in social media use among patients with GIST in the Netherlands relative to the survey sample. GIST is a rare form of cancer, which often has a long palliative care trajectory in which patients are treated with chronic, oral medication (tyrosine kinase inhibitors [TKIs]) for many years. If caught early, GIST can be cured. Treatment with TKIs can improve survival for patients with GIST both in adjuvant and palliative setting but often also lead to adverse drug events [31]. Patient reports from social media may be especially valuable for rare disorders where patients are sparse and spread out geographically.

**Objectives**

In this study, we investigated (1) what proportion of patients have contact with fellow patients on social media, (2) why patients abstain from engaging with web-based patient communities, and (3) to what extent there are significant demographic and clinical differences between those that use social media to converse with patients and those that do not. This study did not assess general social media use but focused specifically on the web-based communication with other patients. We defined social media as a web-based communication channel where information and messages are exchanged. When referring to web-based patient communities, we mean web-based groups on social media where the main purpose of the group is for (certain) patients (eg, patients with breast cancer) to communicate with one another. We use the term web-based patient communities and patient forums interchangeably.

On the basis of general social media, we hypothesized that forum users will differ in demographic factors including age, sex, and socioeconomic status from nonusers. We also hypothesized that forum users will differ in marital status and have a lower level of social functioning than nonusers, in line with the social compensation model [35] (ie, those who have less real-life [offline] social support make more use of web-based digital communities). We also expect that forum users will differ from nonusers in their treatment status and that their symptom burden may be higher, whereas their global health scale may be lower. Overall, we expect patients with worse outcomes to be web-based more often to ask for and receive advice than their peers with better health outcomes.

**Methods**

**Study Design and Participants**

A cross-sectional study was conducted among Dutch patients with GIST aged ≥18 years at diagnosis, diagnosed between January 1, 2008, and December 31, 2018, in 5 GIST reference centers. Patients were selected from the Netherlands Cancer Registry (NCR), a population-based registry, which is maintained by the Netherlands Comprehensive Cancer Organization (in Dutch: Integraal Kankercentrum Nederland or IKNL) and collects patient and tumor characteristics on all newly diagnosed patients with cancer in the Netherlands. Exclusion criteria were cognitive impairment or being too ill at the time of the study according to advice from a (former) treating specialist. Eligible patients were invited by their (former) treating physician by a letter explaining the study. Upon consent of the patient, including permission to link the survey data with NCR data, patients could complete the survey on the web or on paper upon request. Refer to Figure 1 for a diagram of the response rate. Survey administration was done within the Patient-Reported Outcomes Following Initial Treatment and Long-term Evaluation of Survivorship registry [36], a data management system set up for the study of the physical and psychosocial impact of cancer and its treatment. Patient-Reported Outcomes Following Initial Treatment and Long-term Evaluation of Survivorship registry contains a large web-based component and is linked directly to clinical data from the NCR. Data were collected from September 2020 to June 2021.

**Figure 1.** CONSORT (Consolidated Standards of Reporting Trials) flow diagram of response rate.

![ Consort flow diagram of response rate ](image)

**Ethics Approval**

Ethics approval for the cross-sectional study was provided by the medical ethical committee of the Radboud University Medical Centre (2019-5888). According to the Dutch law, approval of one ethical committee for questionnaire research is valid for all participating centers. Patients gave informed consent, including permission to link the survey data with NCR data, before completing the survey.

**Survey**

Participants completed questions regarding their participation in social media and web-based patient communities. These questions were developed by the authors. Respondents were asked whether and how patients use digital platforms to have contact with other patients. Possible answers (translated to English) were “Generic social media (like Facebook or Twitter),” “General forum or discussion group,” “Specific online patient forum,” “Other, namely...” or “I do not use digital communication.” Patients were provided with the following
definition for a digital medium (translated to English): a web-based communication channel where information and messages are exchanged between participants. Patients were allowed to give multiple answers.

Respondents having contact with other patients on the web were subsequently asked about their motivations for going on the web and about their frequency of posting messages. Both questions were adapted from a Dutch survey designed by van Uden-Kraan et al. [34] in collaboration with medical experts and patient representatives. Survey respondents were allowed to provide multiple reasons for engaging with web-based forums as well as additional reasons in an open text field. Respondents who did not have contact with other patients on specific web-based patient forums were asked for their reasons for not doing so. Survey respondents were allowed to provide multiple reasons for abstaining from forum use as well as additional reasons in an open text field.

Demographic variables (ie, age, sex, and socioeconomic status) as well as clinical variables (ie, tumor type, tumor stage, time since diagnosis, whether surgery was performed, and whether targeted therapy was part of treatment) of survey respondents were collected from the NCR. Survey respondents were additionally asked about their marital status, their current treatment phase, whether they presently use medication, their most recent medication (if any), and the presence of the 14 comorbid conditions measured in the Charlson comorbidity index [37] (heart condition, stroke, high blood pressure, asthma, chronic bronchitis, chronic obstructive pulmonary disease, diabetes, stomach ulcer, liver disorder, blood disorder, thyroid disease, depression, arthritis, and back pain). Patients were allowed to fill in “Other” for the most recent targeted medication received for treating GIST. This option was intended for new or experimental TKIs, but because patients frequently used this option for other types of medication such as antacids, it was removed for post hoc analysis.

The options patients can choose for self-reported treatment phase are defined as follows: “Cured and not monitored” (“I am cured and no longer need to be monitored”) refers to patients who are considered cured after surgery with or without adjuvant imatinib; “On curative treatment” (“I am being treated and can still be cured”) refers to patients who are undergoing adjuvant imatinib treatment; “Follow-up after treatment” (“I am not being treated but am only being monitored”) refers to patients who are being monitored after surgery with or without adjuvant imatinib and are not undergoing treatment at this time; “On palliative treatment” (“I am being treated but cannot be cured”) refers to patients undergoing palliative treatment with thyroid kinase inhibitors, and “Best supportive care” (“I cannot be cured but am not being treated”) refers to patients who are palliative but are not receiving TKIs.

To measure overall health-related quality of life (QoL), social functioning, and symptom burden, participants completed the European Organisation for the Research and Treatment of Cancer Quality of Life Questionnaire C30 version 3.0 [38,39]. Health-related QoL was measured with 2 items on a scale from 1 to 7 (from “very poor” to “excellent”). Social functioning was measured with 2 items on a scale from 1 to 4 (1, “not at all”; 2, “a little”; 3, “quite a bit”; and 4, “very much”). Eight symptom-specific items were evaluated on the same scale (ie, dyspnea, pain, insomnia, appetite loss, nausea, constipation, diarrhea, and fatigue). Each symptom was measured with 1-3 items. The scores for a single symptom from multiple items were averaged. Symptom burden was measured by averaging the 8 symptom scales. For 17 respondents, symptom burden was not assessed, as there were missing data for at least one symptom. All scales were linearly transformed to a “0-100” scale in line with the standard scoring manual [40]. A higher score on the functional scales and global QoL means better functioning and QoL, whereas a higher score on the symptom scales means more complaints.

Any questions that were not previously validated were pretested with patients and changed according to their feedback (cognitive debriefing). The questionnaires cannot be shared because of copyright restrictions.

Data Analysis

The reasons for abstaining and engaging with web-based patient-to-patient communication were analyzed manually by the first author. In total, 15.8% (52/328) of the cases contain missing data. As none of these cases are forum users, the data are not missing completely at random. As we do not observe any other patterns in the missing data that cannot be explained by the variables on which we have full information, the data are missing at random. As the missing data occur in multiple variables, we used Multivariate Imputation by Chained Equations [41,42] to impute these values, which is valid under the assumption of missing at random. We generated 20 imputed data sets that include all survey respondents (N=328).

We aimed to analyze whether there were statistically significant differences in demographic and clinical characteristics as well as the QoL measures between forum users and nonusers. For each imputed data set, a multiple logistic regression analysis was performed with forum use as the dependent variable and demographic and clinical factors as the independent variables (refer to Surveys). The effects of one variable on forum use are thus conditional on the other variables in the model. We report the average and SD of the 20 imputed data sets, as this provides a more reliable result than a single run. We use the mean as the average for all variables except the P value where we use the median [43].

For this analysis, the number of variables was restricted by the small size of the user population. We checked for multicollinearity using Variance Inflation Factor tests. If the Variance Inflation Factor value was >3, we removed one of the collinear explanatory variables. In total, we removed 2 variables accordingly: the most recent medication and whether the patient is on systemic treatment currently (“On systemic treatment currently”). Note that whether the patient received targeted therapy at some point in time (“Targeted therapy”) is included. Moreover, 2 categories of self-reported treatment phase, namely, on palliative treatment and on best supportive care, needed to be merged into one palliative category, as only one patient was receiving best supportive care.
Benjamini-Hochberg correction [44] was used to adjust for multiple testing (controlling the false discovery rate or type I errors at 0.05). Analyses were conducted using \textit{statsmodels} (version 0.12.2) and \textit{scipy} (version 1.4.1) in Python 3.7. Graphs were created with \textit{plotly} (version 5.3.1) in Python 3.7.

\section*{Results}

\subsection*{Participants}

In total, 328 patients with GIST responded to the survey (response rate 64\%). The median age of the participants was 67 (range 28-91) years, and 53.8\% (174/328) of the participants were male (Table 1). On average, they had been diagnosed with GIST for 5 years, ranging from 1 to 12 years since diagnosis. In total, 49.3\% (162/328) of the participants are in follow-up after treatment with curative intent, 18.5\% (61/328) were considered cured and are not in follow-up, and 30.4\% (100/328) receive systematic treatment either with curative (n=34) or palliative intent (n=66). Moreover, 1 patient received the best supportive care only.

Overall, 9 patients did not answer the question about forum use, and their forum use is thus unknown. Consequently, the sum of the reported numbers under forum use (Yes and No) does not equal the number reported for all respondents. The percentages were calculated based on the counts per category, that is, 54.9\% (150/273) of nonusers are male.
Table 1. Demographic characteristics of survey respondents.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>All (N=328)</th>
<th>Forum user&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Yes (n=46)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No (n=273)</td>
<td></td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>67 (28-91)</td>
<td>68 (28-91)</td>
<td>65 (47-83)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>174 (53)</td>
<td>150 (54.9)</td>
<td>21 (45.7)</td>
</tr>
<tr>
<td>Female</td>
<td>154 (47)</td>
<td>123 (45.0)</td>
<td>25 (54.3)</td>
</tr>
<tr>
<td>Socioeconomic status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (1-3)</td>
<td>90 (27.4)</td>
<td>74 (27.1)</td>
<td>13 (28.3)</td>
</tr>
<tr>
<td>Intermediate (4-7)</td>
<td>132 (40.2)</td>
<td>113 (41.4)</td>
<td>16 (34.8)</td>
</tr>
<tr>
<td>High (8-10)</td>
<td>106 (32.3)</td>
<td>86 (31.5)</td>
<td>17 (37)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living together</td>
<td>246 (7)</td>
<td>202 (74)</td>
<td>38 (82.6)</td>
</tr>
<tr>
<td>Single</td>
<td>79 (24.1)</td>
<td>68 (24.9)</td>
<td>8 (17.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (1.2)</td>
<td>3 (1.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Time since diagnosis (years), median (range)</td>
<td>5 (1-12)</td>
<td>5 (1-12)</td>
<td>5 (2-11)</td>
</tr>
<tr>
<td>Tumor stage, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>121 (36.9)</td>
<td>109 (39.9)</td>
<td>8 (17.4)</td>
</tr>
<tr>
<td>II</td>
<td>61 (18.6)</td>
<td>51 (18.7)</td>
<td>10 (21.7)</td>
</tr>
<tr>
<td>III</td>
<td>66 (20.1)</td>
<td>53 (19.4)</td>
<td>10 (21.7)</td>
</tr>
<tr>
<td>IV</td>
<td>55 (16.8)</td>
<td>38 (13.9)</td>
<td>16 (34.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>25 (7.6)</td>
<td>22 (8.1)</td>
<td>2 (4.3)</td>
</tr>
<tr>
<td>Surgery, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>287 (87.5)</td>
<td>244 (89.4)</td>
<td>36 (78.3)</td>
</tr>
<tr>
<td>No</td>
<td>41 (12.5)</td>
<td>29 (10.6)</td>
<td>10 (21.7)</td>
</tr>
<tr>
<td>Targeted therapy, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>214 (65.2)</td>
<td>170 (62.3)</td>
<td>39 (84.8)</td>
</tr>
<tr>
<td>No</td>
<td>114 (34.8)</td>
<td>103 (37.7)</td>
<td>7 (15.2)</td>
</tr>
<tr>
<td>Self-reported current treatment status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cured and not monitored</td>
<td>61 (18.6)</td>
<td>56 (20.5)</td>
<td>2 (4.3)</td>
</tr>
<tr>
<td>On curative treatment</td>
<td>34 (10.4)</td>
<td>31 (11.4)</td>
<td>3 (6.5)</td>
</tr>
<tr>
<td>Follow-up after treatment</td>
<td>162 (49.4)</td>
<td>139 (50.9)</td>
<td>19 (41.3)</td>
</tr>
<tr>
<td>On palliative treatment</td>
<td>66 (20.1)</td>
<td>42 (15.4)</td>
<td>22 (47.8)</td>
</tr>
<tr>
<td>Best supportive care</td>
<td>1 (0.3)</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (1.2)</td>
<td>4 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>On systemic treatment currently, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>208 (63.4)</td>
<td>181 (66.3)</td>
<td>25 (54.3)</td>
</tr>
<tr>
<td>No</td>
<td>108 (32.9)</td>
<td>83 (30.4)</td>
<td>21 (45.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (3.7)</td>
<td>9 (3.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Most recent medication, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imatinib</td>
<td>178 (54.3)</td>
<td>140 (51.3)</td>
<td>31 (67.4)</td>
</tr>
<tr>
<td>Sunitinib</td>
<td>9 (2.7)</td>
<td>7 (2.6)</td>
<td>2 (4.3)</td>
</tr>
<tr>
<td>Regorafenib</td>
<td>6 (1.8)</td>
<td>4 (1.5)</td>
<td>2 (4.3)</td>
</tr>
</tbody>
</table>
Demographic characteristic | All (N=328) | Forum user<sup>a</sup> | No (n=273) | Yes (n=46)
--- | --- | --- | --- | ---
Other | 15 (4.6) | 8 (2.9) | 4 (8.7) |
No therapy | 114 (34.8) | 103 (37.7) | 7 (15.2) |
Missing | 14 (4.3) | 11 (4) | 0 (0) |

Number of comorbid conditions, n (%)

| Number of comorbid conditions | All (N=328) | Forum user<sup>a</sup> | No (n=273) | Yes (n=46) |
--- | --- | --- | --- | ---
0 | 109 (33.2) | 92 (33.7) | 14 (30.4) |
1 | 71 (21.6) | 59 (21.6) | 10 (21.7) |
2+ | 146 (44.5) | 120 (44.0) | 22 (47.8) |
Missing | 2 (0.6) | 2 (0.7) | 0 (0) |

Global health scale (0-100), mean (SD)

| Global health scale | All (N=328) | Forum user<sup>a</sup> | No (n=273) | Yes (n=46) |
--- | --- | --- | --- | ---
78.6 (18.1) | 79.0 (17.7) | 76.1 (20.1) |

Symptom burden (0-100), mean (SD)

| Symptom burden | All (N=328) | Forum user<sup>a</sup> | No (n=273) | Yes (n=46) |
--- | --- | --- | --- | ---
12.1 (12.8) | 11.4 (12.6) | 15.6 (13) |

Social functioning (0-100), mean (SD)

| Social functioning | All (N=328) | Forum user<sup>a</sup> | No (n=273) | Yes (n=46) |
--- | --- | --- | --- | ---
92.4 (18.9) | 93.8 (17.1) | 84.8 (26) |

<sup>a</sup>Nine participants did not answer this question.

<sup>b</sup>It appears that patients who are currently being monitored may have misunderstood this question, inflating the number of patients who are currently on targeted medication for gastrointestinal stromal tumor.

### Social Media Use

Among the participating Dutch patients with GIST, 81% do not have contact with other patients via any social media platform (Table 2). We distinguished between specific social media, such as patient forums, and general social media, such as Twitter or Facebook. Although it is possible for patient communities to exist as groups on general social media platforms (in fact: the biggest GIST forum is a Facebook group), general social media refers to communication with peers outside of GIST-specific communities on these general social media platforms. Of the patients who communicate with peers via social media, the majority (46/59, 78%) make use of specific web-based patient forums focused on GIST. Only 6 respondents make use of general social media platforms to communicate with other patients with GIST, and only 7 respondents use more general cancer-related forums or discussion groups for this purpose.

### Table 2. Descriptive statistics for the use of social media to have contact with other patients (N=328).

| Which of the following digital media do you use to have contact with other patients?<sup>a</sup> (Indicate all that apply) | Values, n (%) |
--- | --- |
General social media (such as Facebook or Twitter) | 6 (1.8) |
General cancer-related forum or discussion group | 7 (2.1) |
GIST<sup>b</sup>-specific web-based patient forum | 46 (14) |
Any social medium | 59 (18) |
None or via another medium than social media | 265 (80.8) |
Missing | 4 (1.2) |

<sup>a</sup>Respondents can give multiple answers to this question.

<sup>b</sup>GIST: gastrointestinal stromal tumor.

### Reasons for Abstaining From Web-Based Patient-to-Patient Communication

Table 3 presents the reasons the 265 nonusers report for not using any digital medium to communicate with fellow patients. Patients were allowed to report multiple reasons. A total of 20 patients did not fill in the question. The most common reason reported for abstaining from using a digital medium to communicate with peers was that they felt no need to do so (78/265, 29.4%), followed by finding it too confronting (33/265, 12.5%) and not knowing where to find web-based communities (30/265, 11.3%). Only 8 participants reported not using social media to communicate with other patients because they lacked the skills or access to do so.
Table 3. The reasons nonusers report for not using social media to communicate with other patients (N=265).

<table>
<thead>
<tr>
<th>Self-reported reason</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feel no need to communicate (digitally) with other patients</td>
<td>78 (29.4)</td>
</tr>
<tr>
<td>I find it too confronting or burdensome</td>
<td>33 (12.5)</td>
</tr>
<tr>
<td>I do not know where to find online communities</td>
<td>30 (11.3)</td>
</tr>
<tr>
<td>There are too many negative comments</td>
<td>26 (9.8)</td>
</tr>
<tr>
<td>I do not have the time</td>
<td>23 (8.7)</td>
</tr>
<tr>
<td>The information shared is useless or less valuable</td>
<td>20 (7.5)</td>
</tr>
<tr>
<td>I communicate with enough patients personally or via another nondigital medium</td>
<td>18 (6.8)</td>
</tr>
<tr>
<td>I do not use social media, lack a computer or digital skills, or do not like obtaining information digitally</td>
<td>8 (3)</td>
</tr>
<tr>
<td>I obtain sufficient information via my medical specialist or by searching online</td>
<td>7 (2.6)</td>
</tr>
<tr>
<td>I no longer have symptoms or do not like to consider myself a patient</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>I have privacy concerns</td>
<td>3 (1.1)</td>
</tr>
<tr>
<td>They do not exist in my language</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>No particular reason</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>20 (7.5)</td>
</tr>
</tbody>
</table>

Multiple answers were possible.

Reasons for Engaging With Patient Forums

Survey respondents most frequently used patient forums to communicate with other patients. The number of survey responders that made use of other web-based platforms was too small to analyze how they compare with nonusers. Thus, we will focus on analyzing the sample bias of GIST-specific patient forums. Hereafter, when we refer to “forum users,” we mean users of GIST-specific patient forums.

Table 4. The reasons users report for visiting the patient forum (N=45).

<table>
<thead>
<tr>
<th>Self-reported reason</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>When I have a question about my illness</td>
<td>18 (40)</td>
</tr>
<tr>
<td>When I have heard new information about my illness</td>
<td>18 (40)</td>
</tr>
<tr>
<td>When I am curious about how other members are doing</td>
<td>16 (36)</td>
</tr>
<tr>
<td>When I observe new symptoms</td>
<td>14 (31)</td>
</tr>
<tr>
<td>When I have a lot of symptoms</td>
<td>6 (13)</td>
</tr>
<tr>
<td>When I feel insecure</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Before making a medical choice</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Because I enjoy the company</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Because other members expect me to be there</td>
<td>2 (4)</td>
</tr>
<tr>
<td>When I feel lonely</td>
<td>1 (2)</td>
</tr>
<tr>
<td>It is part of my daily routine</td>
<td>1 (2)</td>
</tr>
<tr>
<td>I never use the forum anymore</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Multiple answers were possible.

Characteristics of the Patient Forum Users

In total, 85.8% (273/328) of the participants were not making use of specialized GIST patient forums (Table 1). The difference in model fit between the multiple logistic regression model and the null model was found to be statistically significant in all 20 imputed data sets (likelihood ratio [LR]=47.0, SD 1.48, df=20; P<.001). LR tests between the full model and the full model without the variable were used to test significance of individual variables.
Table 5 reports the average results of 20 runs of multiple logistic regression models of which factors influence forum use. Our analysis shows that self-reported treatment status differs significantly between forum users and nonusers for each run (LR=10.6; $P=.001$). The odds of being on a patient forum were 2.8 times as high for a patient who is being monitored compared with a patient who is considered cured. The odds of being on a patient forum were 1.9 times as high for patients who were on curative (adjuvant) treatment and 10 times as high for patients who were in the palliative phase compared with patients who were considered cured.

We did not find significant differences between forum users and nonusers for other disease-related characteristics when they were adjusted for covariates. We also did not find significant differences in key demographic variables such as age, sex, socioeconomic status, and marital status. However, we did find a significant difference in level of social functioning in 7 of 20 runs (LR=6.8; $P=.008$). Forum users on average reported a lower level of social functioning than nonusers (84.8 vs 93.8 out of 100). These scores were normalized according to the scoring manual [40]. Converting the normalized values back to the mean raw score gives a 1.19 for forum users and a 1.46 for nonusers, where 1 translates to the highest possible value for self-reported social functioning on the survey items.
Table 5. Average results (with SD) of a logistic regression of demographic and clinical characteristics of patient forum users and nonusers using Multivariate Imputation by Chained Equations with 20 runs.

<table>
<thead>
<tr>
<th></th>
<th>Coefficient, mean (SD)</th>
<th>SE, mean (SD)</th>
<th>df&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LR, mean (SD)</th>
<th>P value, median (SD)</th>
<th>Odds ratio 5% (SD)</th>
<th>Mean (SD)</th>
<th>95% (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-2.80 (0.54)</td>
<td>2.08 (0.03)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age</td>
<td>-0.02 (0.004)</td>
<td>0.02 (0.0002)</td>
<td>1</td>
<td>1.32 (0.54)</td>
<td>.26 (.10)</td>
<td>0.95 (0.004)</td>
<td>0.98 (0.004)</td>
<td>1.02 (0.004)</td>
</tr>
<tr>
<td>Sex</td>
<td>0.62 (0.04)</td>
<td>0.37 (0.004)</td>
<td>1</td>
<td>2.86 (0.35)</td>
<td>.09 (.02)</td>
<td>0.90 (0.03)</td>
<td>1.86 (0.07)</td>
<td>3.86 (0.16)</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (1-3)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>1.37 (0.49)</td>
<td>.25 (.08)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Intermediate (4-7)</td>
<td>-0.39 (0.10)</td>
<td>0.44 (0.006)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.20 (0.03)</td>
<td>0.68 (0.07)</td>
<td>1.62 (0.16)</td>
<td></td>
</tr>
<tr>
<td>High (8-10)</td>
<td>0.05 (0.10)</td>
<td>0.44 (0.005)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.45 (0.04)</td>
<td>1.06 (0.10)</td>
<td>2.50 (0.26)</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>-0.32 (0.09)</td>
<td>0.47 (0.006)</td>
<td>1</td>
<td>0.52 (0.25)</td>
<td>.47 (.11)</td>
<td>0.29 (0.04)</td>
<td>0.73 (0.06)</td>
<td>1.82 (0.06)</td>
</tr>
<tr>
<td>Time since diagnosis</td>
<td>0.02 (0.02)</td>
<td>0.07 (0.001)</td>
<td>1</td>
<td>0.12 (0.16)</td>
<td>.85 (.15)</td>
<td>0.88 (0.02)</td>
<td>1.02 (0.02)</td>
<td>1.17 (0.02)</td>
</tr>
<tr>
<td>Tumor type</td>
<td>0.57 (0.06)</td>
<td>0.38 (0.003)</td>
<td>1</td>
<td>2.29 (0.52)</td>
<td>.13 (.04)</td>
<td>0.84 (0.05)</td>
<td>1.77 (0.11)</td>
<td>3.70 (0.24)</td>
</tr>
<tr>
<td>Tumor stage</td>
<td>N/A</td>
<td>N/A</td>
<td>3</td>
<td>2.60 (0.92)</td>
<td>.12 (.07)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>I&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>0.51 (0.13)</td>
<td>0.55 (0.009)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.57 (0.07)</td>
<td>1.67 (0.21)</td>
<td>4.89 (0.63)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>0.21 (0.21)</td>
<td>0.63 (0.01)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.37 (0.09)</td>
<td>1.27 (0.29)</td>
<td>4.31 (0.94)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>0.86 (0.17)</td>
<td>0.66 (0.01)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.66 (0.12)</td>
<td>2.41 (0.43)</td>
<td>8.83 (1.61)</td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>0.04 (0.12)</td>
<td>0.57 (0.01)</td>
<td>1</td>
<td>0.05 (0.10)</td>
<td>.89 (.10)</td>
<td>0.34 (0.04)</td>
<td>1.05 (0.12)</td>
<td>3.24 (0.42)</td>
</tr>
<tr>
<td>Targeted therapy</td>
<td>0.12 (0.10)</td>
<td>0.57 (0.01)</td>
<td>1</td>
<td>0.07 (0.08)</td>
<td>.83 (.10)</td>
<td>0.37 (0.03)</td>
<td>1.13 (0.11)</td>
<td>3.49 (0.38)</td>
</tr>
<tr>
<td>Self-reported current treatment status</td>
<td>N/A</td>
<td>N/A</td>
<td>3</td>
<td>10.67 (1.10)</td>
<td>.001* (&lt;.001)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cured and not monitored&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>On curative treatment</td>
<td>0.59 (0.26)</td>
<td>1.07 (0.05)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.23 (0.04)</td>
<td>1.86 (0.45)</td>
<td>15.56 (4.65)</td>
<td></td>
</tr>
<tr>
<td>Follow-up after treatment</td>
<td>1.03 (0.26)</td>
<td>0.87 (0.06)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.52 (0.08)</td>
<td>2.88 (0.69)</td>
<td>16.18 (5.10)</td>
<td></td>
</tr>
<tr>
<td>Palliative</td>
<td>2.29 (0.23)</td>
<td>0.97 (0.06)</td>
<td>N/A</td>
<td>N/A</td>
<td>1.50 (0.23)</td>
<td>10.11 (2.21)</td>
<td>68.68 (19.84)</td>
<td></td>
</tr>
<tr>
<td>Number of comorbid conditions</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>0.42 (0.26)</td>
<td>.53 (.14)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>0&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>0.28 (0.11)</td>
<td>0.50 (0.007)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.50 (0.06)</td>
<td>1.33 (0.14)</td>
<td>3.51 (0.36)</td>
<td></td>
</tr>
<tr>
<td>2+</td>
<td>0.21 (0.08)</td>
<td>0.45 (0.005)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.51 (0.04)</td>
<td>1.23 (0.09)</td>
<td>2.99 (0.24)</td>
<td></td>
</tr>
<tr>
<td>Global health scale or QoL&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.03 (0.002)</td>
<td>0.01 (0.0001)</td>
<td>1</td>
<td>4.38 (0.69)</td>
<td>.04 (.02)</td>
<td>1.00 (0.002)</td>
<td>1.04 (0.002)</td>
<td>1.06 (0.002)</td>
</tr>
<tr>
<td>Symptom burden</td>
<td>-0.0003 (0.005)</td>
<td>0.02 (0.0004)</td>
<td>1</td>
<td>0.09 (0.10)</td>
<td>.83 (.11)</td>
<td>0.96 (0.006)</td>
<td>1.00 (0.005)</td>
<td>1.04 (0.005)</td>
</tr>
<tr>
<td>Social functioning</td>
<td>-0.03 (0.002)</td>
<td>0.01 (0.0002)</td>
<td>1</td>
<td>6.87 (0.90)</td>
<td>.008 (.005)</td>
<td>0.96 (0.002)</td>
<td>0.98 (0.001)</td>
<td>0.99 (0.002)</td>
</tr>
</tbody>
</table>

<sup>a</sup>There are separate df values for each variable depending on the number of categories in that variable.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>These categories were taken as the reference categories for calculating the influence of different categories of the variable on forum use.

<sup>d</sup>QoL: quality of life.

*Italicized values indicate statistically significant values.
Discussion

Principal Findings

A survey was conducted among 328 patients with GIST in the Netherlands. Our results show that most survey respondents do not have contact with other patients via social media. They indicate a large heterogeneity of reasons of why they abstain from doing so, with the most prevalent being they feel no need, find it too confronting, or do not know where to find such web-based communities. Of the minority who do use social media for this purpose, most use disease-specific patient forums. The most prevalent reasons for accessing a patient forum are (1) having a question about their illness, (2) having heard new information, (3) experiencing new symptoms, or (4) wondering how other patients are doing. Patient forum users differ significantly in (self-reported) treatment phase from nonusers. Patients in the palliative phase are 10 times more likely to be forum users than patients who are cured. Patients who are monitored approximately 3 times and patients undergoing curative treatment approximately 2 times are more likely to be users than cured patients. For 7 of 20 data imputations, forum users also have a significantly lower level of social functioning.

Comparison With Existing Literature

In contrast to the general population of social media users, patient forum users do not appear to differ in age, sex, and socioeconomic status from nonusers. On the one hand, this may be an effect of the increasingly more widespread adoption of social media. This idea is supported by the small number of patients that indicate they lack the skills or access to be on social media (8/265, 3.3%). On the other hand, it is also possible that there is less demographic bias on patient forums than in general social media. This may be related to the widely different goals that users have with their participation. Although a feeling of community and social support may overlap, patients report motivations such as questions around their illness and the experience of new symptoms that normal social media users are unlikely to share.

Prior work [29] on forum use among patients with breast cancer did not find significant differences between forum users and nonusers in terms of clinical characteristics, that is, stage of cancer and QoL. We similarly did not find any significant differences for these characteristics, although we did find significant differences for clinical characteristics that prior work did not investigate, that is, treatment phase. Prior work also found that among patients with breast cancer, nonusers and passive users had greater offline social support than posters. Their results supported the social compensation model [35], that is, those who have less real-life (offline) social support use and engage on the web with digital communities. The lower offline support of forum users compared with nonusers in our data also supports this theory. However, passive users appear to have a lower offline support than active users among patients with GIST. This would support the competing theory: the social engagement model [45], that is, those that have more social resources will use and benefit from web-based social communities more. Consequently, our data offer support for the social compensation model for those who use a forum (ie, those with less real-life support are more likely to be on a forum) and social engagement theory for those who actually actively engage with the forum community (ie, users with sufficient social resources will be active and benefit more). Demographic differences in terms of age, marital status (ie, living alone or not), and disease duration between passive and active users that were found in previous work were not evident from our data.

Limitations

First and foremost, we only studied a specific patient population in a single country, and thus, further research is needed to elucidate to what extent our results are generalizable. Patients in other countries may have lower digital access or skills or may not wish to use social media for patient-to-patient communication for other reasons (eg, other privacy laws or country-specific customs).

Our choice of patients with GIST as a target population may also impact to which disorders our results generalize to. Patients with GIST have a median age of mid-60 years [46], meaning that it is on average an older population than the general population that is often studied for social media use. Our results may consequently also generalize better to conditions that are prevalent in an older population. GIST is also characterized by a long palliative phase in which patients receive treatment. Thus, our results may also generalize better to conditions that similarly have a long treatment duration (eg, metastasized breast cancer). As GIST is a rare type of cancer, our results may also generalize better to rare conditions than common conditions. Further research into other patient populations should be able to provide more insight into the differences in forum use between rare conditions and common conditions. The fact that GIST is a rare condition makes it an interesting first case. Patient-generated health data from social media are particularly promising for rare conditions because of the dispersed patient communities and the scarcity of research [47].

A second limitation of this study is the small sample size. Among the 328 respondents, only 46 (14.1%) indicate that they make use of patient forums. Nonetheless, given the low incidence of GIST at 12.7 per million [48], this is a substantial number of participants. A third limitation is the sample bias of the survey itself. There may be 2 underlying factors, namely, selection bias and responder bias. Patients who were too ill or had cognitive impairment were excluded, leading to selection bias. A nonresponder analysis was conducted using the database of the NCR to assess the extent of the responder bias. After correcting for multiple testing, no significant differences were found in terms of age, sex, socioeconomic status, time since diagnosis, tumor stage, and primary treatment between responders and nonresponders. Moreover, it was possible to fill in the survey on paper, which prevents the exclusion of less digitally adept patients on these grounds.

Future Work and Recommendations

On the basis of this work, a number of recommendations can be made. First, of the possible digital resources that can be used to source complementary real-world evidence, for instance, for pharmacovigilance, patient forums should be preferred over other social media. Our results reveal that patients with GIST...
strongly prefer disease-specific patient forums over general social media for communicating with fellow patients. However, most research in this field currently focuses on general social media such as Twitter [4,5]. Our results are in line with previous work that estimates ADR reports to be more prevalent in patient forums than on Twitter [49].

Although we find that there is sample bias in patient forum users and, thus, the sample is not wholly representative for the patient population, sample bias is also a concern for other sources of patient reports. Understanding which patients are overrepresented and underrepresented on web-based forums is the first step to using web-based patient reports as a complementary resource, for instance, for pharmacovigilance, which is seen as a realistic first use case. For pharmacovigilance specifically, it is not of great concern that patients who are considered cured and not undergoing treatment currently are underrepresented. Future work into comparing the sample bias of clinical trials with that of web-based patient forums would be beneficial to further explore its complementary value in detail. It would also be valuable to gain more insight into the different types of forum users.

Second, it may be beneficial to create awareness among medical professionals that patients are more likely to search for information in web-based patient communities when they have questions, have been given new information, or have new symptoms. Medical professionals could try to aid patients in their information need by pointing them toward such resources in these cases. This may also take away the barrier mentioned by patients that they do not know where to find such web-based communities.

Third, future work into the sample bias of patient forums for other patient populations is necessary, as this study was limited to a single population in a single country. Nonetheless, our work is a stepping stone toward dissuading the concerns that researchers have expressed regarding the sample bias of social media [6,16-22] by unraveling on which characteristics users differ significantly from the overall patient population. Future work could also investigate how compensatory measures can be implemented to statistically correct for sample bias. As these factors may not be known for the participants of a forum, it would also be worthwhile to consider to what extent correcting for sample bias is possible without this information.

Conclusions
In this study, we investigated how representative participants in patient forums are for the general patient population by conducting a survey among patients with GIST in the Netherlands. We found statistically significant differences in terms of treatment phase and offline social support between forum users and nonusers. The consequent overrepresentation and underrepresentation of certain types of patients should be considered when sourcing patient forums for patient-generated health data. As our study was limited to a single patient population, a further investigation of the sample and activity bias in other web-based patient populations is warranted. Sample bias is inherent to any information source, and only through awareness of these biases can these resources be used as a source for complementary real-world evidence in the future.
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