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Abstract

Background: Assistive technology (AT) can contribute to how individuals participate and engage in everyday activities, such as communication and mobility, and facilitates access to the services they require. Navigating Canada’s AT system has been described as fragmented and complex, presenting barriers for individuals who require AT, caregivers, and health service providers. AccessATCanada was developed as a centralized web-based resource to help support access to AT by providing information about the existing jurisdictional funding programs and services.

Objective: This study aimed to evaluate the usability of AccessATCanada by gathering feedback about its features, functionality, and areas of strength and opportunity from potential end users.

Methods: A usability testing study using a think-aloud approach and semistructured interviews was conducted to measure the effectiveness and efficiency of and user satisfaction with AccessATCanada and to identify issues with the interface during end-user interaction. A qualitative thematic analysis was used to generate insights into and core themes about user experiences. User feedback was used to inform subsequent updates of the database with the goal of enhancing website friendliness and functionality before its official launch.

Results: A total of 10 participants (6 consumers, 1 caregiver, and 3 providers) participated in the usability testing study. The usability performance and scores tended to improve between the 2 testing cycles. Most participants were able to successfully complete all the tasks independently. The efficiency scores tended to improve as the users continued to engage with the interface. The website received an overall System Usability Score of 62.22, which was ranked as “OK/fair to good.” The users provided an overall positive evaluation of the beta version of the web-based resource tested over 2 cycles and helped to identify areas for improvement. They commented on the functionality and added value of the website, discovery of new programs and resources, and design aesthetics. Most usability issues were reported as minor challenges related to presentation, functionality, and language, and feedback was adopted into later iterations of the website.

Conclusions: This study provides reflections on the value of usability testing and elements that are key to the creation of user-centered resources, such as the inclusion of participants with various abilities and considerations regarding website design and accessibility in an increasingly web-based world. AccessATCanada is now part of a growing global response to expand the reach of AT programs and services, improve the equity of access to AT, and reduce the complexity of navigating AT systems.

(JMIR Form Res 2022;6(11):e36949) doi:10.2196/36949
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Introduction

Background

Assistive technology (AT) contributes to how an individual participates and engages in their everyday activities, such as communication and mobility, and facilitates access to the services that they require [1]. Access to AT, which promotes the inclusion, engagement, and participation of the world’s growing aging population and population of persons with disabilities, remains challenging. According to the World Health Organization, an estimated 90% of individuals who are in need of AT do not have access to it [2]. As noted in the “Global Report on Assistive Technology,” there are 3 phases in the pathway to access AT: seeking, obtaining, and realizing [3]. Seeking encompasses the first steps taken to enhance access to AT and necessitates that consumers, caregivers, and providers are informed about the available AT and can find and obtain related information. Successful access to information provides a foundation for individuals to continue accessing appropriate AT, regardless of whether the need is acute or long term.

More than 220 government and charitable organizational programs that provide funding and services for AT exist across Canada [1]. Access to AT programs has been described as fragmented and complex to navigate and uncoordinated between national, subnational, and local levels [4]. Adding to this complexity is the fact that programs are highly variable regarding the range of ATs that can be covered, eligibility criteria, and service-delivery mechanisms used [5]. Some Canadian jurisdictions, such as British Columbia, have introduced “one-stop” approaches or single-entry point systems, which are typically organizations that perform a range of activities, such as assessments, training, and AT, as well as manage access to funding sources [6]. However, these systems are far from being universal. Despite the many programs available for AT, poor “consistency in the quality and quantity of AT information,” the high cost of AT, and the lack of governmental funding support create difficulties with navigating programs and make the acquisition of AT challenging for those who need them. In addition, the lack of training presents significant barriers for health service providers in recommending appropriate AT [7].

The lack of a user-friendly system is a challenge that needs to be addressed in a way that is efficient, effective, and satisfactory to help reduce the impact of inequitable access to needed supports. These findings motivated the development of AccessATCanada, a web-based resource designed to be easily searchable by various users with different abilities. Program information for the database was initially gathered through a jurisdictional scan to identify the types of AT covered under jurisdictional programs and funding, eligibility criteria for AT programs, and currently available AT funding and services [1]. The database contents and website were updated before launch in January 2021. The website was created in compliance with Web Content Accessibility Guidelines (WCAG) 2.0 by a professional website development company.

The Home page of the website allows users to search by keywords and has filters to search by jurisdiction, and AT types. It also features an interactive map of Canada, which allows users to search by province or territory (Figure 1). In addition, a feedback form is provided at the bottom of the page to allow users to report errors. The menu at the top of the Home page directs users to information about the website and collaborators (About Us page); a Programs page for users to find AT programs; a Resources page, which provides reports and publications related to AT in Canada; and a Contact Us page, where users are able to contact the project leads and provide feedback about the website.
Objectives
The objective of this study was to examine the usability of the website and the interaction of a representative set of users with the website to further develop and refine a user-friendly resource that meets the needs of the end users. The process used to gather feedback, identify elements considered important to users, and refine the AccessATCanada website can help further enhance this resource and help guide those looking to create similar resources [8].

Methods
This usability testing study used a think-aloud approach to gather feedback from prospective users related to effectiveness, user efficiency, and satisfaction with the website and to identify any potential issues with the interface [9].

Recruitment
A purposive sample of participants from 3 groups of anticipated users were recruited: (1) consumers, defined as individuals who self-identified as living with at least one type of disability (eg, a physical, sensory, cognitive, or mental health limitation) and who may benefit from AT use; (2) caregivers, who identified as individuals who cared for someone who required or used AT; and (3) health care providers, community social services providers, and industry vendors, who identified as individuals who assist others in accessing AT. Although the aim was to recruit approximately 5 individuals from each user group, the authors found that there was a sufficient amount of information gathered to make immediate updates to the website with a smaller number of participants. The participants were required to have internet access via a desktop or laptop computer with screen sharing to capture immediate responses when using the website and for the researchers to assist with troubleshooting as needed. The participants were recruited through project partners who shared recruitment advertisements with those who used their services and their networks and informal networks of service providers.

Ethics Approval
The study was approved by the Hamilton Integrated Research Ethics Board (REB-8325) and the University of Toronto Research Ethics Board (REB-38715). Informed consent was provided by all the participants.

Data Collection
Overall, 2 iterative cycles of task-based usability testing evaluations were conducted using an unreleased beta version of the AccessATCanada website. A total of 21 tasks were given to the participants, across 4 mock case scenarios (Multimedia Appendix 1). The usability testing sessions were facilitated by 2 members of the research team (AMLM and TJ). The usability testing sessions were conducted individually with each participant, lasting approximately 60 to 90 minutes in duration and audio-visualy recorded through institutionally licensed WebEx (Cisco Systems, Inc) and Zoom (Zoom Video Communications) videoconferencing software. Figure 2
illustrates the cycles of usability testing and iterative refinement of the website. Usability testing included the completion of mock case scenarios, System Usability Scale (SUS), and a brief semistructured interview [10].

Before usability testing, the participants were asked to complete a brief demographic survey and to self-identify as a consumer, caregiver, or health care provider. Mock case scenarios were pilot tested with a member of the research team before data collection. They were written with the goal of obtaining information from diverse content searches within the website and required the participants to explore and use different website functions. The participants were asked to explore different provincial and territorial AT programs, navigate between government and charitable programs, find eligibility criteria for a funding service, and locate programs that funded specific AT needs. The scenarios and tasks were read aloud by the researcher in the same sequence for each participant. Notably, some tasks were performed out of order or were completed simultaneously by some participants unprompted; therefore, these tasks were skipped to avoid task repetition. The participants were prompted to think aloud and verbalize their actions and thoughts as they interacted with the system, which allowed for observation and real-time feedback [11]. To help identify areas for improvement, usability issues and errors (eg, issues related to functionality, presentation, and language and events that impacted the ability to use the website effectively and efficiently) were noted during testing sessions [12,13]. Approximately 60 minutes were allotted to completing the 4 mock scenarios; however, not all participants completed the tasks because of time constraints or technological challenges that arose during user testing sessions.

Following the completion of the mock scenarios, each participant was asked to complete the SUS. The SUS is a widely used and highly rated user-centered questionnaire that includes questions related to the learnability and complexity of and satisfaction with website use [10,14]. The SUS measures user comfort, satisfaction, and perception of usability of the website by verbally ranking their agreement with 10 statements on a 5-point Likert scale (Multimedia Appendix 2). After the completion of the SUS, a brief semistructured individual interview was conducted to elicit further clarification and elaboration of participants’ responses and experience while using the website, elaborate on their SUS ratings, and describe the website features that they liked the best and least. The interview guide can be found in Multimedia Appendix 3.

Participants’ observations and comments were compiled into interim summary reports between each usability testing cycle, which informed and optimized the next website iteration. A final report was then compiled based on the feedback provided by the second cycle of participants, which informed the recommended changes before the official launch of the website.

Figure 2. Diagram depicting the cycles of the usability testing procedure and website development.

Data Analysis
The assessment parameters and metrics of effectiveness, efficiency, and satisfaction were guided by the International Organization for Standardization 9241-11 [9]. All the tasks attempted were included in the data analysis.

Effectiveness was calculated and defined as the successful completion of tasks and scenarios [15]. The tasks that the
participants were unable to complete or were completed with
the assistance of the researcher were graded as “failure (not
completed)” and given a score of 0, and the tasks that were
completed with ease or with no assistance were graded as
“success” and given a score of 1. The average effectiveness was
calculated based on task failures or full successes among the
attempted tasks. Tasks that were not attempted by the user were
excluded from the data analysis. Usability problems were
defined if less than 70% of the participants were able to
complete the tasks successfully [15,16]. The number of errors
was recorded and counted. Errors were defined as unintended
actions or mistakes made while attempting tasks [17]. These
included, for example, the number of times the participants used
the “back” button on their browsers or modified searches such
as by removing keywords or filters.

The overall relative efficiency was assessed by the length of
time (seconds) taken by the participants who successfully
completed tasks and compared with the total time taken by all
the participants [16,17]. A baseline target time was not
established, as we expect users with a range of characteristics,
such as familiarity and web-based comfort levels, to access this
resource.

Satisfaction is a subjective measure of user attitudes and comfort
while using a system. An overall usability problem was
identified when the average SUS score was <68 or lower than
the 50th percentile range [10]. To help provide a meaningful
interpretation of individual and overall SUS ratings, an adjective
rating scale was also used [18,19]. The interpretations of the
SUS ratings are provided in the subsequent section and
Multimedia Appendix 2. Semistructured interview questions
were used to enhance the understanding of the participants’
SUS ratings.

The severity of website usability issues and errors was recorded
as users thought aloud. Severity was defined as the impact of a
problem during website navigation that prevented users from
completing tasks successfully or efficiently [16]. Three levels
of severity were reported: minor issues that caused annoyance,
but the task could still be completed; serious issues that caused
frustrations and may have caused users to abandon tasks; and
critical issues that, when not fixed, impeded the ability to
complete tasks.

Usability testing sessions and interviews were transcribed
verbatim. Using an inductive approach, audio-visual recordings
from the testing sessions and facilitator notes were reviewed to
extract feedback on usability and experience. NVivo 12 Pro
(QSR International) was used for coding the data. Test
facilitators (AMLM and TI) read and independently coded
transcripts using an iterative open coding process. The results
were compared to discuss codes and patterns, and the differences
were resolved by discussion.

Think-aloud and semistructured interview data were analyzed
through thematic analysis [20]. Thematic analysis is a useful
and flexible approach for identifying, analyzing, and reporting
patterns of meaning in qualitative data. The analysis began with
the review of raw transcripts, facilitator notes, and
semistructured interviews. Data were inductively and iteratively
analyzed and coded using open coding to chunk data and apply
descriptors, and axial coding was used to categorize codes and
develop themes from categories [21]. A preliminary list of initial
codes was developed and sorted into themes and supporting
subthemes. To help form patterns and further conceptualize the
subject, a constant comparison of the data was performed
throughout the data analysis [22]. Themes were discussed with
all the members of the research team and iteratively refined.
Quotations and dialogues were extracted from the participant
transcripts to illustrate core themes.

Results

Overview

A total of 10 participants were recruited into the study, of which
9 (90%) participants completed both the user testing session
and semistructured interview, and 1 (10%) participant was
unable to complete the testing session because of technological
issues but was able to provide feedback about the website
through an interview. One of the users completed the user testing
session by telephone after attempting and noting technical
difficulties with a tablet computer, and the other users partipated through a laptop or desktop computer.

Overall, 2 cycles of usability tests were conducted by 2
facilitators to capture major challenges with usability. The first
cycle of user tests was conducted with 7 participants, and the
second cycle was conducted with 2 participants.

Participant Characteristics

The participant demographics are presented in Table 1 (N=10).
The sample consisted of 40% (4/10) of male participants and
60% (6/10) of female participants. Participants’ age ranged from
25 to 74 years, with 50% (5/10) aged 35 to 44 years,
representing the largest age group. A total of 6 participants were
identified as consumers, 1 as a caregiver, and 3 as health care
providers. The participants reported that they experienced either
one or a combination of visual, hearing, touch, physical (eg,
mobility limitation and fatigue), and cognitive challenges. A total
of 9 participants reported that they used a computer at
home, and all the participants reported feeling very comfortable
with using the internet. The participants reported preferring to
seek health and service information from health care
professionals (8/10, 80%), the internet (6/10, 60%), support
agencies (4/10, 40%), and other sources (1/10, 10%); 30% (3/10)
of participants reported having used websites or databases
related to AT in the previous 3 months, such as an assistive
device funding program within a province.
Table 1. Demographic characteristics of the study participants (N=10).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Female</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Other (please specify)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>0 (0)</td>
</tr>
<tr>
<td>25-34</td>
<td>2 (20)</td>
</tr>
<tr>
<td>35-44</td>
<td>5 (50)</td>
</tr>
<tr>
<td>45-54</td>
<td>1 (10)</td>
</tr>
<tr>
<td>55-64</td>
<td>0 (0)</td>
</tr>
<tr>
<td>65-74</td>
<td>2 (20)</td>
</tr>
<tr>
<td>&gt;74</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>User type</strong></td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Caregiver</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Health care provider</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Type of disability</strong></td>
<td></td>
</tr>
<tr>
<td>Visual</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Hearing</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Touch</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Physical (eg, mobility limitation and fatigue)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Cognitive</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Mental health</td>
<td>0 (0)</td>
</tr>
<tr>
<td>None reported</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Use of a computer at home</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (90)</td>
</tr>
<tr>
<td>No</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Comfort level with using the internet</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all comfortable</td>
<td>0 (0)</td>
</tr>
<tr>
<td>A little comfortable</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>10 (100)</td>
</tr>
<tr>
<td><strong>Preferred methods for seeking health or service information</strong></td>
<td></td>
</tr>
<tr>
<td>Health care professional</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Internet</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Support agencies (eg, governmental and nonprofit)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Other (please specify)</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Used web-based health resources related to AT&lt;3 months</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3 (30)</td>
</tr>
<tr>
<td>No</td>
<td>7 (70)</td>
</tr>
</tbody>
</table>
Usability Evaluation Findings

Task Performance Measures of Effectiveness

We measured task performance based on the ease of navigating the site for the participants unfamiliar with the website and the number of errors made (Multimedia Appendix 4). Participants attempted 164 tasks across all scenarios, with 120 tasks being successfully completed. A total of 175 errors were recorded. Errors included the number of times the participants restarted their search, removed keywords or filters after a search returned 0 results, and used the “back” button to return to the previous webpage.

In summary, 9 tasks were completed easily by the participants and had low error rates. These were tasks that asked participants to find information on government AT programs, government-funded programs, and charitable funding programs. The participants had the highest number of errors when performing the first task within each set of scenarios and when identifying charity programs within provinces. In general, some features were not initially obvious to the participants. For example, a participant was not aware that they could conduct a keyword search on the “Home” page and suggested including text to indicate this feature. Some participants reported that because this feature did not operate as expected (eg, did not return any matching programs when using keyword searching as they would using an internet search engine), they did not feel confident using the keyword search feature and that their frustration would likely result in them abandoning the use of the database and returning to methods that they were already familiar with; for example, using other search engines.

Task Performance Measures of Efficiency

Efficiency scores ranged from 29% (2/7) of participants successfully completing tasks with ease, to 100% (8/8) of participants completing tasks with ease. Of all tasks successfully attempted, only 4 tasks had an efficiency score of 100%. The efficiency scores tended to improve as the users continued to engage with the interface. As reflected by the overall scores and comments provided, the facilitators observed that the first few tasks across each scenario took participants longer to successfully complete than other tasks. Across scenarios, the participants were less efficient at finding charitable AT programs. For example, only 29% (2/7) of participants were successful in finding a charity program related to hearing impairment services in the Yukon Territory, without assistance. In another example, when asked to find a charity program in Ontario, only 63% (5/8) of participants were able to complete this task without assistance. Searching presented a challenge for the participants because they did not know what search terms to use or which filters to use or were confused by the language used on the website. Facilitators observed that the keyword search functions on the “Home” and main “Programs” pages were a source of frustration for many participants, who commented that this feature appeared to be less integrated and inconsistent in returning results.

Task Performance Measures of Perceived Satisfaction

The SUS scores from both the testing cycles are presented in Table 2. Scores >68 indicate average usability. The overall SUS score for this study was 62.22 or “OK/fair,” as described by Bangor et al [18,19]. Most participants provided an SUS rating described as fair or higher. The first cycle received an average SUS score of 59.3 (SD 17.48; OK or fair), with 29% (2/7) of participants providing a rating described as poor or lower. After cycle 1, revisions addressing usability issues were made to the website, specifically addressing areas related to presentation, functionality, and language. Furthermore, 22% (2/9) of additional participants were involved in user testing after these updates and provided an average SUS score of 72.5 (SD 3.54; good), indicating an improvement in comfort with the website.

During the 2 cycles of user testing, the severity of website usability issues and errors were reported, and feedback was summarized into 3 areas: presentation (eg, visual difficulties or issues when navigating the website), functionality (eg, issues impacting the ability to use or navigate the website), and language (eg, messages or meanings that users had a difficult time understanding or interpreting). Textbox 1 provides a summary of the major modifications made because of the user observations and feedback.

Several users provided suggestions for refining the design elements of the website to enhance intuitiveness and accessibility, which were adopted into subsequent iterations. This feedback was related to textual spacing, font size, and color contrast in accordance with the Canadian National Institute for the Blind and WCAG 2.0 accessibility guidelines, placement of the search filters, and refinement of the list of displayed results. A participant described that they sometimes felt overwhelmed by the amount of information presented on the website and returned searches; for example, the formatting of the “Programs” page and the result list was commented on the most by several users. Specifically, users provided suggestions for where to place prompts to reduce scrolling, such as “displaying number of matching results,” whereas other participants suggested additional text to help instruct users to locate returned results. Other suggestions to improve the result list included adding additional cues, such as indents and borders between results to indicate the separation of results, particularly as the length of some program names, while detailed, could present issues with readability, and improving the color contrast on the filter function to indicate when filters and subfilters have been selected. A user stated the following about overlapping text and illustrations:

*It is not user friendly...because it forces you to distinguish, to make effort in distinguishing between various layers. And if you have vision loss, that is an additional effort that you shouldn’t have to make.*

Most challenges with the functionality of the website were considered minor issues largely related to (1) the use of the filters (eg, leading to increased scrolling in the menu on the “Programs” page), (2) the inability to select a filter if a specific area was not selected, and (3) the unreliable functionality of the
“clear all” feature. Feedback on some of the language or terminology used on the website was also provided, such as recommending using less technical language. For example, one of the participants said the following:

I question if everyone would understand what the “program,” “assistive technology” mean. [M]aybe it would be better to have a description on that.

Table 2. System usability scale (SUS) scores and corresponding grades.

<table>
<thead>
<tr>
<th>SUS scores</th>
<th>Percentile range</th>
<th>Adjective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle 1: individual scores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>87.5</td>
<td>96-100</td>
<td>Best imaginable</td>
</tr>
<tr>
<td>50</td>
<td>N/A</td>
<td>Poor</td>
</tr>
<tr>
<td>62.5</td>
<td>15-34</td>
<td>OK or fair</td>
</tr>
<tr>
<td>65</td>
<td>41-59</td>
<td>OK or fair</td>
</tr>
<tr>
<td>55</td>
<td>N/A</td>
<td>OK or fair</td>
</tr>
<tr>
<td>30</td>
<td>N/A</td>
<td>Worst imaginable</td>
</tr>
<tr>
<td>65</td>
<td>41-59</td>
<td>OK or fair</td>
</tr>
</tbody>
</table>

Cycle 1 average score, mean (SD)  
59.3 (17.48)  
15-34  
OK or fair

Cycle 2: individual scores  
75  
70  
70-79  
Good

Cycle 2 average score, mean (SD)  
72.5 (3.54)  
60-64  
Good

Overall score (cycles 1 and 2), mean (SD)  
62.2 (16.27)  
15-34  
OK or fair

Textbox 1. Summary of major modifications made to AccessATCanada.

<table>
<thead>
<tr>
<th>Presentation</th>
<th>Functionality</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Included instructions on how to conduct a search on the “Home” page</td>
<td>• Addressed the issues with the clear all and search functionalities on the “Programs” page</td>
<td>• Website reviewed for the use of lay language</td>
</tr>
<tr>
<td>• Improved font contrast and size across the website</td>
<td>• Made the bars of the filters one selection area to enable users to click anywhere to make their selection</td>
<td>• Continual efforts made to review the resource pages and make information less ambiguous</td>
</tr>
<tr>
<td>• Minimized the instances where text overlapped graphics to improve readability</td>
<td>• Improved the query process to fix the issue of high filter sensitivity</td>
<td></td>
</tr>
<tr>
<td>• Included additional labels and content description for the filters on the “Programs” page</td>
<td>• Improved readability by increasing spacing and adding dividers between search results</td>
<td></td>
</tr>
<tr>
<td>• Made the selected filters more apparent by improving highlighting</td>
<td>• Improved the presentation of the search results to reduce scrolling</td>
<td></td>
</tr>
<tr>
<td>• Improved readability by increasing spacing and adding dividers between search results</td>
<td>• Made the search button more intuitive by repositioning it under the search bar rather than at the end of the filters list</td>
<td></td>
</tr>
<tr>
<td>• Improved the presentation of the search results to reduce scrolling</td>
<td>• Displayed the total number of matching results at the top of the search results list</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Themes

The key usability findings from the think-aloud and semistructured interviews were organized into the following themes: functionality and added value, the discovery of new programs and resources, and design aesthetics.

Functionality and Added Value

Overall, the participants commented that the website had features that were positive, “straightforward,” “intuitive,” and “easy to learn.” The filters were stated to be one of the most useful features on the website with respect to clear filter choices and navigation, clear understanding of drop-down menus, the population of the selected filters and search criteria in a single area, and the ability to clear filters or search criteria easily. For example, a user commented that the use of filters made searching more effective:

> The thing I liked about it best though was [...] just being able to say, ok lets take these [filters] out [...] and see what it looks like. That was really well done. I don’t think I’ve seen that before, so either I’m really ignorant or you’ve got a really neat tool to use.

Some participants also found the interactive map of Canada on the “Home” page to be an interesting feature. Several participants provided positive feedback about the icons indicating the type of AT available from the program on their information pages, stating that they were helpful.

Several participants provided suggestions that might further the beneficial impact of the website. For example, a participant observed that local programs within their province were not included in the database and suggested that smaller, “municipally based” programs may be more beneficial for clients to be connected to, as they “are more likely to get funding, because they are so local.” Moreover, 2 participants suggested expanding the eligible population groups (eg, youth students), and adding filters that allow users to find community-based health centers and assessment locations and programs that provide equipment rentals. One of the participants explained that one of the biggest barriers to accessing ATs was the financial barrier and finding information related to funding and suggested filling this gap by including funding applications in a simplified way.

Discovery of New Programs and Resources

Many participants described the website as a valuable resource for centralizing information about supports and programs related to AT and discovering new programs. Across the consumer, caregiver, and health care provider groups, the participants largely described the website as a “one-stop shop” that provides access to accurate information. For example, a participant stated the following:

> I think the best feature is that it has all the information you need that’s all funding service programs, instead of going to multiple websites to find information, it has it down in one spot and you can filter for what you need to.

The participants stated that this website would be useful for individuals, particularly consumers and health care providers, as an additional tool to search for funding opportunities across different provinces and refer clients to. A participant, who was very familiar with their provincial resources because of their specific area of practice in AT, stated that the website would be helpful for new health care professionals and providers in general areas of practice for finding new resources and improving familiarity with the available programs:

> I think if I was more of a generalist, like a community [occupational therapist] or maybe if I was working in a hospital and kind of supporting people and connecting to people to resources before going back into the community, I would probably use it.

Design Aesthetics

Most challenges with presentation, such as those related to website layout and general appearance, were reported as “minor issues” that caused annoyance but were not severe enough to hinder users from completing their tasks. The users identified areas to improve the formatting of the content for the ease of navigation and readability and ways to minimize the number of actions required to obtain a search result and improve readability by altering the color and contrast of the on-screen text. For example, the participants commented on the intuitiveness of where URL program links and the number of returned results were placed, spacing between the text of search results, amount of information presented, and the need to better differentiate between the chosen filters.

Discussion

Principal Findings

This study describes the methods and results of the usability testing of AccessATCanada, a web-based resource for improving access to information about AT programs and services in Canada. The usability of AccessATCanada was evaluated to understand how participants of different abilities would interact with the website and to identify and address major usability problems through navigating case scenarios. Although the overall SUS score was lower than the 68th percentile benchmark, the scores are subjective to the participants’ prior history of navigating AT programs, knowledge of services, and previous resources that they have used. In addition, it is important to note that because of the small sample size, these results are likely skewed. For example, the first participant in the study gave a high SUS score, which was noted as an outlier. The participants may have also given a lower score because of challenges experienced during usability testing, such as inconsistencies in the filter results. The overall evaluation of the beta version of the web-based resource tested over 2 cycles revealed positive experiences, such as the ease of navigation, clean layout, and value, which validated the objective of AccessATCanada, and opportunities to incorporate feedback to improve user experience and usability, such as searching, terminology, and accessibility challenges.

The current state of equitable access to available resources and funding opportunities in Canada and the complexity of navigating the AT system were catalysts for the creation of this resource. Our project fits into the growing response by providing

https://formative.jmir.org/2022/11/e36949
a central, easy-to-use resource for various regional and national programs. This resource has the potential to identify and highlight areas where gaps exist, which might further reduce inequitable access to AT, specifically with respect to eligibility age, the types of AT and type of AT programs available, sources of funding (eg, charitable programs, government insurance programs, and other resource programs), conditions, and target population groups (eg, programs specific to Indigenous peoples, Veterans, refugees, and people who are incarcerated) within each province and territory. The ability to clearly identify the needs in these areas will be useful for priority planning for government programs and leaders working in this space.

An important area of consideration pertains to database maintenance and updating resource pages with the most recent and relevant information, particularly with resources that capture programs that are subject to changes in government regulations, such as AT. Two participants expressed concern about the long-term maintenance and sustainability of the database. For example, one of them described frustration with previous experiences with national databases running out of funding and failing to update their information. The other participant stated that keeping the website updated would encourage clinicians and end users to continue using the website. In recognition of this, the quality improvement of AccessATCanada has been planned as an ongoing process to ensure that the website is continuously updated and improved to provide up-to-date and accurate information.

It is also worth noting that outside the Canadian context, other countries, including those in less resourced settings, have also begun to respond to the need to improve access to AT by developing similar mobile apps and web-based resources [23,24]. Similar country-level or regional information search engines have been developed to provide publicly available information for end users and providers, such as Europe’s Global Assistive Technology Information Network, Denmark’s Assistive Technology Data-Denmark, Australia’s National Equipment Database, and South Africa’s Assistive Technology Database, which provides AT-related information for 10 other African countries.

Considering the aim of this website and that similar resources are to be usable by a broad range of people with and without different types of disabilities, user testing revealed the importance of including the ultimate end users during website development. As consumers and health information increasingly move to the web, previous studies have also suggested that usability testing is an important consideration for designers and developers [25,26]. Similar to other studies, we found that user experiences were reported more positively when website presentation and layout were considered and met WCAG 2.0 standards, such as the amount of text on a page, contrast, and reducing overlap between text and graphics [25,27,28]. The COVID-19 pandemic has illustrated just how critical web-based and digital experience has become and has especially highlighted the need to consider accessibility as an ongoing effort. For example, although AccessATCanada was built according to the WCAG 2.0 guidelines, the participants were still able to identify areas where meeting these guidelines could be improved.

We were unable to include users with significant technological challenges that might have been resolved if testing was conducted in person by providing appropriate technical support or guidance. This included engaging users with different disabilities in usability testing, for example, users who used eye-tracking technology, such as Tobii devices. This highlights an area where usability testing approaches can be improved to make products more user centered and inclusive for people of all abilities. For example, Asan and Yang [29] noted that there were few real-world usability evaluations that included eye-tracking technologies. Researchers, particularly those who conduct research in the areas of AT and disability supports, can more thoughtfully consider approaches for collecting data in time-sensitive environments from participants with various abilities.

Outside this resource, a lesson learned relates to centering website features on user needs, literacy, and common language. For example, although the participants expressed that the filter option was one of the best features, our early iteration revealed that when participants applied filters or used keywords that felt intuitive to them, the number of results returned was severely limited. During testing, the participants noted that keyword searching was not inclusive of different word variations, for example “wheelchair” and “wheel chair.” Likewise, there remains an issue regarding terminology that creates challenges in finding AT funding, as identified by participants and highlighted in previous studies [30]. The participants identified that some of the terminology used within the website was unclear, for example, “jurisdictions” or “government-legislated insurance programs,” and although we addressed this to the best of our ability, some language used was maintained to provide information continuity. The users emphasized the importance of using a common lay language that is easy for people to understand. However, inconsistent language may then present an accessibility challenge and could lead to avoidance of participating and applying for the funding service they may need. Language consistency is also important in current and future policy and program creations, as it could ultimately impact who can understand and access the available AT services within Canada. Although these issues were fixed in later iterations, these observations may benefit those interested in developing similar resources before launch.

Limitations

Limitations were considered within the context of the study. First, recruitment was conducted during the early phases of the COVID-19 pandemic. A key recruitment strategy involved engaging project partners to share recruitment material with those who used their services; however, these partners were understandably prioritizing the urgent needs of their clients during this time. Although the authors had the intention of recruiting a larger number of individuals for the study, another cycle of usability testing could not be conducted, which may have impacted the evaluation of the website. However, despite its small sample size, in combination with the “think-aloud” technique, this study was able to identify major areas of improvement that were valuable in improving and directing updates for the website regarding its usability and functionality [31].
Second, because of the remote nature of the study, some participants experienced technological challenges that were difficult for researchers to address remotely, which may have impacted their engagement in usability testing. The participants may not have been able to complete the scenario tasks because of these difficulties, as technology may have contributed to potential feelings of frustration. In addition, all the participants in the study reported that they were “very comfortable” with internet use, which may have impacted their experience of navigating the website compared with those who may have lower comfort. Other considerations were that the participants were able to self-select browsers and devices to use while participating in the usability testing study, which could have led to differences in the website layout. Website usability was also not explicitly tested with participants who used AT devices to navigate the internet, such as eye-tracking or text-to-speech technology.

Considering these limitations, future research may recruit a greater variety of stakeholders and users with different abilities and levels of knowledge about AT. Further iterations of the website based on participant feedback will positively enhance the website’s usability and functionality.

Conclusions

A critical lack of information about available types, programs, and funding opportunities is a significant barrier to accessing AT. AccessATCanada was developed as a first attempt at creating a resource to map and centralize information on AT programs and funding organizations in Canada. This study used an iterative approach to the usability testing of an innovative digital resource involving people with different disabilities to evaluate its effectiveness, efficiency, and end-user satisfaction and experiences. Usability testing is useful for incorporating user perspectives in the design process, assessing satisfaction, and identifying areas for iterative refinement of technology among a wider range of users [27]. This study highlights the value and elements that are key to the creation of user-centered resources. The goal of creating an easily searchable and functional website was supported by the results of usability testing metrics and feedback, which were used to develop and enhance the website. Although information provision and enhancing awareness about the types of available AT programs are essential steps to improve access to AT, equitable access remains a key policy issue in Canada and abroad, and further efforts are required to meet the needs of end users and caregivers who rely on AT the most.
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Abstract

Background: In many industries, collaboration with end users is a standard practice when developing or improving a product or service. This process aims for a much better understanding of who the end user is and how the product or service could be of added value to them. Although patient (end user) involvement in the development of eHealth apps is increasing, this involvement has mainly focused on the design, functionalities, usability, and readability of its content thus far. Although this is very important, it does not ensure that the content provided aligns with patients’ priorities.

Objective: In this study, we aimed to explore the added value of patient involvement in developing the content for an eHealth app. By comparing the findings from this study with the existing app, we aimed to identify the additional informational needs of patients. In addition, we aimed to help improve the content of apps that are already available for patients with knee replacements, including the app our group studied in 2019.

Methods: Patients from a large Dutch orthopedic clinic participated in semistructured one-on-one interviews and a focus group session. All the patients had undergone knee replacement surgery in the months before the interviews, had used the app, and were therefore capable of discussing what information they missed or wished for before and after the surgery. The output was inductively organized into larger themes and an overview of suggestions for improvement.

Results: The interviews and focus group session with 11 patients identified 6 major themes and 30 suggestions for improvement, ranging from information for better management of expectations to various practical needs during each stage of the treatment. The outcomes were discussed with the medical staff for learning purposes and properly translated into an improved version of the app’s content.

Conclusions: In this study, patients identified many suggestions for improvement, demonstrating the added value of involving patients when creating the content of eHealth interventions. In addition, our study demonstrates that a relatively small group of patients can contribute to improving an app’s content from the patient’s perspective. Given the growing emphasis on patients’ self-management, it is crucial that the information they receive is not only relevant from a health care provider’s perspective but also aligns with what really matters to patients.

Trial Registration: Netherlands Trial Register NL8295; https://trialsearch.who.int/Trial2.aspx?TrialID=NL8295

(JMIR Form Res 2022;6(11):e39637) doi:10.2196/39637
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Introduction

Background

In many industries, collaboration with end users is a standard practice when developing or improving a product or service. This process aims to obtain a better understanding of who the end user is and how the product or service could be of added value to him or her. End-user involvement can also be applied in the development of eHealth apps by inviting patients, in addition to health care providers and software developers, to share their thoughts and ideas. Recent research has demonstrated the importance and effectiveness of user involvement, focusing on the design, functionality, usability, security, and privacy of eHealth apps [1-4]. In addition, users are increasingly involved in assessing the readability of the content that has already been created by healthcare providers and communication professionals [5,6]. Although having readable content is of great importance, it does not ensure that the content aligns with what really matters to the patients. In other words, a patient might easily understand what they are reading, but it still does not inform them about the topics that are important to them.

In 2019, our group studied the effectiveness of an app that provided patients with timely information: small pieces of information that were actively delivered to patients through an app via push notifications when the information was most relevant to patients (Figure 1) [7].

Figure 1. Examples of the interactive app used as an intervention, translated from Dutch (language used in the study) to English. From left to right, (A) the welcoming of patients to the app, (B) video and text information about medication use, (C) an invitation to send a photo of the wound (in case of fever, increased levels of pain, or wound leakage), and (D) a patient-reported pain score–progress tracker.

The app we used for the study was developed to support patients undergoing knee replacement surgery, one of the most commonly performed orthopedic procedures worldwide [8-11]. Even though the treatment is highly effective, a 2018 systematic review, including 95,560 patients, indicated that approximately 15% of the patients were unsatisfied [12]. Patients indicate that unfulfilled expectations are the most important reason for this and that improved pre- and postoperative information is needed [13-18]. Previous studies have indicated that the need for improved pre- and postoperative information is not just typical for orthopedic patients [17,19-21]. To develop the content in the 2019 version of the app, we collaborated with orthopedic surgeons, specialized nurses, nurses, and physiotherapists from 5 different Dutch hospitals. In total, the patients received 30 pieces of information and 16 unique videos in a timely manner during the initial months after surgery. Patients were notified of the newly available information through push notifications. Although the results demonstrated significant improvements in outcomes such as pain management, knee function, quality of life, and satisfaction, it is unknown whether the information presented in the app aligns with what really matters to patients, as it was developed solely by healthcare providers.

To gain an in-depth understanding of additional or different informational needs of patients, firsthand perspectives are required. To obtain these insights, a qualitative research approach is most appropriate, as it allows access to the thoughts and feelings of patients’ understanding of how they have experienced their treatment and how the information that they were offered supported them [22].
Objectives
In this study, we aimed to explore the added value of patient involvement in developing the content for an eHealth app. By comparing the findings from this study with the existing app, we aimed to identify the additional informational needs of patients. In addition, we aimed to help improve the content of the apps that are already available for patients with knee replacements, including the app our group studied in 2019.

Methods
Study Design
This qualitative, mixed methods, prospective cohort study was conducted at the orthopedic department of the St. Anna General Hospital (Geldrop, the Netherlands). The hospital participated in the 2019 study and currently offers this app as the standard of care to patients undergoing knee replacement surgery. As of April 20, 2022, the app was downloaded 2923 times and used more than 120,000 times by patients during various stages of their treatment.

To identify the themes that are significant to most patients, we used a 2-step approach. First, we conducted face-to-face, semistructured interviews with individual patients. After transcribing, coding, and thematizing the results, we invited all the patients to discuss the themes that were identified and the suggestions for improvement that were derived from the interviews during a focus group session. In the final overview of suggestions, we added the element of timing to ensure that the patients receive information when it is most relevant to them. For the duration of the study, the patients were not informed that the members of the research team were involved in the development of the app and its content, as this might have impacted the thoughts and feelings the patients wanted to share, especially with regard to questions about communication from the hospital.

The study was registered at the Netherlands Trial Register (NL8295). Patients were asked to consider study participation by their physiotherapists, specialized nurses, or orthopedic surgeons. Typical sampling was used to ensure that the study population had characteristics similar to those of the general patient population (with respect to age, sex, and marital status). The senior researcher from the hospital (WvdW) contacted the patients who considered participating by phone in the days following surgery. After providing information about the study, a consent form was sent by email. After a few days, the researcher again contacted the patients to answer any remaining questions and to schedule a face-to-face interview with those who were interested in participation. The patients were informed that they would be invited to a focus group session at a later stage of the study. Participants could choose to have their first interview at home or at the hospital. After interviewing a patient at home and a patient at the hospital in February 2020, we were restricted to meetings on the web because of the COVID-19 pandemic. WhatsApp Messenger (Meta) was used to conduct the remaining interviews via video.

We followed the consolidated criteria for reporting qualitative research guidelines to obtain results [23].

Ethics Approval
Ethics approval was obtained from the Radboud Academic Medical Center Regional Ethics Board (reference 2020.6087) as well as from the St. Anna Local Ethics Board (reference 2020.004).

Participant Selection
Patients who underwent knee replacement surgery were invited to participate in the study. To limit the risk of recall bias, patients were only eligible for inclusion if they were able to schedule the interview within a maximum of 20 weeks after they had undergone their surgery.

Interviews
Patient characteristics were collected at the beginning of the interview. Next, an interview topic guide was used to address 3 specific aspects of the perioperative and early postoperative periods (Multimedia Appendix 1). The first specific aspect was general recovery. For this, the topic guide began with open, broad questions about how the patient had experienced recovery so far and which experiences were positive or negative. For each experience recalled, participants were asked to elaborate in as much detail as possible. Specifically, the interviewer asked how the experience was related to what they expected and what the basis was for these expectations. The second aspect was the information they received from their health care providers about their knee replacement recovery and how they aligned with their lived experiences. When a difference or gap was identified between the patients’ expectation and experience, the patients were asked to elaborate on this in as much detail as possible. The third and final aspect of the interview focused on the information and education patients obtained for themselves (eg, consultation with health care providers, brochures, websites or apps, search engines, and social media). When all the 3 aspects were covered, patients were invited to follow-up with information about specific topics or add anything else that they felt was valuable.

A trained qualitative interviewer (TT) conducted the interviews together with a senior orthopedic researcher (WvdW). When the interviewers presumed data saturation and no new insights were gained, 2 additional interviews were conducted to finally evaluate the interviews. All the interviews were audio recorded and professionally transcribed verbatim.

Focus Groups
After transcribing, coding, and assigning themes to the results, patients were invited to a focus group session on September 24, 2020. The session was held at St. Anna Hospital and lasted from 7:30 PM to 9:15 PM. The session was hosted by TT and WvdW, who were accompanied by an orthopedic physician’s assistant from the hospital (Ellis Bos) to answer the medical questions. A slide presentation served as the topic guide for the session (Multimedia Appendix 2).

To ensure that the session was open to active participation, the hosts began by asking the patients which themes they thought would (or should) be discussed. Next, the research team shared some of the quotes provided during the interviews, allowing participants to define the underlying theme themselves. After
participants shared their thoughts and feelings related to the theme, the researchers summarized their findings and provided an overview of the suggestions for improvement that came from the interviews. Patients were invited to provide feedback and add other elements to the overview. Next, a summary was provided, and conclusions were drawn from the results of the interviews and focus group session. Finally, patients were thanked for their participation and received a gift card.

Data Analysis
The transcription and coding of the interviews commenced after data saturation was reached. All interview transcripts were anonymized and uploaded to Atlas.ti (version 8.4.4; ATLAS.ti GmbH). Two members of the research team (TT and WvdW) independently read the transcripts from the first 3 interviews to identify codes. The researchers then compared their findings and agreed on a coding framework that could be used to code the remaining data. After all the interviews were coded by both researchers, they inductively organized the codes into larger categories using thematic analysis [24]. Finally, the relationships among the themes were identified, and the order in which they would be presented was determined.

Results

Study Sample
A total of 11 participants were interviewed between February 2020 and April 2020. The mean age of the patients was 66 (range 57-74) years (Multimedia Appendix 3). In total, 64% (7/11) of women and 36% (4/11) of men were interviewed. The mean duration of the interviews was 13 weeks after surgery (range 10-17 weeks). Before the interview, 18% (2/11) of patients underwent knee replacement surgery of the other knee. An interview was conducted at a patient’s home and another at the hospital, and WhatsApp Messenger was used in 82% (9/11) of cases. The mean duration of the interviews was 40 minutes (range 25-57 minutes).

<table>
<thead>
<tr>
<th>Information</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration and intensity of the recovery. It takes months, not weeks.</td>
<td>During decision-making for TKR(^a) treatment and as a reminder in the weeks before and the weeks after surgery</td>
</tr>
<tr>
<td>Recovery differs greatly from patient to patient. There is no definition or standard for patients to compare themselves with in terms of speed and of duration of recovery.</td>
<td>First week after surgery or repeat 1 or 2 times in the following weeks</td>
</tr>
</tbody>
</table>

*TKR: total knee replacement.

Theme 2: Postoperative Pain
Patients identified postoperative pain as the central theme of early postoperative recovery period. In most patients, the severity and duration of the pain were unexpected. Pain during the night was an unpleasant surprise to many patients, as they expected that pain medication and lying at rest in their bed would provide them with a good night’s sleep. Finally, some patients mentioned being somewhat surprised by the existence and duration of neuropathic pain, ranging from shooting pain throughout the leg to the feeling of a very tight band around the knee as seen in the following quotes:

*My orthopedic surgeon had clearly told me that after the surgery it would start to hurt even more and then get better, he was completely right.* [PT05, female, aged 61 years]

*Sufficient attention is paid to the pain in the first few days, but the long-term pain rarely mentioned.* [PT08, female, aged 72 years]
The first 5 weeks after the operation I slept really bad. It is as if you don’t really feel the pain during the day, but you do at night. [PT11, male, aged 72 years]

Six suggestions for improvements were identified for this theme (Table 2).

### Table 2. Improvement of information and timing for the theme “Postoperative Pain.”

<table>
<thead>
<tr>
<th>Information</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the initial weeks or months after surgery, patients will possibly experience more (but different) pain than what they did before the surgery.</td>
<td>After surgery (repeat several times)</td>
</tr>
<tr>
<td>Pain during the night is common in patients with knee replacements. This is unexpected, as patients expect the combination of pain medication and lying at rest to be beneficial. Patients might sleep poorly for weeks or even months. This is caused not only by unexpected turning while sleeping but also because of jolting neuropathic pain, the feeling of a tight bandage being wrapped around the knee, or the knee becoming suddenly very warm. Multiple nights of poor sleep can have a serious impact on a patient’s mental and physical well-being, negatively influencing their recovery.</td>
<td>After surgery (repeat several times)</td>
</tr>
<tr>
<td>It is advised to use the pain medication as prescribed by the patient’s health care professional. There is a very low risk of addiction to high-dose (rescue) pain medication even when it is only used for a short period.</td>
<td>Initial weeks after surgery</td>
</tr>
<tr>
<td>Some patients report side effects from the pain medication. If this is the case, patients should contact the hospital to see if the medication can be changed.</td>
<td>Initial weeks after surgery</td>
</tr>
<tr>
<td>For unknown reasons, pain medication is not always effective. Patients should contact the hospital when they feel the medication is not effective, leaving them with unmanageable postoperative pain. The hospital staff might be able to prescribe different, more effective medication.</td>
<td>Initial weeks after surgery</td>
</tr>
<tr>
<td>Neuropathy, or nerve pain, is caused by tiny nerves that were damaged or pinched during the surgery. This can lead to a constant or jolting pain around the knee or in the entire leg in the weeks following surgery. Although it might take a long time, in most cases the neuropathy disappears over time.</td>
<td>Initial weeks after surgery; reminder after 1 and 2 months</td>
</tr>
</tbody>
</table>

### Theme 3: Information and Educational Materials

There were various patient needs concerning the type and amount of information they wanted or expected to receive about the treatment. Some patients wanted to know all the details about the surgery and prosthesis, whereas others preferred not to know about the details at all. Patients said that regardless of the type or amount of information they received, it was still very difficult to prepare for something they had never previously undergone. Remarkably, this was also reported by 2 patients who underwent surgery on their other knee <2 years before.

In preparation for their surgery, the patients were advised and supported by the hospital staff to download the hospital’s app for knee replacement surgery. All the patients reported that they had downloaded and used them. Approximately half of the patients enabled the push notification feature from the app and were satisfied push notification feature. The other patients said they were not aware of this feature but still used the app multiple times during their treatment. The videos in the app were often mentioned as a great service, making the information easily available and digestible. Participants felt that because the videos were made by hospital staff, they were a trustworthy source of information. In addition to the app, the patients were offered hospital brochures. Most patients reported that they used the brochures at least once.

Some patients reported that the app should not only focus on complications, pain, and functional outcomes such as bending and stretching of the knee but also practical information, including details about “normal” recovery trajectory as well as the fact that recovery experience differs from patient to patient. The timing of the information in the app did not always align with the patients’ actual recovery time, which unsettled the patients who recovered more slowly.

Patients did not spend much time searching for additional information on the internet. The following excerpts reveal the patient response to educational materials:

*I read the app completely, I really liked that. When I received a push notification, I read the information right away.* [PT03, female, aged 67 years]

*You don’t really know what’s normal. You won’t find those feelings anywhere. What am I supposed to feel now? Is this normal? That is of course something very personal, I understand that.* [PT09, male, aged 57 years]

Four suggestions for improvements were identified for this theme (Table 3).
### Table 3. Improvement of information and timing for the theme “Informational and Educational Materials.”

<table>
<thead>
<tr>
<th>Information</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide comprehensive, though subdivided information about the anatomy of the knee, origin of complaints, knee replacement components, and the surgery. Ensure patients have a choice for the level of detail, for instance through “read more” links.</td>
<td>At the start of using the app</td>
</tr>
<tr>
<td>The app uses push notifications to actively inform patients about newly available information. Advise them to check whether they have enabled this functionality by going to the settings screen of their smartphone or tablet.</td>
<td>At the start of using the app</td>
</tr>
<tr>
<td>The recovery trajectory differs from person to person. There is no “normal” recovery or a graph that patients can or have to compare themselves with.</td>
<td>Initial weeks after surgery</td>
</tr>
<tr>
<td>The timing of the information in this app might differ from an individual patient’s recovery time; state clearly this is not a cause for concern</td>
<td>Initial weeks after surgery</td>
</tr>
</tbody>
</table>

### Theme 4: Physiotherapy Exercises

The patients unanimously agreed on the importance of physiotherapy sessions after discharge from the hospital. Being with their physiotherapist motivated them to perform the exercises and persuaded them to comfortably bend and stretch their knees just a little more than they would do at home by themselves. In addition, many considered the physiotherapist to be a personal coach. However, some found it confusing that sometimes, even within a single practice, the therapist’s advice on the type of exercises or how to execute them differed from or even contradicted the previous advice. Several patients reported that they performed specific knee strengthening exercises in preparation for their surgery and felt that this benefited them during recovery.

Patients reported various physiotherapy rehabilitation approaches. There were differences not only between group sessions and individual coaching but also in the therapy itself, ranging from “fixing the knee to a bench and applying brute force to it for a short period of time” to sessions where patients would just come in during the day (unscheduled) and spend up to 2 or 3 hours doing semisupervised exercises. When asked about the physiotherapy exercises performed in the hospital directly after surgery, more than one participant mentioned that they did not feel ready for it, stating that it felt a bit hurried and rather strange doing exercises so soon after surgery with a “fresh, 30-cm-long wound” in their knee. Patients voiced their opinion as follows:

*I have to say I really need the physiotherapist, because he keeps on saying everything will be fine.* [PT07, female, aged 66 years]

*What is actually rarely mentioned, is the importance of the therapy. The entire course of your rehabilitation depends on how good the therapy and the therapist are.* [PT09, male, aged 57 years]

*What amazes me a bit, and I’m sure they all mean it well, is that one therapist says: “You have to jump to the left” and then the other comes in and says: “What are you doing? You have to jump to the right.”* [PT10, male, aged 57 years]

Eight suggestions for improvements were identified for this theme (Table 4).
### Table 4. Improvement of information and timing for the theme “Physiotherapy Exercises.”

<table>
<thead>
<tr>
<th>Information</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performing exercises in the 4 to 8 weeks before surgery could strengthen the muscles around the knee and increase the flexibility of the knee.</td>
<td>4 to 8 weeks before surgery</td>
</tr>
<tr>
<td>Physiotherapy is offered many ways, ranging from individual to group therapy sessions, and from high-intensity shorter training sessions to longer semisupervised sessions. Regardless of these different forms of physiotherapy, the physiotherapist is seen as someone who motivates and persuades patients to do their exercises (to the full extent). In addition, patients regard their therapist as their personal coach, which is important in difficult times during recovery.</td>
<td>4 to 8 weeks before surgery</td>
</tr>
<tr>
<td>It is important for patients to find a physiotherapy practice that matches their personal preferences. Visiting clinics before the surgery could help in finding the right practice.</td>
<td>4 to 8 weeks before surgery</td>
</tr>
<tr>
<td>Before surgery, patients can start practicing walking, getting in and out of a chair, and climbing stairs with crutches. This will make the patient more comfortable using crutches when they return home from the hospital.</td>
<td>2 to 4 weeks before surgery</td>
</tr>
<tr>
<td>Patients should be aware of the fact that almost directly after the surgery, they will start to perform physiotherapy exercises with one of the hospital’s physiotherapists. This might feel as something impossible to do right after surgery, but many patients are not aware that rapid mobilization of the knee has a positive impact on the progress of the recovery.</td>
<td>1 week before surgery</td>
</tr>
<tr>
<td>Patients should be aware of the importance of moving around and performing exercises. Even though it might sound or feel strange after undergoing major surgery, mobilization of the knee is of vital importance for a successful recovery. It is recommended to share the rationale behind early mobilization with patients after surgery and before performing the exercises.</td>
<td>Initial weeks after surgery</td>
</tr>
<tr>
<td>Patients should contact their physiotherapist when the instructions they receive are unclear or seem contradictory.</td>
<td>Initial weeks after surgery</td>
</tr>
<tr>
<td>There are major differences in recovery among patients. For example, the distance people can walk or cycle without too much pain, stiffness, or swelling of the knee varies widely. Patients should bear in mind that each recovery trajectory is very unique and that patients should not always compare their experience with others’ or even with their own previous joint replacement surgery experience if they had one.</td>
<td>Initial weeks after surgery</td>
</tr>
<tr>
<td>Severe postoperative stiffness of the knee is, to a certain extent, something that can be treated through physiotherapy exercises. Only in rare cases patients are admitted to the hospital again, where the orthopedic surgeon manipulates the knee under local anesthesia to improve the knee’s range of motion. This procedure is effective but adds weeks to months to the recovery trajectory.</td>
<td>4 to 8 weeks after surgery</td>
</tr>
</tbody>
</table>

### Theme 5: Activities of Daily Living

Major differences in activities of daily living were noted among the patients. A patient stated that he was disappointed that 6 weeks after surgery, he was able to walk for only 200 m. Another patient reported being able to walk for approximately an hour, 6 weeks after surgery but was still rather disappointed because she expected to be able to do more. In addition, most patients mentioned having trouble cycling and walking. In many cases, this led to increased knee stiffness and swelling as did walking stairs, and one patient described it as, “dragging yourself up the stairs and jumping down the stairs, just to prevent the knee from bending.” Taking a shower was another example in which clinical guidelines and patient experiences contradicted. From a clinical perspective, it was safe to take a shower. From a practical perspective, it took patients about an hour and a half to do so, exhausting them. Three additional reported issues were sitting on the toilet (and getting up), difficulty walking with crutches, and the use of a walker or rollator to support in-house activities such as getting a cup of coffee and carrying small items through the house. A patient wore an Apple Watch (Apple) for fall detection because she lived alone. This technology allowed her neighbors to be notified if she had fallen. The following quotes highlight the reported issues:

- **Yes, I can cycle. Distances of just 20 or 30 km because my physical condition has deteriorated a bit.** [PT04, female, aged 73 years]
- **When I get on the exercise bike in the morning, I do a few cycles forwards and backwards. Then, I can cycle for 10 to 12 mins. The second time it takes a little longer to prepare, and in the evening, my knee is really stiff and thick.** [PT06, female, aged 72 years]

Nine suggestions for improvements were identified for this theme (Table 5).
Approximately 1 week after the surgery, all the patients received a phone call from one of the specialized orthopedic nurses, regardless of whether or not they had contacted the hospital themselves. Although clearly stated in the information patients received from the hospital, the phone call came as a pleasant surprise to patients, as it allowed them to ask questions or just briefly share their experiences. Patients who initiated phone calls or extra hospital visits were also very positive about the experience. This was not always the case with the formal 8-week follow-up consultation, which was reported by some patients to be rather clinical as it focused on the x-ray results. The consultation focused on discussing the x-ray results, that pain is normal, and that performing exercises benefits the recovery. The patients reported that they expected to have more meaningful and practical information about their recovery during this consultation as follows:

I thought it was great from the moment of admission onwards. In the operating room and the recovery room too, that all went perfectly. [PT02, male, aged 62 years]  

After about a week, I also got a call (from one of the nurses). I could talk a little about medication. The person you are talking to is really someone who understands what you are going through. [PT03, female, aged 67 years]

Two suggestions for improvements were identified for this theme (Table 6).

### Theme 6: Hospitalization and Aftercare

All the patients reported that they felt very welcome at the hospital and that they were supported from arrival onwards by very friendly and helpful hospital staff, who had time to talk to them and answer their questions. For some patients, the discharge process felt a bit hurried, such as finishing a checklist, but no one felt as if they left the hospital without having enough information to take care of themselves. The fact that most patients left the hospital after only 24 hours still amazed some of them, mainly because they had undergone a major surgery. Other patients were more than happy to go home and were confident that being at home would be beneficial for their recovery.

Approximately 1 week after the surgery, all the patients received a phone call from one of the specialized orthopedic nurses, regardless of whether or not they had contacted the hospital themselves. Although clearly stated in the information patients received from the hospital, the phone call came as a pleasant surprise to patients, as it allowed them to ask questions or just briefly share their experiences. Patients who initiated phone calls or extra hospital visits were also very positive about the experience. This was not always the case with the formal 8-week follow-up consultation, which was reported by some patients to be rather clinical as it focused on the x-ray results. The consultation focused on discussing the x-ray results, that pain is normal, and that performing exercises benefits the recovery. The patients reported that they expected to have more meaningful and practical information about their recovery during this consultation as follows:

I thought it was great from the moment of admission onwards. In the operating room and the recovery room too, that all went perfectly. [PT02, male, aged 62 years]  

After about a week, I also got a call (from one of the nurses). I could talk a little about medication. The person you are talking to is really someone who understands what you are going through. [PT03, female, aged 67 years]

Two suggestions for improvements were identified for this theme (Table 6).

### Table 6. Improvement of information and timing for the theme “Hospitalization and Aftercare.”

<table>
<thead>
<tr>
<th>Information</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>When patients are informed about receiving a phone call from a health care provider, they are advised to write down their questions in advance.</td>
<td>Initial days after surgery (depending on when the call is)</td>
</tr>
<tr>
<td>Patients might be informed that the follow-up consultation with their orthopedic surgeon is focused on the alignment of the knee prosthesis, the pain, and importance of exercises in the coming months. Patients might be advised to write down their questions in advance.</td>
<td>Approximately a week before the follow-up consult</td>
</tr>
</tbody>
</table>
Results From the Focus Group Session

All 11 patients were invited to participate in the focus group session; 7 (64%) of them accepted the invitation. Owing to mandatory self-quarantine and COVID-19–related symptoms, 29% (2/7) of patients had to cancel their participation, and 71% (5/7) of participants were finally included. The focus group session led to new or additional participant insights in some cases; however, in most cases, the findings of the research team were confirmed. One of the main discussion items was why, from a medical perspective, there were differences among patients regarding pain management, duration of recovery, or recommendations for returning to sports, hobbies, or work. Ellis Bos and WvdW responded that both from a clinical and scientific perspective, these differences had been reported before and that it was still unclear why they occurred. The differences in recovery reported by the 2 patients who underwent total knee replacement in both knees were exemplary for this phenomenon.

At the end of the focus group session, the research team provided an overview of the suggestions for each theme to improve the current educational materials for patients undergoing knee replacement surgery. Feedback on these suggestions and additional ideas were discussed, leading to a final overview of the improvements.

Health Care Providers’ Response to the Feedback From Patients

Findings from the interviews and focus group session were shared with the health care providers at the orthopedic department. Their first response was a mixture of being glad that the study was performed because it provided new insights into what matters to patients and being surprised that so much of the information that they normally shared with patients did not resonate. This ranged from complex topics such as the duration of the recovery phase and pain management in the early postoperative phase to practical measures such as using toilet seat raiser or knowing how to act when the knee starts to swell. The difference between clinically oriented information and practical patient perspectives was best described by the example of “taking a shower,” which is okay from a clinical perspective but considered a difficult endeavor from a patient perspective. The same goes for climbing up and down the stairs and getting dressed. Finally, the team was positive about the fact that all the patients had arranged their physiotherapy sessions but at the same time, was surprised to hear about the many different types of therapies patients described and the differences in approach, even within the same practice.

Examples of the Newly Implemented Information in the App

Some of the suggestions from the interviews and focus group session have already been included in the app that is currently in use at the hospital (Figure 2).

Discussion

Principal Findings

The results of our study demonstrate the added value of patient involvement in developing patient-centered content for an eHealth app. From the interviews and focus group session, we learned that health care providers tended to focus on the clinical aspects of recovery such as pain, range of motion, complications, and wound care. However, patients are more interested in practical matters such as the (unexpected) intensity and duration of pain, taking a shower, dealing with swelling, going for a walk, riding a bike, or driving a car. In addition, they want to know “what is normal” in the abnormal situation in which they undergo surgery. Compared with the health care
provider–developed content of the existing app for knee replacement patients, more than 30 suggestions for improvement came from patients.

Previous studies, both in orthopedics and other medical fields, have identified patients’ need to improve education and information delivery, to set realistic expectations about recovery period, to improve satisfaction after the treatment, and to increase self-management of pain [3,13-15,17,19,25-28]. However, most studies have not provided practical information on how to achieve and implement these improvements. We aimed to identify these gaps in information for patients, presented them to health care providers, jointly discussed them during a focus group session, and processed the outcomes into a ready-to-use overview and an update of the existing app.

**Limitations**

A limitation of our study is the relatively small number of patients who were interviewed. However, even this small group of patients provided valuable insights to improve the existing health care provider–developed content. Moreover, both interviewers agreed that data saturation had already been reached after interviewing 9 patients after which they decided to interview 2 more patients to confirm this. In addition, the inclusion of patients from a single hospital might limit the generalizability of our results. Given that we found more than 30 suggestions for improvement while the participating hospital already offers patients an app, a brochure, a website, and a complimentary postoperative phone call, we are confident that patient involvement in content creation can be of added value for other hospitals as well.

**Clinical Implications and Future Research**

Our study demonstrates that patients’ practical informational needs can differ substantially from the clinically oriented information that health care providers want to offer them. The significant question is not whether health care providers offer this information, patients are overwhelmed with information overload, or the timing or format of content delivery was incorrect, but rather what if patients overlooked the information and were therefore unable to use it to set realistic expectations or manage their own health.

When patients and providers collaborate on the development of content, they can learn from each other’s perspectives and create a blend of clinically and practically relevant information. In this process, we suggest inviting patients who have undergone the procedure, provide valuable opinion. Inviting patients from, for instance, a general hospital panel or patient advocate group will ensure the readability of the content and usability of the app, but they cannot determine whether the information itself fits the treatment-specific needs.

Finally, from an implication and implementation perspective, we suggest inviting the (software) developer or developers to participate in the interviews and focus group sessions. The firsthand patient perspectives will teach and inspire them to consider input from end users even more when building new content and software. For future research, we suggest focusing on the effects of patient-centered approach on patient-reported outcomes, patient expectations, contact between the patient and the hospital, and the level of satisfaction with the procedure and recovery.

**Conclusions**

This study demonstrates the added value of involving patients when creating the content of eHealth interventions. In total, more than 30 suggestions for improvement were identified, ranging from information to better manage expectations to different kinds of practical needs during various stages of the treatment. In addition, our study demonstrated that a relatively small group of patients can contribute to the improvement of an app’s content. Given the growing emphasis on patients’ self-management, it is crucial that the information they receive is not only relevant from a health care provider’s perspective but also aligns with patient’s priorities.
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Abstract

Background: Telehealth is often suggested to improve access to health care and has had significant publicity worldwide during the COVID-19 pandemic. However, limited studies have examined the telehealth needs of underserved populations such as rural communities.

Objective: This study aims to investigate enablers for telehealth use in underserved rural populations to improve access to health care for rural older adults.

Methods: In total, 7 focus group discussions and 13 individual interviews were held across 4 diverse underserved rural communities. A total of 98 adults aged ≥55 years participated. The participants were asked whether they had used telehealth, how they saw their community’s health service needs evolving, how telehealth might help provide these services, and how they perceived barriers to and enablers of telehealth for older adults in rural communities. Focus group transcripts were thematically analyzed.

Results: The term telehealth was not initially understood by many participants and required an explanation. Those who had used telehealth reported positive experiences (time and cost savings) and were likely to use telehealth again. A total of 2 main themes were identified through an equity lens. The first theme was trust, with 3 subthemes—trust in the telehealth technology, trust in the user (consumer and health provider), and trust in the health system. Having access to reliable and affordable internet connectivity and digital devices was a key enabler for telehealth use. Most rural areas had intermittent and unreliable internet connectivity. Another key enabler is easy access to user support. Trust in the health system focused on waiting times, lack of and/or delayed communication and coordination, and cost. The second theme was choice, with 3 subthemes—health service access, consultation type, and telehealth deployment. Access to health services through telehealth needs to be culturally appropriate and enable access to currently limited or absent services such as mental health and specialist services. Accessing specialist care through telehealth was extremely popular, although some participants preferred to be seen in person. A major enabler for telehealth was telehealth deployment by a fixed community hub or on a mobile bus, with support available, particularly when combined with non–health-related services such as internet banking.

Conclusions: Overall, participants were keen on the idea of telehealth. Several barriers and enablers were identified, particularly trust and choice. The term telehealth is not well understood. The unreliable and expensive connectivity options available to rural communities have limited telehealth experience to phone or patient portal use for those with connectivity. Having the opportunity to try telehealth, particularly by using video, would increase the understanding and acceptance of telehealth. This study highlights that local rural communities need to be involved in designing telehealth services within their communities.
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Introduction

Background
Telehealth is defined as “healthcare delivered using digital technology where participants may be separated by time and/or distance” [1]. Telehealth has been available for >50 years [2] but had not been widely adopted in New Zealand before the COVID-19 pandemic [3–5], despite its known benefits [6–8]. The use of telehealth has increased during the pandemic [4]. Although telehealth use is now higher than before the COVID-19 pandemic, it is mainly by phone, and telehealth has not yet been embedded as a business as usual option for access to health care [4,8–10]. Considerable work has been undertaken in New Zealand to address this problem, particularly regarding the use of video consultations [11–13].

Rural Underserved Populations
The term underserved (also known as underresourced) population addresses situations where health care inequity exists because of system failures in health care delivery [14]. A major advantage of telehealth is increased access to health care for underserved populations, such as rural communities [15,16]; however, telehealth use during the COVID-19 pandemic was significantly lower in rural than in urban areas [17]. Rural areas are typified by low population density and less infrastructure than urban areas, with greater distances between services and people making it harder to deliver health services in rural areas [18]. In New Zealand, 1 in 4 people live in rural and semirural areas, with children, older adults, and Māori (the indigenous people of New Zealand) forming the greater proportion [19]. Owing to rural downturns and urban migration, the proportion of older adults in rural populations has been increasing at a faster rate than in urban areas [18]. The most deprived areas of New Zealand are rural [20], and ensuring equity in health care for rural New Zealanders is a priority [19,21].

Older Adults
Similar to many high-income countries, the population of New Zealand is aging, and the proportion of older adults aged ≥65 years is expected to increase to 22% by 2031, accounting for approximately 50% of government health expenditure [21]. Older adults have higher rates of long-term comorbidities and disabilities [21] and can benefit from telehealth [10].

Thus, the overarching research question for this project was how can telehealth systems be designed and implemented in rural underserved populations to improve access to health care services in New Zealand.

This paper presents the findings of this qualitative and exploratory project. This work adds to the academic body of knowledge by examining key barriers to and enablers of telehealth adoption within an underserved population—older adults in rural communities.

Methods
Overview
The project adopted a sociotechnical systems perspective for the development of health care technologies [22], recognizing that the adoption of new technologies involves an interaction between complex infrastructures and human behavior. A qualitative approach was used to determine the barriers to and enablers of telehealth in rural communities. Qualitative research techniques use interactive methods [23] and an approach that assumes that individuals see their reality from a set of values, attitudes, and beliefs that reflect their life experiences [24]. Group methods are an effective means of gaining such insights [25].

Ethics Approval
The New Zealand Health and Disability Ethics Committee operating procedures did not require a Health and Disability Ethics Committee review for this project. Following Massey University Human Ethics Committee processes, this project was evaluated by peer review, including suitability from a Māori research perspective, and judged to be low risk. Therefore, a low-risk notification was made to, and recorded by, the Massey University Human Ethics Committee as per the university’s process [26]. Participation in the project was voluntary, and informed consent was obtained from all participants.

Eligibility
Criteria for selecting the rural areas in which to hold focus groups were identified using a modified Delphi process with the authors and the project advisory group (Textbox 1). Four geographically rural regions that met these criteria were identified: regions 1 to 3, aligning with the top, middle, and lower areas of the North Island, and region 4, aligning with the top of the South Island of New Zealand. In addition, the selected areas aligned with 1 district health board per region; for a map of New Zealand health regions and district health boards, refer to the New Zealand Health Partnerships website [27]. New Zealand underwent significant health reforms from July 1, 2022, although the regions and districts remained the same [28].

Eligibility criteria for the participants are listed in Textbox 2. The participants were recruited through purposive convenience sampling, which aims to gather a range of perspectives from diverse rural communities. The age for participation was ≥65 years, rather than ≥65 years, to allow for the fact that Māori tend to experience higher morbidity and mortality at a young age than non-Māori [21].
Significance of Māori (Indigenous People) in the Research

In New Zealand, 1 in 4 people live in rural and semirural areas; children, older adults, and Māori contribute to the greater proportion of those who live rurally [19]. Māori are the indigenous population of New Zealand, accounting for 16.7% of the total population [29], with a higher proportion living in underserved areas and experiencing poorer health outcomes [19].

The New Zealand health and disability system, which includes health research [26], has obligations within its relationship with Māori under Te Tiriti o Waitangi (The Treaty of Waitangi). These obligations are contained in 3 principles—partnership, participation, and protection. Equitable access to health care and Māori self-determination with health and disability services form part of these principles; hence, health services must work together with Māori in the governance, design, delivery, and monitoring of health and disability services. Māori must be co-designers of the health system for Māori [25,30].

Purposive sampling was undertaken to ensure representation of different types of population groups within rural areas and, in particular, to ensure that the Māori voice was heard as per the Treaty of Waitangi’s obligations. In addition to having Māori present in the community focus groups, 1 focus group was conducted on a marae (Māori meeting place), at the invitation of the local iwi (tribe), who had connections with participants from other Māori in region 1 (Northern Region). The success of this sampling strategy is reflected in the number of Māori respondents (29/98, 29.5% of the research population) exceeding the proportion of Māori in the general New Zealand population (16.7%) [29].

Recruitment

Participants could bring a support person (of any age), and a translator was available if required. Individuals wishing to take part in the study but unable to attend the focus group in their region had the option of an individual interview via Zoom videoconferencing or phone. Focus group participation was voluntary, and informed consent was obtained from all participants. A thank you gift in the form of chocolates, petrol vouchers, or supermarket vouchers was offered. The focus groups were conducted by IH, CL, and SW in person (on location) from June to July 2021, and pivoted interviews were conducted by CL by phone during August to September 2021. The focus group discussions and interviews were transcribed in full.

The process of prior engagement provided an opportunity to discuss the purpose of the research and time for the participant to get to know the interviewer [31] and assist researchers in gathering thick, rich data for analysis [32]. Most participants who registered an interest in participating in the focus groups or phone interviews were contacted by phone or email by CL before receiving the participant information sheet, signing the consent form, and conducting the focus group or phone interview. Before the focus group was held on the marae, IH, CL, and SW were welcomed with a pōwhiri (a formal Māori welcome) before entering the whare (Māori meeting house), thereby providing the tikanga or the general foundation for the context of the work and observing the cultural norms of the Māori participants [33]. The importance of respectfully engaging with Māori in their space is integral to establishing a relationship of trust and acceptance of the researchers and for acknowledging the principles within the Treaty of Waitangi [33].

Focus Groups

In total, 7 in-person focus groups were held (June to July) with older adults living in the 4 rural regions of New Zealand. The eighth focus group pivoted to interviews by phone (August to September) because of the COVID-19 national lockdown. Furthermore, 1 to 3 focus groups were held in 3 of the 4 rural regions, and the fourth region had interviews by phone. The focus groups were conducted at local community halls, with 1 being conducted on a marae, and lasted 1 to 1.5 hours.

Each focus group was split into 2—a table for those who had used telehealth and a table for those who had not used telehealth—and the tables were run simultaneously. The project
funder required data on the number of participants who had and had not used telehealth within the regions. The research team ran the 2 tables separately to allow older adults who were less confident with technology, or had had less contact with the health system, to have a different level of facilitated discussion than those who were familiar with telehealth and were more comfortable using the technology. Participants could choose the table they were most comfortable joining, irrespective of telehealth use; however, whether the participant had prior telehealth use experience was noted within the information in the demographics questions in the survey attached to the consent form. Despite the separation into 2 groups (used or had not used), when the discussions on the separate tables were reviewed after the focus group, they were remarkably similar, with no themes identified by 1 group only.

The focus group semistructured interview guide of 4 questions with prompts was loosely based on the modification of the Penchansky and Thomas [34] access dimensions by Saurman [35], with adaptation for telehealth. Respondents could deviate from the interview guide, provided the discussion or interview remained relevant to the research question of the study. The same set of questions was used for the focus groups and phone interviews. After each event, the researchers debriefed and iteratively reviewed the process of conducting the focus group, which was recorded using memos. IH and CL alternated between tables of those participants who had and had not used telehealth with each new focus group. SW joined the table with the most participants.

Analysis

Both deductive and inductive approaches were used, with deductive coding drawing from the Saurman [35] modification of the access dimensions by Penchansky and Thomas [34]. Following Braun and Clarke [36], these concepts were used as an initial coding device to attract analysts’ attention to relevant aspects of the data and understand users’ ideas of telehealth use, not to test any framework.

The data set was analyzed as a whole, as well as according to those who had had a teleconsultation or not had a teleconsultation. An inductive analysis following the qualitative thematic analysis procedure of Strauss and Corbin [37] was then performed to identify feelings, attitudes, and perceptions and to understand the participants’ experiences of rural telehealth. A total of 2 members of the research team coded the study independently, and the authors coded responses with an intercoder agreement of 94% [38]. In the first pass—open coding—the authors holistically read each response. In the second pass—axial coding—the 2 authors jointly identified subthemes within the larger categories. Finally, in the third pass—selective coding—the authors searched the data for specific responses that illustrated the subthemes. Any issues concerning the identification of subthemes or the coding of an individual response were discussed and resolved by the 2 authors and by reference to the whole team.

Results

Overview

In total, 98 adults aged ≥55 years took part across 7 in-person focus groups from 3 geographical regions, with 1 focus group pivoting to 10 individual phone interviews. In addition, 3 phone interviews were held with participants who could not attend the focus group in their area but wished to participate in the project. Phone interviews via Zoom videoconferencing were attempted; however, the unstable connectivity did not allow for an uninterrupted interview with any of the participants where Zoom videoconferencing could be used.

Demographics

General demographics are shown in Table 1, including those who had experienced telehealth consultations as per the selection criteria. The age range of the patients was 55 to 92 years. More women than men participated (68/98, 69%), similar to other web-based surveys, in which women tended to be more likely to self-select to participate [39]. No attempt was made to attract more participants who had used telehealth than those who had not used telehealth previously. The distribution of those who had used telehealth was almost 60% (58/98), and those who had not used telehealth comprised almost 40% (40/98) of the participant population. Māori accounted for 30% (29/98) of the participants.
Table 1. Participants by region and total.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Region 1: Northern Regiona</th>
<th>Region 2: Midlands Regionb</th>
<th>Region 3: Central Regionc</th>
<th>Region 4: Southern Regiond</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), range</strong></td>
<td>55-82</td>
<td>56-82</td>
<td>55-82</td>
<td>60-92</td>
<td>55-92</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>10 (27)</td>
<td>2 (20)</td>
<td>6 (31)</td>
<td>12 (38)</td>
<td>30 (31)</td>
</tr>
<tr>
<td>Women</td>
<td>27 (73)</td>
<td>8 (80)</td>
<td>12 (69)</td>
<td>21 (62)</td>
<td>68 (69)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Zealand European</td>
<td>10 (27)</td>
<td>6 (60)</td>
<td>15 (89)</td>
<td>30 (94)</td>
<td>61 (64)</td>
</tr>
<tr>
<td>Māori</td>
<td>25 (68)</td>
<td>4 (40)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>29 (30)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>2 (11)</td>
<td>2 (6)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Has used telehealth, n (%)</td>
<td>24 (65)</td>
<td>7 (70)</td>
<td>12 (67)</td>
<td>15 (45)</td>
<td>58 (59)</td>
</tr>
<tr>
<td>Not used telehealth, n (%)</td>
<td>13 (35)</td>
<td>3 (30)</td>
<td>6 (33)</td>
<td>18 (54)</td>
<td>40 (41)</td>
</tr>
</tbody>
</table>

aA total of 3 focus groups; 2 community focus groups and 1 focus group held on a marae.
bA total of 10 individual phone interviews (because of the COVID-19 pandemic national lockdown).
cA total of 2 community focus groups.

Thematic Analysis

Overview

Data were entered into NVivo (version 1.6.1; QSR International). The grounded theory process was not used for this research; however, the grounded theory approach for the data analysis was used as it offered a systematic method of thematic data analysis, ideal for smaller data sets and generating rich descriptions and exhaustive coverage [40]. Comparative notes (memos) were used by the researchers as they conducted an iterative review after each of the focus groups and some of the phone interviews.

The overarching theme was enthusiasm and willingness to use telehealth from all communities who are keen to be involved in further research and implementation of telehealth systems, as evidenced by the following:

“I’d love it if I could see him [health provider] by telehealth...and it would be much easier than having to drive for 3-4 hours [Region 4 participant]”

Each focus group included participants who had and had not used telehealth. The level of enthusiasm varied between those who had and had not used telehealth. It took time and discussion for some people to understand the potential benefits of telehealth for them. A few participants said that they would not use telehealth, either because of their overall health or disability or because they would always want to be seen in person. Very few participants who had experienced a telehealth consultation said that they were not keen to use it again; however, they all suggested areas of improvement. Therefore, participants fell into 3 groups: those who would not use telehealth, those who would probably use telehealth, and those who would use telehealth. The key message was that even those who had not tried telehealth would be willing to use it, although having had the experience of using telehealth resulted in a much more positive attitude toward telehealth and subsequent use. Therefore, providing opportunities to use telehealth in its broadest form would increase the success of telehealth systems in rural communities.

Two major themes emerged from a thematic analysis of the data, namely, trust and choice, each with further subthemes connected by equity (Textbox 3).

Textbox 3. Themes and subthemes connected to equity.

<table>
<thead>
<tr>
<th>Trust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology and telehealth</td>
</tr>
<tr>
<td>Ability to use telehealth</td>
</tr>
<tr>
<td>Health care system</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health service access</td>
</tr>
<tr>
<td>Consultation type</td>
</tr>
<tr>
<td>Telehealth deployment</td>
</tr>
</tbody>
</table>
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Trust

Three subthemes were associated with participant discussions around trust: trust in the technology and telehealth system using that technology; trust in a person’s ability to use that technology; and, finally, trust in the health care system and its provision of care regardless of the mode of delivery.

Trust in the Technology and Telehealth System

This subtheme highlighted the need for end users to be able to trust that the technology used in telehealth systems would work when needed and with expected outcomes. A participant reinforced the need for consistency and reliability by saying the following:

"The telehealth system has to work well otherwise people will start using it and you'll lose them straight away [if it doesn't work] [Region 4 participant]"

Connectivity was a major barrier or enabler for trusting telehealth. The issues reported with rural networks included a lack of connection to networks or unreliable and unstable networks that disconnect without warning. Participants expressed skepticism about dependable connectivity and the expectation that they would consistently be able to access health care via telehealth:

"I don't think we're going to be able to do a lot of these things [telehealth] that we've just been talking about, until there is a vast improvement in the internet services...If I leave this house, I can't get any reception if I'm at the back of the farm, and once I leave this house, there'll be no reception for about half an hour [Region 2 participant]"

Web-based banking and emailing were used in the discussions as examples of providing services on the web as participants were familiar with using them through rural network connectivity in their own areas. Alternative options to access web-based banking services (internet banking) were raised in each focus group and during many phone interviews. There was considerable uncertainty associated with managing financial transactions on the web. Connectivity was described as follows:

"...it's intermittent...I think I've sent that email and no...I haven't or, I thought I had paid that bill, and no I hadn't paid it [because the connection dropped off] [Region 4 participant]"

Frustration was expressed because of issues specific to rural settings, such as the pending removal of copper wire (landline phone) in New Zealand leaving some people with no connection, frequent power outages that cut off cell phone towers, and preventing the recharging of mobile phones. The lack of a collective community approach to cell tower installation, focusing instead on individual and tourist connections, was a cause for concern in 1 region. The participants in 1 focus group explained this as follows:

"...we had flooding for 4 days. Electricity went [power outage] straight away and that's why a lot of people have got generators for freezers. During the flood, after 3 days the copper lines went down too, and there were no batteries in the tower to charge our phones [Region 3 participant]"

Most participants used mobile data or Wi-Fi by repeaters. Many had cheaper, older, basic mobile phones, PCs, tablets, or routers without the capacity for high-quality video calls or were on limited prepaid phone plans; therefore, the quality and speed of the video, audio, and text communications were poor. Moreover, a lack of planning by mobile and Wi-Fi networks when providing connectivity meant that network access was inconsistent, patchy, and completely absent, even on the same road. A typical example of issues that those living in rural areas experienced were expressed as follows:

"...I've got 40 minutes to do my [online] banking on some days where it should take five [minutes]...and the presumption is that we can all be online to get all these good services, it is not realistic because of the [variable] connectivity [Region 4 participant]"

Access to rural connectivity in New Zealand is primarily through 2 formats: cellular technology through the use of mobile cell towers or base transceiver stations and wireless internet offered through a combination of wireless broadband linked (often by repeaters or network extenders) to a home-based Wi-Fi router as part of a local area network. Sometimes, the network backhaul (transmitting a signal from a remote site or network to another site) is supported by satellite and rural fiber broadband. The strength of the signal, either emitted by mobile cell towers or wireless broadband, is influenced by several factors. These factors include environmental conditions such as distance, weather, and obstacles; the technology applied, including antenna design, capacity, and frequency type; and the position where signal transmission towers or access points are placed. Owing to these factors, a person with a device capable of receiving signals from cellular or home-based Wi-Fi may experience significant fluctuations in signal strength when they move between rooms or locations on their rural property.

Similar international studies [41,42] have reported on broadband access challenges with telehealth programs for both rural and underserved populations. The shift to internet-based health consultations and associated increased reliance on internet connections because of the impact of the COVID-19 pandemic have further negatively affected telehealth use for those with existing health disparities.

The broadband initiative released by the Ministry of Business, Innovation, and Employment addresses some of these problems with both the Ultra-Fast Broadband Programme and the Rural Broadband Initiative. These 2 initiatives are currently on track to having 80% of New Zealanders with access to ultrafast broadband and improved rural coverage to 90% by 2025 [43].

Cost was another major issue, both to upgrade devices and access the network, with many participants, particularly from lower socioeconomic communities, reporting not being able to afford these costs and participants saying that their options were few:

"It's too expensive [upgrading to get better network access] [Region 1 participant]"
The final issue for trusting telehealth was security. The overall impression was that the participants trusted the system to be secure. However, a participant stated the following:

...You need to be wary of a lot of stuff going on the internet, such as scammers...[however] when you need expert medical advice...don’t worry about who’s dealing with your security [Region 1 participant]

Security features such as 2-factor authentication and maintaining updated software were a cause for frustration for some families as many rural families shared email addresses and devices, and updates and changes to the software itself were difficult. A gentleman related the following:

...I was fortunate because I registered for a patient portal first, and they won’t accept my wife on the same email address [Region 4 participant]

Trust in a Person’s Ability to Use Telehealth

The second subtheme highlighted issues related to the ability to use telehealth systems by both consumers and providers. Age was not an indicator of digital capability, and participants reported varying comfort levels with different digital technologies across all age groups, not only for themselves but also for the need for health providers:

...to come up to speed [learn how to use technology] [Region 1 participant]

That said, people with disabilities experienced greater difficulty in using telehealth than others. However, at the same time, technology was also credited with increasing access for some people living with disabilities. Texting was one such example:

[technology] has been an amazing thing for the deaf community [Region 3 participant]

Participants reported a widespread lack of knowledge on both how to use digital technology to access health care and what digital technology is available to be used. For example, when discussing a patient portal, one of the participants was excited to learn that there were other options available to access health care:

So, I just need to contact the doctor and ask them about a portal, then I can see all my medical things on the report? This is just the best bloody thing that ever happened because I'm sick of ringing [them] back having just missed a call from the nurse [Region 1 participant]

There were several ways in which participants addressed their lack of knowledge about using digital technology. Writing down instructions or using teaching videos were some ways in which they coped with their lack of trust in being able to use technology and telehealth:

I see these video clips a lot on YouTube. I have done quite a bit of learning online. [Region 3 participant]

Others took help from younger family members or partners, which was not always ideal:

...When they finally come and visit, my children,...they take the phone off you, and do it for you....[which meant a lost opportunity to upskill with the use of a digital device] [Region 1 participant]

Ongoing training was another suggestion. It was preferred to be provided collectively in the community rather than individually, although some participants had undertaken individual web-based courses. It was felt that having group training enabled people to support each other:

...And that’s where community education kicks in..., bringing the people to a central hub and actually educating them,... in a community, the buy-in comes from the community, the capacity comes from the community... [Region 1 participant]

Finally, participants proposed having ongoing support available, for example, a support person in a local hub, community center, or health center or in a mobile van:

If the health centre had a little workshop, they [older adults] could do it along with a medical visit, where they can sit down with someone who can help [to learn about patient portals] [Region 4 participant]

Trust in the Health Care System

The third subtheme highlighted concerns raised regarding trust in the health system. Some comments were positive, particularly the provision of emergency care (first responders and rescue helicopters), with participants supporting more funding for helicopters, in particular. However, others were negative, particularly regarding chronic care management and referrals between services. Waiting times and the lack of communication and coordination between providers such as general practitioners (family physicians and primary care providers) and community pharmacists were frustrating for many. One of the participants went further with their experience:

...To get the same GP you have to book up to one month ahead...and the last appointment I had with the GP, I got down there, and they hadn't let me know that she [the GP] wasn't going to be there [Region 4 participant]

Establishing and maintaining long-term relationships between consumers and providers were highlighted, with participants indicating that they, or members of their family, would rather travel a long distance to see their regular physician for consistent treatment rather than see a locum for the management of chronic conditions:

...They (family) want to have a face to face [in-person consultation]. They don’t like having to see different people because you get given the wrong medication [Region 1 participant]

Finally, the cost of accessing health care in general made telehealth a preferred option for some. One of the suggestions was as follows:

A number of health programmes could be provided online, and could be publicly funded... [Region 2 participant]

This comment raised the need to discuss the funding of telehealth services, both at provider and consumer levels; telehealth may not necessarily be a cheaper option for the
consumer once telehealth is established as a business-as-usual model of care. During the COVID-19 pandemic, and to date, the cost of telehealth services in New Zealand has varied throughout the country but has often been free to the consumer, giving a false impression of the true cost of accessing health care through telehealth.

**Choice**

Choice was the second major theme that emerged from the focus groups and interviews, with 3 further associated subthemes: health service access, consultation type, and telehealth deployment.

**Choice in Health Service Access**

This theme highlighted the considerations raised by participants in accessing health care services:

...Choice is important, cheques [banking checks] were discontinued, we had no choice [Region 3 participant]

New Zealand banks stopped using checks after May 31, 2021, a contentious mandated decision that required a move to digital payment options, with which many older adults were unfamiliar.

Cultural appropriateness (safety) was a key idea that emerged, particularly for Māori. Participants indicated that health care services needed to be places where people felt culturally safe, supported, and with people with whom they have a good relationship:

They [patients] haven't even opened the door [to access the health service] because they feel uncomfortable. The result being that family members did not access the health services. [Region 1 participant]

Therefore, some participants traveled more than an hour to see a preferred primary health care provider rather than one closer. One of the participants explained as follows:

...I just keep my GP, I drive two and a half hours each way [to see the same GP]... [Region 1 participant]

Privacy was an important part of choice, irrespective of cultural norms and expectations. Having the option to choose who was present during a consultation was part of feeling safe with a health service, particularly for Māori, a collective-based society [25], who, in general, prefer having support people from their whānau (family) accompanying them to a consultation; however, some Māori participants indicated that they would prefer to be unaccompanied for privacy reasons. Hence, having the choice of a support person being present is important to meet Māori cultural needs and enhance their engagement with telehealth. However, some non-Māori participants indicated that they would also like to be able to choose whether and whom they could have present at a consultation, hence making this a choice option for anyone:

I don’t mind a [family] member there just helping and setting everything up [telehealth consultation]...[when talking with a doctor], but I really don’t need some of my whānau [family] knowing that I have a problem somewhere else. [Region 1 participant]

Travel was another important determinant for accessing health care services. Some participants liked to combine a visit to health care services in the town with other activities such as shopping, visiting the library, performing social activities, picking up medications from the pharmacy, or having a blood test. The preferred mode of transport varied: some participants favored a rural bus service that went from their rural community to the local town, particularly if they were unable to drive, did not have a driving license, or were unable or unwilling to ask for a lift to town:

...bus options were also limited...it’s just the one bus [available bus service] but think of all the people who might potentially use the xxx bus, they’re mainly using friends and family. So, if you're [living] out here and you don’t have a car, you would be having someone take you... but how often can you ask your friends [to drive you]? [Region 4 participant]

However, other participants did not like traveling on such a bus as it took up most of the day, and users found it very tiring. Some rural regions did not have a rural bus service, and without other options for transport, people stayed home and did not access any health care. One of the participants clearly stated the outcome:

...but I can’t make it [the travel], so I go without [healthcare]. A lot of us go without [health care]...they die! [Region 1 participant]

Accessing specialist care was a major issue that was raised, and travel times could be up to 6 to 8 hours 1 way to see a specialist depending on road conditions, often requiring an overnight stay. The ability to have a specialist consultation via telehealth would mitigate the anxiety associated with driving long distances and navigating large cities. Telehealth was a popular option for accessing specialist services for almost all participants. One of the participants said the following:

If I’ve got to go [to see a specialist], I go the day before because I suffer really badly from anxiety, I can’t do long trips and I drive myself, so I’ve got to take someone [with me]... [Region 1 participant]

Accessing mental health services was highlighted as another service in which telehealth could have a large impact:

Accessing mental health services...there is a level of stigma if you live in a small community—if you walk into a counsellor’s office, you feel exposed, so having the session from home means you have the comfort, and it may mean that treatment is sought, rather than not...and you can have loved ones with you sharing that time [Region 2 participant]

Combining other services such as point-of-care testing, blood tests, and hearing and vision testing were suggestions for telehealth hubs, as well as medication delivery to home or to the site of telehealth services for collection. Banking services, where many are promoted to be accessed on the web or via regional branches with limited operating days and hours, and taxation services, where the main access is via email or automated phone answering services, are known to be problematic for older adults living in rural communities,
particularly those with sensory loss or mobility issues. Options for a combination of mobile telehealth and non–health care services, with an accompanying technical support person to assist older adults with technical aspects coming out to rural communities, were well received.

An older adult participant shared with us why they would support mobile services:

“I’m not game [confident] to do online banking, because all these years we’ve had a cheque book, [checking account] well, they’re gone now. I haven’t gone on online, but I’ve gone on to phone banking which, I don’t know how much safer it is [Region 2 participant]

Choice in Consultation Type
The second subtheme was having a choice on how to have a consultation, for example, by video, phone, patient portals, text, or email. Having a choice of device—mobile phone, tablet, PC, and laptop—was also important:

I had a phone consultation with our pharmacist, it was absolutely fabulous [Region 3 participant]

In fact, some participants were annoyed when they realized what telehealth was and that they had not been offered this as an option by their health care provider:

Out of the four consultations I’ve had since last March, one has been a phone [consultation], and the other three I’ve gone in [in person to see the GP], and I didn’t need to go in for any of those four [consultations] [Region 1 participant]

Using telehealth for regular reviews was raised by many participants:

I would be happy to check in to the medical centre via video to make the check-ins 6 monthly rather than 3 monthly [Region 4 participant]

Using telehealth to see whether an in-person visit was needed was also raised:

...if you had video, you could talk with the GP; you could show your husband’s swollen legs, or that he couldn’t move his arms,...or that doctor could look at his legs and say “take more frusemide” because he knows what medications he is on [Region 3 participant]

Furthermore, using telehealth to provide access to services otherwise unavailable or inaccessible was raised:

I think it’s unreasonable for us to expect to have services on tap [instant access], I think it all gets back to connectivity, and if I can talk to the physio on the phone or zoom and she can see how I’m going in my own house, I think that’s what we need [Region 4 participant]

Choice in Telehealth Deployment
The final subtheme considered the deployment of telehealth services. For participants who were very comfortable using digital technology, there was a desire to use it from home. One of the participants said the following:

All the way through my [treatment], I have gone to only a couple of appointments, I never went to my GP here, ever,...I don’t want to be driving. Something clicked when this happened, and I thought I’m not going to use my energy for all of that [travelling]...I did it all on my phone, I wasn’t concerned about seeing their visual [Region 4 participant]

However, most indicated that they would prefer some sort of hub, with the required secure technology and a technology support person available. Some communities indicated a preference for a fixed telehealth hub located at a community hall, primary care provider building, or local rural hospital. The repurposing of existing facilities was supported:

We have WiFi here at the meeting hall, we have set it up and that was one of the reasons to push on our side, was so that if we needed to have the doctor on [present on a telehealth call], he could link up [with us] [Region 1 participant]

However, others suggested a mobile option for a telehealth hub, with a bus that travels around a set schedule of rural communities with a technology support person and maybe a nurse or health care assistant:

...my grandson had some teeth work done in the dental caravan, she [the dental nurse in the caravan] was able to do a zoom conference to the dentist in the hospital [Region 1 participant]

The idea of mobile health services is not new to New Zealand; there is a mammogram bus, surgery bus, and dental bus that travel around the country to different rural areas, and additional services such as a mobile echocardiogram service in areas with high rates of heart disease are planned. Thus, the idea of mobile telehealth services, either separate from or incorporated into existing mobile services is not unreasonable. The idea of staffing the bus with someone who could assist in the primary purpose of the bus in addition to providing digital technology support for the consumer was popular. For example, the mobile service could enable a telehealth consultation with a specialist located in another region and support the consumer through experience with digital education so that they may choose to undertake telehealth consultations in the future.

Barriers and Enablers
Mapping these themes and subthemes to barriers and enablers is shown in Textbox 4. Often, an enabler is the opposite of a barrier; for example, one of the enablers is reliable connectivity—the opposite of this barrier is unreliable connectivity.
### Textbox 4. Barriers and enablers.

#### Themes and subthemes mapped to barriers and enablers

- **Barriers**
  - Unreliable connectivity
  - Cost—network, devices, and data
  - Lack of access to devices
  - Security or privacy concerns
  - Low technology comfort level
  - Low digital literacy
  - Health service waiting times
  - Poor communication
  - Poor service coordination
  - Lack of services
  - Cost of health services

- **Enablers**
  - Reliable connectivity
  - Trust
  - Having choice
  - Flexible to individual or community needs
  - Easy to use
  - Support
  - Training
  - Reduction in travel
  - Culturally safe
  - Variety of deployment
  - Access to a wide range of services (health and nonhealth)

### Discussion

#### Principal Findings

The work reported in this paper is part of an exploratory project that investigates how underserved rural communities would like to use telehealth to improve their access to health services. In total, 7 focus groups and 10 interviews (pivoted from focus groups because of the COVID-19 lockdown) comprising 98 adults aged ≥55 years from 4 rural areas discussed their future needs for health services, how telehealth could improve access to these health services, and the barriers and enablers to using telehealth for their rural communities. Diversity was evident within the chosen rural communities, and all participants faced multiple challenges related to their access to health care services.

Rural communities are keen to adopt telehealth; therefore, the time is right to deliver health services by telehealth, although it needs to be implemented correctly the first time.

Although telehealth has been used in the health sector for decades, albeit in a limited capacity, the term telehealth is not well understood by consumers, and there is a lack of consumer awareness of the availability, benefits, and device options for telehealth. However, those who have used telehealth to access health services find it extremely helpful and would willingly use it again. Thus, providing opportunities for consumers to see telehealth in action and use it with appropriate support and digital literacy training would increase their understanding and awareness of telehealth and subsequently increase telehealth adoption.

The findings from this study align with the concept of co-design, identifying benefits for the user as opposed to the provider organization, leading to increased alignment with user requirements and user acceptance [44]. Partnership, participation, and active protection, the 3 principles within the Treaty of Waitangi [31], which includes the Māori voice in the design of telehealth systems with rural communities rather than for rural communities, can increase the successful use of telehealth to improve access to health care for different communities. The inclusion of the rural consumer voice will go somewhat toward addressing some of the inequity that exists with access to digital options for underserved communities.
The best choice for the mode of telehealth deployment—mobile digital technology bus, fixed venue, hybrid approach, or extending rural hospital capability—will vary among different rural communities, and there may be further solutions that have not been identified in this research. Combining telehealth services (either via mobile bus or fixed) at community venues with point-of-care testing or blood tests, hearing and vision testing, and social and health-based activities (such as mum and baby sessions, coffee or tea, wellness checks, and vaccinations), as well as allowing the use of telehealth technology to deliver access to nonhealth services such as web-based banking, would add value to telehealth systems and thus increase telehealth acceptance and use.

**Barriers and Enablers: Trust and Choice**

The barriers and enablers shown in Textbox 4 align with other studies [4,45,46] and with the findings of previous studies by 2 of the authors who explored using sensor technology to support aging in place [47,48].

However, the themes of trust and choice have not been identified as enablers of telehealth. These themes, and their associated subthemes, align with the access dimensions discussed by Penchansky and Thomas [34], particularly those relating to connectivity and device availability, affordability, and accessibility. The addition of awareness by Saurman [35] is also clearly shown in this study, as many participants were unaware of both available health services and telehealth and of how to use digital technology that forms the basis of telehealth.

Trust is central to health care [49], easy to lose, and very hard to regain [50]. Implementing telehealth in an ad hoc manner that is difficult for users to connect to, with poor experiences, will not engender the needed sense of trust in the telehealth system. Hence, it is critical that telehealth implementations are culturally appropriate, well planned, sufficiently resourced, and have end user support. An example is the unreliable or absent connectivity experienced by the participants. The selected locations had some connectivity [51]; however, the participants’ experience was poor. This raises the issue that it is not just the existence of broadband coverage but also the quality of that coverage that must be considered to determine whether it is sufficient to sustain a telehealth consultation.

Choice requires having the option to select between ≥ 2 possibilities and, thus, that > 1 possibility exists and is known. Individuals and rural communities face similar but different challenges to urban dwellers, and they already have a limited choice with broadband provider options and data speeds; hence, having a choice over how to access health services will enable them to better engage with telehealth. For example, having a choice over devices that fit their income or that can connect to the available broadband, or over telehealth services that are delivered in a way that makes them feel safe and welcomed, will enable people in underserved rural communities to engage with telehealth.

Importantly, building trust and choice into telehealth system design would result in telehealth systems that are culturally appropriate for First Nations’ people and indigenous populations who already experience significant inequity in access to health care and health outcomes [30,52,53].

**Limitations**

Beyond the limitations inherent to the nature of conducting focus groups [54], although rich data in consistent themes were obtained, care should be taken with reproducibility and transferability of the findings drawn from the study and beyond the study locations and these rural underserved communities. As the number of focus groups and phone interviews grew, discussions with participants became transferable, and fewer new themes were raised; however, data saturation and the end of data collection are contentious and much debated topics with different definitions [55]. It is possible that other researchers may interpret the data into different themes or that further analysis might identify additional or different codes, as the nature of qualitative research is that it is subjective and therefore influenced by researchers’ personal biases [56].

Two main aspects determined the end of data collection for this project; available resources and the collection of sufficient data to enable meaningful, albeit subjective, analysis and inferences to be drawn by the researchers. The participants were not drawn from a random sample of individuals; rather, they actively volunteered to be involved in the study. The research was constrained in terms of the time to complete the project, with the added complication of needing to cancel 2 scheduled focus groups because of the second national COVID-19 pandemic lockdown and reverting from these last 2 focus groups to scheduling 10 separate phone interviews in an entirely new region. It could be argued that reverting to 10 separate phone interviews provided ≥ 8 hours to the transcription content and, therefore, even more credibility in obtaining thick, rich data from participants [32]. The team also had a cap on funding, limiting further exploration.

Finally, the impact that the COVID-19 pandemic may have had on recruitment, mode of engagement, and consumer attitudes toward telehealth must be considered.

**Conclusions**

The participants from the underserved rural communities were keen to use telehealth to access health services but wanted more information about, and support to use, telehealth systems. Rural communities want to be involved in designing telehealth services available in their communities. Maintaining trust and supporting choice in the use of telehealth to access health care are key enablers of telehealth acceptance.
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Abstract

Background: Atrial fibrillation affects approximately 4% of the world’s population and is one of the major causes of stroke, heart failure, sudden death, and cardiovascular morbidity. It can be difficult to diagnose when asymptomatic or in the paroxysmal stage, and its natural history is not well understood. New wearables and connected devices offer an opportunity to improve on this situation.

Objective: We aimed to validate an algorithm for the automatic detection of atrial fibrillation from a single-lead electrocardiogram taken with a smartwatch.

Methods: Eligible patients were recruited from 4 sites in Paris, France. Electrocardiograms (12-lead reference and single lead) were captured simultaneously. The electrocardiograms were reviewed by independent, blinded board-certified cardiologists. The sensitivity and specificity of the algorithm to detect atrial fibrillation and normal sinus rhythm were calculated. The quality of single-lead electrocardiograms (visibility and polarity of waves, interval durations, heart rate) was assessed in comparison with the gold standard (12-lead electrocardiogram).

Results: A total of 262 patients (atrial fibrillation: n=100, age: mean 74.3 years, SD 12.3; normal sinus rhythm: n=113, age: 61.8 years, SD 14.3; other arrhythmia: n=45, 66.9 years, SD 15.2; unreadable electrocardiograms: n=4) were included in the final analysis; 6.9% (18/262) were classified as Noise by the algorithm. Excluding other arrhythmias and Noise, the sensitivity for atrial fibrillation detection was 0.963 (95% CI lower bound 0.894), and the specificity was 1.000 (95% CI lower bound 0.967). Visibility and polarity accuracies were similar (1-lead electrocardiogram: P waves: 96.9%, QRS complexes: 99.2%, T waves: 91.2%; 12-lead electrocardiogram: P waves: 100%, QRS complexes: 98.8%, T waves: 99.5%). P-wave visibility accuracy was 99% (99/100) for patients with atrial fibrillation and 95.7% (155/162) for patients with normal sinus rhythm, other arrhythmias, and unreadable electrocardiograms. The absolute values of the mean differences in PR duration and QRS width were <3 ms, and more than 97% were <40 ms. The mean difference between the heart rates from the 1-lead electrocardiogram calculated by the algorithm and those calculated by cardiologists was 0.55 bpm.

Conclusions: The algorithm demonstrated great diagnostic performance for atrial fibrillation detection. The smartwatch’s single-lead electrocardiogram also demonstrated good quality for physician use in daily routine care.

Trial Registration: ClinicalTrials.gov NCT04351386; http://clinicaltrials.gov/ct2/show/NCT04351386

(JMIR Form Res 2022;6(11):e37280) doi:10.2196/37280
Introduction

Atrial fibrillation is the most common form of arrhythmia in the world—it affects 8 million people in Europe and 5 million people in the United States [1]. Experts believe that the number of patients with atrial fibrillation will increase in the next few years to one-quarter of middle-aged adults in the United States and in Europe [2,3]. Despite improvements in its management, atrial fibrillation remains one of the major causes of stroke, heart failure, sudden death, and cardiovascular morbidity in the world [3,4].

Atrial fibrillation is associated with a 5-fold increase in the risk of stroke [5-9]. Large randomized controlled trials [10,11] are underway to evaluate stroke prevention by using anticoagulation treatment in patients with subclinical atrial fibrillation. Asymptomatic patients represent 32.6% to 39.4% of patients in large international registries [12,13]. Thus subclinical atrial fibrillation could represent approximately one-third of the atrial fibrillation population [14] and is admittedly found frequently among older adults [15,16].

Traditionally, atrial fibrillation is diagnosed using an electrocardiogram (ECG), a Holter monitor worn for 24 to 48 hours, an event recorder monitoring heart activity for several weeks, or implanted pacemakers or defibrillators with an atrial lead. There is trade-off in efficacy of detection of paroxysmal atrial fibrillation between short- and long-term monitoring.

Given the increasing number of patients with asymptomatic atrial fibrillation, new simple and efficient diagnostic devices are important supplements to traditional methods to allow early diagnosis [17], screening [18], or management [19]. It is therefore crucial that these devices be evaluated in clinical studies in comparison with standard 12-lead electrocardiography [20].

We aimed to validate the diagnostic performance (ie, classification into atrial fibrillation or normal sinus rhythm) and safety of a single-channel ECG smartwatch (ScanWatch, Withings) and its associated software (Scan Monitor, Withings Inc), in the detection of atrial fibrillation in comparison with reference diagnoses made by independent blind cardiologists using simultaneously recorded 12-lead ECG.

Methods

Study Design and Population

We conducted a prospective nonrandomized open-label comparative multicenter study. Cardiology in-patients and out-patients were consecutively screened from 4 sites in Paris, France. Inclusion criteria were male or female patients aged 18 years or older with atrial fibrillation or sinus rhythm, recruited with a 1:1 ratio. Patients with pacemakers, who were physically incapable of wearing a watch on their wrist, with linguistic or mental incapacity that precluded signing a written informed consent form, or vulnerable individuals (as defined by French regulation) were not included. Eligible patients were informed and provided consent prior to any study-related procedure.

Study Procedures

Data Collection

For each patient, simultaneous 30-second single-lead ECGs were recorded with ScanWatch with embedded software (Scan Monitor) and 12-lead ECGs recorded with Schiller Cardiovit FT1 electrocardiograph (CE marked and FDA cleared [21]).

ScanWatch uses 3 dry electrodes to record a 30-second single-lead ECG that is similar to lead I of a traditional 12-lead ECG. A real-time signal captured with the watch is streamed to a smartphone app (Health Mate, Withings; for Android and iOS), stored, exported in PDF format, and classified into 4 categories—atrial fibrillation, normal sinus rhythm, noise, or other—by the proprietary algorithm. The classification is performed on 30-second recordings using features related to the visibility of P waves and the irregularity of R-R intervals. Algorithm classifications were kept on Withings servers, and investigators were blinded from it. Data from the 12-lead ECG were exported using DICOM/HL7 ECG Waveform Export software (SemaServer, version 19.02; Schiller) in accordance with manufacturer’s instructions. Patient information and data were collected and reported by site staff on the study case report form.

Data Review

The 12-lead reference ECGs and single-lead smartwatch ECGs were independently reviewed by blinded, board-certified cardiologists. Each recording was reviewed by 3 reviewers. The reviewers were instructed to classify each recording into one of the following categories: (1) normal sinus rhythm, (2) atrial fibrillation, (3) supraventricular tachycardia, (4) abnormal rhythm, such as frequent premature atrial contractions, frequent premature ventricular contractions, atrial flutter, ventricular tachycardia, ventricular fibrillation, second-degree atrivoentricular block type I, second-degree atroventricular block type II, third-degree atrioventricular block, and other, or (5) uninterpretable (ie, a classification cannot be made as the strip is not adequate for reading). If there were multiple rhythms, reviewers reported all the rhythms, then classified the recording in one of the above classes with justification. If there was a discrepancy between reviewers’ classifications, the diagnosis of the majority was retained. For the 3 primary rhythms (normal sinus rhythm, atrial fibrillation, and supraventricular tachycardia), if classifications differed, the final classification was determined by consensus.

Reviewers’ classifications were compared to the algorithm’s automatic classification of the single-channel strips collected with the smartwatch to assess atrial fibrillation detection performance. The software classified the smartwatch strips as normal sinus rhythm, atrial fibrillation, Noise, or other...
arrhythmia (supraventricular tachycardia and other abnormal rhythm reference diagnoses were pooled).

To assess the quality of the single-lead ECG signals generated by the smartwatch and whether the smartwatch could be used by cardiologists in clinical practice, cardiologists assessed the visibility and polarity of P, QRS, and T waves; measured the durations of PR, QRS, and QT intervals; and measured heart rate. An additional reviewer selected a well-defined beat to be later used by the reviewers for secondary outcome measures.

Diagnoses made by the reviewers from the single-channel strips generated by the smartwatch were compared with those from the 12-lead ECG.

Statistical Analysis

The primary outcomes were sensitivity and specificity of atrial fibrillation detection. Sensitivity and specificity were calculated, first, by considering all available categories, and second, by excluding Other and Noise. The reason for the second calculation is that the device is primarily intended to discriminate between atrial fibrillation and normal sinus rhythm. Calculated sensitivities and specificities are reported with their lower confidence interval bounds; their positive and negative likelihood ratios were also calculated.

Continuous variables were expressed as mean and standard deviation, or median and range, while categorical variables were expressed as numbers and proportions. Exact 95% confidence intervals of proportions were calculated with the Clopper-Pearson method. Results for the 4 classes (atrial fibrillation, normal sinus rhythm, Noise, and Other) are presented with a 4×4 confusion matrix.

Results

Population Characteristics

Between December 2019 to April 2021, 283 patients were enrolled in the study; however, 10 patients prematurely discontinued their participation, and 11 patients were excluded, which resulted in an analysis set of 262 patients (Figure 1). Patients characteristics (men: n=160, women: n=102; age: mean 67.7 years, SD 14.8, BMI: mean 27.5, SD 5.7 kg/m²) are presented in Table 1.
Table 1. Baseline patient characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All patients (n=262)</th>
<th>Atrial fibrillation (n=100)</th>
<th>Normal sinus rhythm (n=113)</th>
<th>Other arrhythmias (n=45)</th>
<th>Unreadable ECG(^a) (n=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>67.7 (14.8)</td>
<td>74.3 (12.3)</td>
<td>61.8 (14.3)</td>
<td>66.9 (15.2)</td>
<td>78.8 (12.5)</td>
</tr>
<tr>
<td><strong>Height (cm), mean (SD)</strong></td>
<td>169.2 (9.2)</td>
<td>168.8 (9.4)</td>
<td>169.7 (9.2)</td>
<td>169.3 (9.0)</td>
<td>163.8 (7.8)</td>
</tr>
<tr>
<td><strong>Weight (kg), mean (SD)</strong></td>
<td>78.9 (17.6)</td>
<td>79.1 (19.1)</td>
<td>79.1 (15.1)</td>
<td>78.9 (20.1)</td>
<td>67.8 (18.7)</td>
</tr>
<tr>
<td><strong>BMI(^b) (kg/m(^2)), mean (SD)</strong></td>
<td>27.5 (5.7)</td>
<td>27.6 (6.0)</td>
<td>27.5 (5.1)</td>
<td>27.5 (6.4)</td>
<td>25.3 (6.5)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>102 (38.9)</td>
<td>42 (42.0)</td>
<td>39 (34.5)</td>
<td>18 (40.0)</td>
<td>3 (75.0)</td>
</tr>
<tr>
<td>Male</td>
<td>160 (61.1)</td>
<td>58 (58.0)</td>
<td>74 (65.5)</td>
<td>27 (60.0)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td><strong>Patient follow-up at site during study procedure, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-patient</td>
<td>205 (78.2)</td>
<td>91 (91.0)</td>
<td>72 (63.7)</td>
<td>38 (84.4)</td>
<td>4 (100)</td>
</tr>
<tr>
<td>Out-patient</td>
<td>57 (21.8)</td>
<td>9 (9.0)</td>
<td>41 (36.3)</td>
<td>7 (15.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Cardiovascular medical history, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>122 (46.6)</td>
<td>91 (91.0)</td>
<td>11 (9.7)</td>
<td>19 (42.2)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td>Valvular heart disease with or without intervention before inclusion</td>
<td>46 (17.6)</td>
<td>25 (25.0)</td>
<td>12 (10.6)</td>
<td>8 (17.8)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td>Coronary artery disease with or without coronary artery bypass grafting before inclusion</td>
<td>72 (27.5)</td>
<td>27 (27.0)</td>
<td>30 (26.5)</td>
<td>14 (31.1)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>26 (9.9)</td>
<td>20 (20.0)</td>
<td>3 (2.7)</td>
<td>3 (6.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Myocardial infarction or ischemic cardiopathy</td>
<td>31 (11.8)</td>
<td>17 (17.0)</td>
<td>9 (8.0)</td>
<td>5 (11.1)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Transient ischemic attack or stroke</td>
<td>12 (4.6)</td>
<td>9 (9.0)</td>
<td>2 (1.8)</td>
<td>1 (2.2)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Peripheral arterial obstructive disease</td>
<td>18 (6.9)</td>
<td>7 (7.0)</td>
<td>8 (7.1)</td>
<td>3 (6.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Abdominal aortic aneurysm</td>
<td>4 (1.5)</td>
<td>1 (1.0)</td>
<td>3 (2.7)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Cardiovascular risk factors, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>135 (51.5)</td>
<td>60 (60.0)</td>
<td>51 (45.1)</td>
<td>23 (51.1)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>90 (34.4)</td>
<td>36 (36.0)</td>
<td>39 (34.5)</td>
<td>15 (33.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Former or current smoker</td>
<td>77 (29.4)</td>
<td>28 (28.0)</td>
<td>36 (31.9)</td>
<td>13 (28.9)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Overweight</td>
<td>70 (26.7)</td>
<td>27 (27.0)</td>
<td>32 (28.3)</td>
<td>9 (20.0)</td>
<td>2 (50.0)</td>
</tr>
<tr>
<td>Obesity</td>
<td>42 (16.0)</td>
<td>14 (14.0)</td>
<td>22 (19.5)</td>
<td>6 (13.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>57 (21.8)</td>
<td>23 (23.0)</td>
<td>23 (20.4)</td>
<td>11 (24.4)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Position during ECG recording, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supine</td>
<td>115 (43.9)</td>
<td>44 (44.0)</td>
<td>50 (44.2)</td>
<td>18 (40.0)</td>
<td>3 (75.0)</td>
</tr>
<tr>
<td>Sitting</td>
<td>147 (56.1)</td>
<td>56 (56.0)</td>
<td>63 (55.8)</td>
<td>27 (60.0)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td><strong>Wrist</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>179 (68.3)</td>
<td>66 (66.0)</td>
<td>82 (72.6)</td>
<td>30 (66.7)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td>Right</td>
<td>83 (31.7)</td>
<td>34 (34.0)</td>
<td>31 (27.4)</td>
<td>15 (33.3)</td>
<td>3 (75.0)</td>
</tr>
<tr>
<td><strong>Skin type, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>204 (77.9)</td>
<td>82 (82.0)</td>
<td>84 (74.3)</td>
<td>35 (77.8)</td>
<td>3 (75.0)</td>
</tr>
<tr>
<td>Mediterranean/Arabic</td>
<td>35 (13.4)</td>
<td>15 (15.0)</td>
<td>13 (11.5)</td>
<td>6 (13.3)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td>Black</td>
<td>23 (8.8)</td>
<td>3 (3.0)</td>
<td>16 (14.2)</td>
<td>4 (8.9)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

\(^a\)ECG: electrocardiogram.

\(^b\)BMI: body mass index.

The atrial fibrillation group (mean 74.3 years, SD 12.3) was significantly older than the normal sinus rhythm group (mean 61.8 years, SD 14.3, \(P<.001\)) and other arrhythmia groups (mean 66.9 years, SD 15.2, \(P=.002\)). Similarly, the proportion of
in-patients was higher in the atrial fibrillation group (91/100, 91%) than those in the normal sinus rhythm (72/113, 64%) and other arrhythmia groups (38/45, 84%). Out-patients (age: mean 59.1 years) were significantly younger (P<.001) than in-patients (age: mean 70.1 years).

Among all cardiovascular risk factors, hypertension was the most represented in all subgroups (atrial fibrillation: 60/100, 60%; normal sinus rhythm: 51/113, 45%; other arrhythmia: 23/45, 51%).

Cardiovascular arterial disease was the most represented cardiovascular risk with similar prevalences across the 3 subgroups (atrial fibrillation: 27/100, 27%; normal sinus rhythm: 30/113, 27%; other arrhythmia: 14/45, 31%). Only 9 patients (9/100, 9%) in the atrial fibrillation subgroup did not have a history of atrial fibrillation before participating in the study. No adverse events occurred during the study.

**Automatic Atrial Fibrillation Detection Performance**

Supraventricular tachycardia was not diagnosed by any of the independent cardiologist reviewers using 12-lead ECGs. No consensus meetings were needed. The average accuracy of the 3 cardiologists was 0.92 (mean Cohen \( \kappa = 0.88 \)).

Four reference ECG were labeled as Noise, 2 of which were classified as Noise by ECG Monitor, and 2 as atrial fibrillation. ECG Monitor classified 6.9% (18/262) of the recordings performed with the watch as Noise, but none was from a patient with normal sinus rhythm (Table 2). When considering all 4 categories, the sensitivity to detect atrial fibrillation was 0.77 (95% CI lower bound 0.675), and the specificity was 0.965 (95% CI lower bound 0.912). Of the 113 normal sinus rhythm diagnoses based on the 12-lead reference ECG, only 1 (0.85%) was classified as Noise by the algorithm, and 13 (13.0%) patients diagnosed with atrial fibrillation based on the 12-lead reference ECG were classified as Noise by the algorithm. When excluding the categories other arrhythmia and Noise from the calculation, the sensitivity was 0.963 (95% CI lower bound 0.894), and the specificity was 1.000 (95% CI lower bound 0.967). Inconclusive measurements (Other and Noise) occurred more frequently in patients >65 years old (odds ratio [OR] 4.34, 95% CI 1.25-15.09; \( P=.02 \)) and in patients with previously diagnosed atrial fibrillation (OR 3.75, 95% CI 1.43-9.87; \( P=.007 \)). While not statistically significant, in-patients and patients with hypertension or valvular heart disease tended to have more inconclusive ECGs.

<table>
<thead>
<tr>
<th>Algorithm classification (Smartwatch 1-lead ECG)</th>
<th>Cardiologist diagnosis from 12-lead ECG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal sinus rhythm</td>
<td>Noise, n</td>
</tr>
<tr>
<td>109</td>
<td>0</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>77</td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
</tr>
<tr>
<td>Noise</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>113</td>
</tr>
</tbody>
</table>

**ECG Signal Quality**

**Diagnostic Accuracy**

The sensitivity for detecting atrial fibrillation was 0.89; the specificity was 0.912 (Table 3). The average accuracy between the 3 cardiologists reading single-channel recordings from the smartwatch was 0.785, and the average Cohen \( \kappa \) was 0.675, which reflected strong agreement between reviewers.

<table>
<thead>
<tr>
<th>Cardiologist diagnosis (1-lead ECG) vs 12-lead ECG.</th>
<th>Cardiologist diagnosis from 12-lead ECG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal sinus rhythm</td>
<td>Noise, n</td>
</tr>
<tr>
<td>103</td>
<td>0</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
</tr>
<tr>
<td>Noise</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>113</td>
</tr>
</tbody>
</table>

\( ^{a} \)ECG: electrocardiogram.
Visibility and Polarity

P-wave visibility accuracy was 99% (99/100) in patients with atrial fibrillation and 95.7% (155/162) when excluding patients with atrial fibrillation (Table 4).

Table 4. Cardiologist review of 1-lead electrocardiogram (ECG) versus 12-lead ECG: P-wave, T-wave, and QRS-complex visibility.

<table>
<thead>
<tr>
<th>Visibility</th>
<th>Identified (n) and accuracy (%) (n=262)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P wave</td>
<td>254 (96.9)</td>
</tr>
<tr>
<td>QRS complex</td>
<td>260 (99.2)</td>
</tr>
<tr>
<td>T wave</td>
<td>239 (99.5)</td>
</tr>
</tbody>
</table>

Polaritya

<table>
<thead>
<tr>
<th>Polarity</th>
<th>Identified (n) and accuracy (%) (n=262)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P wave</td>
<td>88 (100)</td>
</tr>
<tr>
<td>QRS complex</td>
<td>254 (98.8)</td>
</tr>
<tr>
<td>T wave</td>
<td>183 (99.5)</td>
</tr>
</tbody>
</table>

a n=88, n=257, and n=184 for P wave, QRS complex, and T wave, respectively.

Interval Durations

Except for QT intervals, mean difference absolute values for difference in PR duration and QRS width were less than 3 ms and more than 97% of these differences were less than 40 ms (Table 5).

Table 5. Interval duration differences between the algorithm’s and cardiologists’ assessments.

<table>
<thead>
<tr>
<th>Duration difference (ms), mean (SD)</th>
<th>Difference &lt;40 ms, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR duration</td>
<td>−2.79 (17.25)</td>
</tr>
<tr>
<td>QRS width</td>
<td>−0.46 (18.91)</td>
</tr>
<tr>
<td>QT duration</td>
<td>7.13 (26.30)</td>
</tr>
</tbody>
</table>

Heart Rate

For reviewers’ assessments of heart rate, 1-lead versus 12-lead ECG had the smallest difference (mean 0.03 bpm, SD 0.46). The largest difference was observed between the heart rate calculated by the algorithm compared with that by cardiologists based on 12-lead ECG (mean 0.63 bpm, SD 7.06). The mean difference between heart rates calculated by the algorithm and those by cardiologists based on 1-lead ECG was 0.55 bpm (SD 6.46) (Figure 2).
Discussion

Study Strengths

Biases were limited by recruiting consecutive patients, taking the recordings simultaneously, centralizing ECG review with independent blinded reviewers, and standardizing the review process. Participants were in- and out-patients from cardiology services with multiple comorbidities. None was familiar with the device beforehand.

Principal Results and Comparison With Prior Work

Performance for Automatic Atrial Fibrillation Detection by Scan Monitor Software

Only 4 reference ECGs were deemed unreadable; this may occur for multiple reasons especially movements during the measurements.
The algorithm’s ability to discriminate between atrial fibrillation and normal sinus rhythm was calculated both considering all 4 initial categories (sensitivity 0.770; specificity 0.965) and excluding Other and Noise signals (sensitivity 0.963; specificity 1.000).

Misclassifications for patients normal sinus rhythm or atrial fibrillation were very rare. In particular, the rate of false positives was 2.7% (3/113) for normal sinus rhythm, and no patients with atrial fibrillation were classified as patients with normal sinus rhythm by the algorithm. Most false negatives were misclassifications of other arrhythmias, while false positives were mostly misclassifications of patients with normal sinus rhythm or atrial fibrillation as Other. This is unfortunately associated with the algorithm development process being optimized to accurately identify atrial fibrillation and distinguish atrial fibrillation from normal sinus rhythm. Therefore, automatic classification reliability on patients with arrhythmias other than atrial fibrillation may be decreased.

These results are quite similar to those from studies on other wearable devices, such as the Apple Watch (Apple Inc) [23], the Kardia Band (AliveCor) [24], and devices by other manufacturers [25-28] (Table 6). The Apple study recruited, by far, the most patients: almost twice the number included in our study and 4 times that in [24]. All the devices had high rates of noisy or poor-quality signals (6.9% to 16.6%). For data loss, there was only 1 case (1/283, 0.4%) with ScanWatch, none (0/169, 0%) in the Kardia band study [24], and 7.6% (46/602) in Apple Watch study. Moreover, ScanWatch and Kardia band classified 11.3% (24/213) and 17.2% (29/169), respectively, of atrial fibrillation and normal sinus rhythm signals as other arrhythmias (or as unclassified or inconclusive); Apple Watch had only 2.2% (13/602) of such errors, and consequently, had higher sensitivities and specificities than ScanWatch and Kardia band. Overall, Kardia band was less accurate than ScanWatch and Apple Watch, with ScanWatch being more accurate than the Apple Watch for detecting normal sinus rhythm.

Only sparse data were found for other manufacturers. For Samsung’s ECG monitor, 16.8% of ECG recordings were considered either inconclusive or of poor quality [26], similar to Kardia band and Apple Watch; sensitivity was 98.1%, and specificity was 100%. Similarly, Fitbit ECG app performances were 98.7% and 100% for correctly detecting atrial fibrillation and normal sinus rhythm, respectively [28]. Similar results were published for Amazfit [27,29].

Table 6. Performances of commercially available devices with electrocardiogram (ECG) sensors.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients recruited, n</td>
<td>283</td>
<td>602</td>
<td>169</td>
<td>192</td>
<td>544</td>
<td>401</td>
<td>114</td>
<td>472</td>
</tr>
<tr>
<td>Patients analyzed, n</td>
<td>262</td>
<td>553</td>
<td>169</td>
<td>192</td>
<td>544</td>
<td>401</td>
<td>114</td>
<td>440</td>
</tr>
<tr>
<td>Noise or unreadable, n</td>
<td>182 (6.9)</td>
<td>49 (8.9)</td>
<td>28 (16.6)</td>
<td>_a</td>
<td>(16.8)</td>
<td>15 (3.7)</td>
<td>2 (1.75)</td>
<td>—</td>
</tr>
<tr>
<td>Other or unclassifiable, n</td>
<td>33 (12.6)</td>
<td>19 (3.4)</td>
<td>29 (17.2)</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>All, n/N (%)</td>
<td>—/— (87.1)</td>
<td>—/— (85.2)</td>
<td>—/— (69.2)</td>
<td>_/— (87.1)</td>
<td>—/— (100)</td>
<td>_/— (98.1)</td>
<td>_/— (88.7)</td>
<td>_/— (98.7)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>77/100 (77.0)</td>
<td>236/277 (85.2)</td>
<td>63/91 (69.2)</td>
<td>_/— (82.5)</td>
<td>_/— (100)</td>
<td>_/— (98.7)</td>
<td>_/— (100)</td>
<td>_/— (98.7)</td>
</tr>
<tr>
<td>Specificity</td>
<td>109/118 (92.4)</td>
<td>238/263 (90.5)</td>
<td>37/78 (47.4)</td>
<td>_/— (95.9)</td>
<td>_/— (100)</td>
<td>_/— (98.0)</td>
<td>_/— (100)</td>
<td>_/— (100)</td>
</tr>
</tbody>
</table>

| Atrial fibrillation and normal sinus rhythm, n/N (%) | —/— (100) | —/— (98.1) | —/— (96.7) | —/— (88.7) | —/— (98.7) | —/— (100) | —/— (100) | —/— (100) |
| Sensitivity             | 77/80 (96.3)     | 236/240 (98.3)  | 63/68 (92.6)    | _/— (100)        | _/— (98.7)               | _/— (100)                | _/— (100)                | _/— (100)            |
| Specificity             | 109/109 (100)    | 237/238 (99.6)  | 37/44 (84.1)    | _/— (95.9)        | _/— (100)                | _/— (98.0)               | _/— (100)                | _/— (100)             |

*aNo data were available.

In addition, the ScanWatch algorithm had lower performance in heart failure (sensitivity 0.800, 95% CI lower bound 0.519), myocardial infarction or ischemic cardiopathy (sensitivity 0.769, 95% CI lower bound 0.462), and peripheral arterial obstructive disease (sensitivity 0.714, 95% CI lower bound 0.290) subgroups in detecting atrial fibrillation and normal sinus rhythm. All these patients had various comorbidities and associated medications. Moreover, 11 out of the 31 patients (35.5%) with a history of myocardial infarction or ischemic cardiopathy were also diagnosed with heart failure (ie, had multiple comorbidities).

In a registry-based study [30] conducted in 136 and 211 European cardiology centers, major ECG abnormalities were present in the majority of patients with heart failure. Out of 1460 patients with heart failure, 1222 had major ECG abnormalities with various patterns across the heart failure types [30], and the Euroheart Failure survey showed that ECG
abnormalities were present in 98% of patients with heart failure [31]. Older age and being male were associated with an increased risk of ECG abnormalities, as were history of advanced heart valve disease, chronic kidney disease, signs of heart failure decompensation, and use of diuretics and anticoagulants [31].

ECG abnormalities, such as abnormal rhythm, PR duration >250 ms, QRS interval ≥120 ms, and pathological Q waves can be found in most patients with multiple severe underlying diseases and risks factors. Similar patterns were observed in our study (Table 7). Although patients’ medications were not recorded in our study, specific heart failure ECG abnormality risk factors were recorded (sex, age, valvular heart disease, kidney disease). Patients with heart failure have multiple comorbidities that affect their ECGs, and such a population can present ECG abnormalities that are too complex for our algorithm—this represents an extreme worst-case scenario for the device’s algorithm—these patients alone represent 21.4% (56/262) of the study cohort.

Table 7. Patient subgroups (heart failure, peripheral arterial obstructive disease, myocardial infarction, or ischemic cardiopathy).

<table>
<thead>
<tr>
<th>Sex, n (%)</th>
<th>All other (n=206)</th>
<th>Heart failure (n=26)</th>
<th>Peripheral arterial obstructive disease (n=18)</th>
<th>Myocardial infarction or ischemic cardiopathy (n=31)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>124 (60.2)</td>
<td>18 (69.2)</td>
<td>10 (55.6)</td>
<td>20 (64.5)</td>
</tr>
<tr>
<td>Female</td>
<td>82 (39.8)</td>
<td>8 (30.8)</td>
<td>8 (44.4)</td>
<td>11 (35.5)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>66.2 (15.5)</td>
<td>75.3 (11.6)</td>
<td>74.3 (8.5)</td>
<td>71.9 (9.8)</td>
</tr>
<tr>
<td>Heart rate (bpm), mean (SD)</td>
<td>82.9 (19.9)</td>
<td>86.6 (23.0)</td>
<td>72.2 (10.9)</td>
<td>75.1 (18.8)</td>
</tr>
<tr>
<td>Valvular heart disease, n (%)</td>
<td>37 (18.0)</td>
<td>8 (30.8)</td>
<td>3 (16.7)</td>
<td>5 (16.1)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>42 (20.4)</td>
<td>7 (26.9)</td>
<td>5 (27.8)</td>
<td>6 (19.4)</td>
</tr>
<tr>
<td>QRS length (ms), mean (SD)</td>
<td>96.6 (29.4)</td>
<td>114.8 (35.3)</td>
<td>104.8 (26.4)</td>
<td>103.8 (26.5)</td>
</tr>
<tr>
<td>QRS &gt;120 ms, n (%)</td>
<td>32 (15.5)</td>
<td>10 (38.5)</td>
<td>5 (27.8)</td>
<td>7 (22.6)</td>
</tr>
</tbody>
</table>

1-Lead ECG Quality Assessment

To the best of our knowledge, this study proposes for the first time several criteria for device signal quality assessment without bias (quantitative assessment) that are based on criteria taken from clinical practice.

In total, cardiologists declared 8.8% (23/262) of the signals as uninterpretable, and 2 patients with atrial fibrillation were classified as normal sinus rhythm (2/100). These misclassifications may be explained by artifacts. However in some cases (eg, paroxystic atrial fibrillation is more difficult to diagnose with a 30-second recording), a confirmatory ECG can improve the reliability of the diagnosis.

Accuracies in the assessment of T-wave, P-wave, and QRS-complex visibilities and polarities were high (over 96%, except for T wave: 91%). The accuracy of PR, QRS, QT interval durations was good. In particular, the standard deviation of the differences fell below 20 ms for PR and QRS time intervals, which is less than half the length of the smallest graduation (1 mm) on a standard paper ECG trace (40 ms). The standard deviation of QT interval difference was slightly higher (SD 26.3 ms).

Because Apple used a different method to assess ECG waveform quality, a comparison of ECG quality between the devices was not possible.

Comparison of cardiologist-measured heart rate on the single-lead and lead I of the 12-lead reference ECG, yielded a 0 bias and a standard deviation of the difference of 0.5 bpm.

The standard deviation between automatic heart rate calculation by ScanWatch and heart rate measurements by cardiologists on lead I of a reference ECG was 7 bpm. This difference is a consequence of the different calculation methods between reviewers (mean over 10 seconds) and the algorithm (median heart rate over 30 seconds). Given the mean heart rate (mean 82.35, SD 19.9 bpm), the mean error between the heart rate measured by the device and that measured by the reviewers on the reference ECG (mean 0.63, SD 7.09 bpm) was considered acceptable (the accuracy of the detected heart rate shall be ±10% or ±5/min, whichever is greater [32]).

Limitations

Despite good diagnostic performance in discriminating between atrial fibrillation and normal sinus rhythm, arrhythmias other than atrial fibrillation were poorly identified: only 51.1% (23/45) of these signals were correctly classified. This poor performance was expected since, by design, the algorithm was trained to specifically identify atrial fibrillation and normal sinus rhythm. Flutter signals were not negligible in our population (13/45) and were misclassified as atrial fibrillation by the algorithm: they are not easily identifiable on lead I, even for a cardiologist. Nevertheless, it is encouraging that 80.0% (36/45) of Other signals were not classified as normal sinus rhythm. Unfortunately, patients’ medications at the time of the measurements were not recorded: the study lacks information about drugs that may affect cardiac rhythm.

The population enrolled in the study may not reflect the real-world use of the device: the study was conducted in cardiology services, but the device is intended for home use, some of the recordings were performed while patients were supine rather than seated, and no patients were familiar with the device before measurements, which may have increased the amount of noisy data collected.
Reduced accuracy of the machine learning classification algorithm in patients with multiple risk factors and comorbidities may be explained by the fact that data sets used to develop the algorithm did not include such specific populations. As we mentioned, these patients commonly present ECG abnormalities that may affect the algorithm’s performance.

Finally, only a single measurement was recorded per patient in order to limit potential bias and test the device in the worst-case scenario. In real-use conditions, a diagnosis from a cardiologist may improve using a second recording, and recording quality may also improve with patient’s practice.

Conclusions

ScanWatch, with its embedded software (Scan Monitor), was able to provide high-quality ECG traces that are adequate for clinical diagnosis of atrial fibrillation (ie, accurately discriminate between atrial fibrillation and normal sinus rhythm). Additional studies and additional machine learning work will be needed to increase the algorithm’s performance in distinguishing atrial fibrillation from other arrhythmias.

Such a device offers clinicians the ability to remotely monitor patients at risk of atrial fibrillation in their daily practice with a simple, accurate, and noninvasive wearable device.

Acknowledgments

This work was supported by Withings Inc. We thank all the investigators, for their work on the clinical trial, and patients, for their participation. We thank the reviewers for comments that brought more clarity to the manuscript. We would also like to thank our cardiologists (in charge of the independent electrocardiogram [ECG] review for the study): Dr Tanios Akiki, Dr Paul Masi, Dr Ardalan Sharifzadehgan, Dr Victoria Tea, Dr Noemie Tence, Dr Victor Waldmann for their contributions in the ECG review. Finally, we would like to thank Delphine Ladarre for her contributions during the early stages of the study preparations.

Authors’ Contributions

DC wrote the protocol, supervised the data analysis, and wrote part of the manuscript. VE supervised the study monitoring and wrote part of the manuscript. TdG and VE conducted the data management. TdG and PB conducted the statistical analyses. NG participated in the study design and reviewed the data analysis. JN was the coordinating investigator. DF, EP, and AP-R were lead site investigators. AF and TM-B were site investigators and wrote part of the manuscript.

Conflicts of Interest

DC, VE, TdG, PB, and NG are employees of Withings. JN received subsidies from Withings for the calibration study and this validation study. TM-B received subsidies from Withings for the calibration study. AF received consultancy fees from Withings.

References


Abbreviations

BMI: body mass index
ECG: electrocardiogram
OR: odds ratio

Edited by T Leung; submitted 14.02.22; peer-reviewed by E Chen, JB Park; comments to author 14.03.22; revised version received 26.04.22; accepted 28.04.22; published 04.11.22.

Please cite as:
Atrial Fibrillation Detection With an Analog Smartwatch: Prospective Clinical Study and Algorithm Validation
JMIR Form Res 2022;6(11):e37280
URL: https://formative.jmir.org/2022/11/e37280
doi:10.2196/37280
PMID:35481559

©David Campo, Valery Elie, Tristan de Gallard, Pierre Bartet, Tristan Morichau-Beauchant, Nicolas Genain, Antoine Fayol, David Fouassier, Adrien Pasteur-Rousseau, Etienne Puymirat, Julien Nahum. Originally published in JMIR Formative Research (https://formative.jmir.org), 04.11.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
HPV Vaccine Communication Competency Scale for Medical Trainees: Interdisciplinary Development Study

Gabrielle Darville-Sanders¹, PhD, MPH, CHES; Humberto Reinoso², PhD, FNP-BC, ENP-BC; Jann MacInnes³, PhD; Emilie Corluyan⁴, MPH; Dominique Munroe⁵, MD; Mary W Mathis⁶, DrPH, MPH; Suzie Lamarca Madden⁷, DrPH, MPH; Johnathan Hamrick⁸, PharmD; Lisa Dickerson⁹, MD; Cheryl Gaddis¹*, DrPH, MPH, CHES

¹Department of Public Health, Mercer University, Atlanta, GA, United States
²Georgia Baptist College of Nursing, Mercer University, Atlanta, GA, United States
³Department of Research and Evaluation Methodology, College of Education, The University of Florida, Gainesville, FL, United States
⁴Department of Public Health, Mercer University, Macon, GA, United States
⁵College of Pharmacy, Mercer University, Atlanta, GA, United States
⁶Physician Assistant Studies, Mercer University, Atlanta, GA, United States
*all authors contributed equally

Corresponding Author:
Gabrielle Darville-Sanders, PhD, MPH, CHES
Department of Public Health
Mercer University
3001 Mercer University Drive
Atlanta, GA, 30341
United States
Phone: 1 678 547 6492
Email: darville-sanders_gc@mercer.edu

Abstract

Background: Human papillomavirus (HPV) infection is the most common sexually transmitted infection in the United States. High-risk HPV strains are associated with cancer of the cervix, oropharynx, anus, rectum, penis, vagina, and vulva. To combat increasing HPV-related cancers, the 9-valent HPV vaccine Gardasil was developed. Recommendation of the HPV vaccine by a health care provider has been cited as the number one factor affecting vaccine uptake among adolescents and young adults. Physician assistants, nurse practitioners, and pharmacists have been enlisted to bridge the gap.

Objective: The specific aim of this research study was to develop a reliable and valid HPV vaccine communication scale that can be used to measure the competency of primary care providers when recommending the need for vaccination to parents and patients.

Methods: Using a descriptive study, we collected data via a literature review, focus groups, and an expert panel to inform the scale domains and blueprint design. Pretesting (cognitive interviews) was used to inform item revision decisions. An item analysis was also conducted for the responses provided in the cognitive interviews. Item statistics (means and SDs), interitem correlations, and reliability were examined. Data were analyzed using SPSS (IBM Corp) software.

Results: A valid and reliable 42-item HPV vaccine communication competency scale was developed. The scale included 6 domains of interest. Scale items were moderately to strongly correlated with one another, and Cronbach α indicated good internal consistency with each scale. Scale items included were related to provider introduction or rapport (α=.796), patient respect or empathy (α=.737), provider interview or intake (α=.9), patient counseling or education (α=.935), provider communication closure (α=.896), and provider knowledge (α=.824).

Conclusions: Pharmacists, nurse practitioners, and physician assistants should be trained to be competent in HPV vaccine communication and recommendation due to their expanded roles. Interdisciplinary collaboration is important to account for the trainee’s individual differences and ensure the best health care outcomes for patients. A standardized HPV communication scale can be used to ensure effective and consistent recommendation by health care providers, thus affecting immunization rates.

(JMIR Form Res 2022;6(11):e38164) doi:10.2196/38164
Introduction

Background

An increased demand for nurse practitioners and physician assistants as primary care providers has been observed in the last 10 years in the United States. This was primarily initiated because of population growth, the aging population living longer, and health insurance expansion [1]. However, primary care providers are also pivotal to immunization administration and uptake. Apart from the traditional clinical setting, we have seen an increase in the number of nurse practitioners and physician assistants working in settings such as urgent care clinics, convenient care clinics, and retail clinic service provider sites such as The Minute Clinic [1,2]. This is a great advancement in trying to bridge the gap in the health care (specifically immunizations) industry particularly as it relates to accessibility, cost, and convenience. However, the scope of practice (full, reduced, or restricted practice) is determined by the state legislative and regulatory barriers [1]. In the state of Georgia, a nurse practitioner’s and physician assistant’s practice and prescription authority are overseen by the supervising physician and possible written protocol enacted by that physician [3].

Apart from nurse practitioners and physician assistants, pharmacists have also been identified as critical to immunization uptake among adolescents [4]. As the COVID-19 pandemic has affected medical visits and school-based interactions because of social distancing, stay at home orders, and governmental bans, we have observed that the number of vaccinations, including the vaccination for human papillomavirus (HPV), declined dramatically over a short period especially among children and adolescents [5]. Coupled with the already lagging vaccination rates in some states before the COVID-19 pandemic, this is cause for concern [6]. It is estimated that since March 2020, ordering and billing for the HPV vaccine have dropped by almost 20% with administration rates remaining down between 20% and 40% in June 2020 [7]. Before the pandemic, Georgia had stricter laws prohibiting a pharmacist’s ability to administer immunizations. However, pharmacists are now able to provide HPV vaccination in addition to other routine vaccines [8]. Therefore, pharmacists, nurse practitioners, and physician assistants must be competent concerning HPV vaccine recommendations and patient communications to help bridge the gap.

As curriculum competencies for HPV vaccination information and communication strategies vary within each program, including other programs such as family medicine, there is a need for a standardized communication scale [9]. Although there is a Medical Communication Competency Scale [10,11], this scale is primarily focused on general medical communication during medical interviews and does not tailor scale items to measure the effectiveness of communication language and skill set necessary for HPV vaccination uptake. Therefore, an HPV vaccination communication scale must be developed. This is particularly important when interacting with specific communities, community groups, and disparate population groups as they are most affected by HPV-related conditions and diseases. Research literature indicated that health care providers and parents were more accepting of females being vaccinated for HPV than males, which limited researchers’ understanding of HPV-associated diseases among men [12]. According to McGhee et al [13], there is limited understanding of HPV-associated diseases among men, which may be related to low acceptance of HPV vaccinations in males. In addition, HPV incidence disproportionately affects minority racial and ethnic groups. Black women are less likely to complete the series of vaccines compared with White women [14]. Black and Hispanic individuals are more likely to be affected by HPV-related morbidity and mortality rates compared with White individuals [15]. This is a direct result of missed clinical opportunities and a lack of proper recommendations during patient visits with health care providers, which is possibly because of provider discomfort [13,16]. Due to this, the Centers for Disease Control and Prevention cancer panel encourages efforts to improve comprehensive communication strategies for primary care providers and other health care professionals [16].

Clerkship and Residential Training

Although the enrollment in medical, physician assistant, nurse practitioner, and pharmacy programs have increased, we are witnessing shortages of clinical education through clerkship training in the United States. Clerkships (clinical rotations) are immersive learning opportunities where students are provided real-world opportunities to apply their understanding of clinical and scientific concepts to patient care during their rotations. They are supervised and observed by senior faculty and take a primary role in obtaining information and developing final treatment plans [17].

Shortages are even further compounded by a decrease of preceptors, hospital mergers, or health system closures [18]. It is expected that during the clinical phase of education, a medical trainee puts into practice what they have learned. Furthermore, it requires clinical preceptors to supervise students in their performance of routine tasks for optional and fundamental learning [19]. The structure of medical and clinical education relies on the premise that supervisors possess the competencies needed to guide and assist in the training of those under their direction. It also relies on the premise that medical trainees are competent to operate as a health care provider or primary care provider. Using the newly proposed HPV communication competency scale in clinical education training before real-world experiences, medical trainees would have experiential learning opportunities that would improve long-term health for their future patients. For primary care providers already practicing in health care, the use of the HPV communication competency scale with the addition of simulation-based training (modules
providing practice examples of effective patient-provider communication) would provide safe spaces to improve upon skills needed to promote HPV vaccination. It could also highlight the need for enrollment in up-to-date continuing education training and curriculum programs, as well as effective system-wide assessments. This would ensure that from a health care system perspective, providers can receive the level of clinical education needed to meet performance, communication, and recommendation standards.

Communication Training in Medical Programs

Finally, although the demand to fill the immunization health care gaps is increasing, there is no way currently to assess the level and extent of communication training and preparation that currently exists in programs throughout the United States surrounding HPV vaccine uptake. However, there is an opportunity to develop a communication scale measure with common standards to be used as an assessment tool among medical trainees surrounding HPV vaccination. This assessment can be implemented at key points in the curriculum of students in nurse practitioner, physician assistant, and pharmacy programs to ensure that graduating students are fully competent to provide effective recommendations and are comfortable with the information that should be conveyed, thereby resulting in parents and patients who can make informed decisions related to HPV vaccine uptake.

Literature Review

Physician and medical practitioner recommendations are a key predictor of HPV vaccination. However, the literature continually cites missed opportunities by providers leading to low vaccination rates. According to the Henry J Kaiser Foundation, >1 in 10 parents of adolescent girls and 1 in 5 parents of adolescent boys said the vaccine was not recommended to them by health care providers [20]. In another research study, 23 focus group sessions (n=112) were conducted with women (aged 18-26 years), parents, community leaders, and health care providers in Ohio Appalachia. During these sessions, it was found that health care providers “were the only type of group that did not mention the importance of explaining how vaccines work or the pros and cons of HPV vaccinations a part of educational programs” [21]. In a national survey of 1400 respondents conducted by the National Cancer Institute, it was found that only 1 in 4 youths talks to a health care provider about the HPV vaccine. In the same study, it was reported that when asked about vaccine efficacy, 70% of the providers did not know how effective the vaccine was [22]. This is primarily because of (1) their lack of knowledge about HPV and the manifestations of the disease, (2) being more likely to discuss HPV with patients if they had a positive HPV diagnosis, and (3) their reluctance to talk to their young patients about sex [23-25]. In a qualitative study on physician HPV vaccination practices, it was found that physicians (1) did not feel it was their role to provide HPV vaccination and that auxiliary health care service agencies such as the health department should be charged with that responsibility, (2) stated the need for more information about the safety and efficacy of the vaccine before they could recommend and administer it, and (3) were critical of the policy recommendations for the HPV vaccines [24]. When we look at key knowledge of the HPV vaccine, only 35% of health care providers who participated in large-scale US surveys were able to correctly identify that most genital HPV infections resolve without any treatment. In addition, only 47% of the health care providers knew that the HPV strains associated with genital warts differ from strains usually associated with cervical cancer and only 63% of the health care providers believed that HPV infection increases the risk of anogenital cancer in men [26,27]. This lack of information can partly be because of the ever-changing narrative surrounding the HPV vaccine. As the vaccine was first recommended in early 2009 for use, we have seen several changes and adjustments in the last 10 years including several iterations of the vaccine (Cervarix, Gardasil 4, and Gardasil 9 at present), the shift from only female focus to include males, catch up vaccination groups, the emphasis for vaccination among the age group of 9 to 12 years for best immune response, and now new recommendations for 2 versus 3 dose series dependent on the age of initiation [28]. Due to this, many health care providers including primary care providers have been cited in the research as having limited understanding, evident knowledge gaps, uncomfortableness, and even confusion on how to recommend the vaccine to their young patients and parents [27,29,30]. Therefore, it has been recommended that patient-provider communication incorporates a strong endorsement with an emphasis on cancer prevention and same-day vaccination to improve the lagging rates [31]. Therefore, the proposed project will not only add to the research literature and thus increase the body of knowledge surrounding HPV patient-provider communication but also create a practical tool that can be used to improve health care and public health outcomes overall. Therefore, the specific aim of this research study was to develop a reliable and valid HPV vaccine communication scale that can be used to measure the competency of primary care providers when recommending the need for vaccination to parents and patients. Specific research questions included were as follows:

1. What factors related to provider communication comfort should be considered to increase the effectiveness of HPV vaccine recommendations when given?
2. What HPV vaccine communication competencies are relevant to the nurse practitioner, physician assistant, and pharmacy professions?

Methods

Overview

Scale domains were developed using a variety of different approaches identified below (Figure 1). Previously developed scales and HPV literature were reviewed to identify scale initial domains. Focus groups were facilitated to identify perspectives related to HPV vaccine communication that will be incorporated in the development of scale items. An expert panel was conducted to provide insight on scale content, word choice, and appropriateness, and finally, cognitive interviews were conducted with practicing professionals to assess the thought process involved with responding to the scale items and pretest scale items [32-35].
To mitigate the risk of contracting COVID-19, the project methodology was designed to collect data for all phases using web-based platforms or technology. This ensured that the risk of COVID-19 exposure to the investigators, staff, research participants, and extended networks was minimal to none.

**Phase 1—Conceptualization and Domain Specification**

We conducted a literature review to identify existing validated measures and concepts related to health communication, HPV, and HPV recommendation to begin our research. Although some scales relevant to medical communication and communication skill assessment exist, none of them were specific for HPV and HPV vaccination. Therefore, while the literature review data collection process was being conducted, focus group sessions were also held to capture data from current medical trainees in Mercer University programs. The focus group sessions were used as a complementary data collection inquiry to fill in the gaps relevant to additional scale domains. As focus groups are a frequently used qualitative approach to gain an in-depth understanding of issues, it was determined appropriate for this study [36].

Focus group participants were recruited using convenience sampling. Clinical and medical directors of all programs were asked to distribute a recruitment email to students for participation in the study. Using SuperSaaS web-based scheduling software, students were able to self-enroll in the focus group session that worked best for their schedule [37]. Following confirmation of enrollment, a web-based informed consent form was emailed to the participant encouraging completion before participation by the lead principal investigator. Qualtrics (Qualtrics XM) was used to collect informed consent and basic participant information. All focus group sessions were facilitated over the Zoom videoconferencing platform.

In February 2021, the team facilitated its first focus group session with students in the nurse practitioner or nursing, physician assistant, and pharmacy programs. On the basis of the feedback provided, the focus group protocol was updated, expanded upon, and resubmitted to the institutional review board for approval. This was done because some questions needed to be reworded or updated for additional clarity. In March and April 2021, additional focus group sessions were facilitated. The average size for the focus group sessions was 8 persons. Sample size per group was 9 for the first group, 8 for the second group, 7 for the third group, and 9 for the fourth group. Key topics explored during the focus group sessions included curriculum exposure to HPV vaccine or virus information, current HPV vaccination recommendations for adolescents, recommendation competency and comfort, additional training in HPV, health provider communication, communication tools to improve HPV vaccine recommendations, and vaccination strategy. The entire focus group protocol questionnaire can be viewed in Multimedia Appendix 1.

All focus group sessions were recorded and transcribed for further analysis by our graduate research assistant. Our graduate research assistant also served as a notetaker, so no information was missing. All the qualitative data collected from the focus group sessions were coded using NVivo (QSR International) software. A codebook was established deductively using the interview script as a baseline. Additional codes were added, defined, and expanded upon as the coding process continued using the constant comparative method based in grounded theory. To establish interrater reliability of emergent themes, the researchers developed a schedule for coding. Each week, the researchers would code 10% of the transcripts independently and then merge coding findings into NVivo to run a coding analysis. The research team would then meet to discuss the codes identified until 90% to 100% agreement was achieved for the data set. Differences were also discussed throughout the
data analysis until a consensus on the coding scheme was established.

Following the completion of the literature review and focus group sessions, a blueprint of a scale was drafted. Included components were derived from 10 articles or scales of interest [10,38-46]. Feedback and data collected from the focus group sessions were also integrated into the initial blueprint of the scale. The blueprint of the scale was then provided to the research team for individual feedback. Once all individual feedback was combined into a master document, the principal investigator and coinvestigators collectively assessed specific domains and agreed upon the final draft of the questionnaire to be used in the next phase of the research study. In total, 25 domains were derived from existing instruments or concepts from the research literature and 20 domains were newly developed or adapted from discussions from focus group participants given a total number of 45 items.

Phase 2—Expert Review and Item Development

We established a panel of expert faculty at Mercer University trained in the fields of nurse practitioner, physician assistant, and pharmaceutical studies in July 2021. The principal investigators identified 10 potential members based on their experience with training medical trainees, communication expertise, and immunization practice. Before their enrollment in the Delphi panel, the scale was entered into Qualtrics. Items were cross rated within Qualtrics by each expert panelist relevant to the domains of interest: provider introduction or rapport, patient respect or empathy, provider interview or intake, patient counseling or education, provider communication closure, and provider knowledge. Each expert panelist was provided 1 week to review the scale items in Qualtrics and provide feedback on each section. The assessments of the domains were done individually and free from the influence of other members. The feedback was then compiled by the research team, discussed, agreed upon, and then implemented for subsequent rounds. In total, 3 rounds of feedback were conducted, and items were evaluated within Qualtrics by the expert panel for relevance and appropriateness (1 round) and clarity (2 rounds).

A fourth round was implemented to collect preliminary data concerning the scale’s reliability and validity. To facilitate this, a digital stimulus (1 minute and 40-second video) was provided to the expert panel, and they were asked to evaluate the provider’s HPV vaccine recommendation as viewed in the video. An item analysis was conducted for the purpose of determining the quality of the items. Item analysis included item statistics (means and SDs), interitem correlations, and reliability. SPSS software was used to conduct data analysis. As this version of the scale included not applicable as a response item, response option differences emerged between the disciplines regarding their evaluation of the providers competence. This led to some scale items not being well correlated to one another. However, for all domains of interest, Cronbach α values were reported as between .7 and .9. Following the completion of the Delphi panel, the research team met again to review the scale items with particular interest in the items not well correlated. Upon the review of feedback provided by expert panelists, the data itself and recommendations from our research and evaluation methodologist items were (1) updated, (2) reorganized, or (3) removed from the scale. After the Delphi Panel, a total of 43 scale items remained.

Phase 3—Cognitive Testing

A completed list of items was then finalized to be examined during the cognitive interview phase of our research study. An additional graduate research assistant was hired who assisted with the enrollment of study participants using SuperSaaS software [37]. Convenience sampling was conducted with alumni of Mercer University’s nurse practitioner, physician assistant, and pharmaceutical studies programs. However, due to competing COVID-19 pandemic response demands on practitioner enrollment and study attrition, the recruitment strategy was updated to include all available practicing practitioners that were interested in the study. Strategies implemented to recruit the latter group of practitioners included emailing national and state professional organizations relevant to the disciplines. Cognitive interviews were facilitated to garner additional feedback regarding the clarity and appropriateness of the scale items. Once scheduled, the first round of interviews was conducted by both graduate research assistants using Zoom web-based videoconferencing software. Transcripts were auto-produced and then cleaned before being analyzed using NVivo software. Notes taken during the cognitive interviews were also compiled and assessed by the research team. Final edits to the scale were made before round 2 of the cognitive interviews.

Similar to the fourth round of the Delphi panel, a second round of the cognitive interview was implemented to collect preliminary reliability measures and conduct a correlation analysis between scale items. To facilitate this, a digital stimulus (1-minute-and-40-second video) was provided to the round one cognitive interview participants, and they were asked to evaluate the provider’s HPV vaccine recommendation as viewed in the video. To address issues with correlation identified previously, the not applicable (N/A) response item was completely removed from the scale, and a question asking respondents to identify their discipline was added. An item analysis was also conducted for the responses provided in the cognitive interviews. Item statistics (means and SDs), interitem correlations, and reliability were examined. Data was analyzed using SPSS software. Overall, scale items and subscales were well correlated with one another. However, there was 1 section where statements were too highly correlated with one another (redundant in nature). After further analysis and investigation, 1 statement was removed.

Ethics Approval

This study was approved by the Institutional Review Board for Human Subjects Research at Mercer University in accordance with the 2018 Federal Regulations 21 CFR 56.110(b) and 45 CFR 46.110(b) (for expedited review) and was approved under categories 6, 7 per 63 FR 60364 in November 2019 (approval number: H1911287).
Results

Focus Group Sessions

A total of 4 focus group sessions were conducted. This phase sought to seek insight from a targeted 40 students; however, only 33 of them participated. Demographic breakdown of the participants was as follows: nurse practitioner (20/33, 61%), physician assistant (9/33, 27%), and pharmacy (4/33, 12%). Emergent themes that arose from the focus groups were focused on trainees’ comfort with effectively communicating HPV and HPV vaccine information to all patients (Textbox 1).

Textbox 1. Emergent themes and subthemes related to medical trainee human papillomavirus (HPV) vaccine experiences and competence (focus groups).

| Themes and subthemes                                                                 |
|-------------------------------------------------------------------------------------|---|
| Additional insight: participants shared statements related to additional insight or  |
| ideas relating to scale development                                                  |
| Additional training opportunities: statements related to ideas on ways to prepare    |
| medical trainees to be comfortable and competent in their ability to recommend the   |
| HPV vaccine                                                                         |
| Comfort: participants’ self-rated comfort level as a health care provider in        |
| recommending the HPV vaccine to current and future patients on a                     |
| Likert-like scale from 1 to 10                                                        |
| Comfort scale development: statements related to the development of a scale to      |
| measure the comfort level of health care providers who recommend or communicate the   |
| need for HPV vaccination                                                              |
| Competence: participants’ self-rated competency as a health care provider in        |
| recommending the HPV vaccine to current and future patients on a                     |
| Likert-like scale from 1 to 10                                                        |
| Competence scale development: statements related to the development of a scale to    |
| measure the competence of health care providers who recommend or communicate the     |
| need for HPV vaccination                                                              |
| Current HPV knowledge: the demonstration of HPV knowledge including general         |
| information about virus and vaccine. As well as including information about current   |
| vaccine recommendations                                                               |
| HPV: participant knowledge of HPV                                                     |
| HPV vaccine: participant’s knowledge on HPV vaccine                                   |
| Human papillomavirus: participant’s knowledge on the human papillomavirus            |
| Health care provider HPV communication: statements related to what the participant’s|
| believe health care providers should discuss and communicate about HPV vaccination   |
| Additional communication tools: statements related to additional tools or methods     |
| health care providers can use to communicate with patients regarding the HPV vaccine|
| Knowledge exposure: statements relating to participant’s exposure to information on  |
| HPV as well the vaccine                                                               |
| Class or opportunity: setting in which participants were exposed to HPV information  |
| or experience                                                                      |
| Depth: level of exposure to HPV information                                           |
| Profession: chosen field of study or work, including reasons why the profession was  |
| chosen                                                                   |
| Vaccination completion: statements about methods a health care provider can use to  |
| ensure vaccination initiation and completion                                          |

For example, when discussing their comfort level, 1 participant shared that bringing up HPV and the vaccine with parents may feel taboo because “nobody wants to think that their 12-year-old is having sex.” Participants indicated that their lack of competency is because of a deficiency in knowledge regarding certain aspects of HPV and HPV vaccination as seen in the following quotes:

Like I think I would struggle with the most of that, and then I probably would need to do a little bit more research on protocols and guidelines, as you know, like when the HPV vaccine like should really be given and the doses, and things like that.

I’ll be able to educate them about the purpose of the actual vaccine, the signs and symptoms. To look for what [is] HPV, how [it] is transmitted, prevention methods, but in terms of like the frequency of the vaccination I’m not quite sure and, like the age cutoff.

I’m not too familiar with what I do know what the adverse outcome is if you have HPV.

The participants also discussed the differences in competency between medical professionals concerning HPV and the HPV vaccine. Nursing and physician assistant students who saw and interacted with adolescents in primary care settings felt more competent in their ability to give a strong high-quality HPV vaccine recommendation that compared with their peers who do not work in that setting or disciplines such as pharmacy. This is exemplified in the following quotes:

I think the difference in like pharmacy and nursing is [that] I would be able to talk more about the disease than I probably could [on the] vaccine itself, whereas pharmacy would probably know all about the vaccine.

I could definitely do like the risk and the benefits of it, but as far as like the details of the guidelines, I
would definitely need to go and like update myself and like just educate myself a little bit more before I went in and tried to give somebody like the rundown on what that is. I also haven’t had any experience giving vaccines, but I have had a lot of experience talking with patients and deciding treatment plans and everything like that. I’ve not been exposed to an opportunity to give it. I don’t deal with children, you know. And I’m dealing with primarily pregnant women, anyway, so we’re well beyond all that, so I just don’t have any exposure to like giving lots of vaccines anyways.

The quotes further emphasize the importance of developing a scale to assess medical trainees on their ability to recommend

Textbox 2. Emerging themes and subthemes related to human papillomavirus (HPV) Vaccination Communication Scale clarity and relevance (cognitive interview sessions).

Themes and description

- Scale: a graduated range of values forming a standard system for measuring or grading something. Including statements relating to scale measurements, that is, novice-expert
- Generalizability: statements related to the applicability of the HPV Recommendation Competency Scale across multiple disciplines
- Scale item: statements about individual scale items including statements related to the necessity, appropriateness, and flow of the items
- Assessment potential: individual describes either ease or difficulty in using scale item to assess student providers, including feasibility
- Clarity: statements that relate to the participant’s understanding of the scale item
- Confusion: participants indicate confusion with scale item or wording
- Rephase: participants suggest rephrasing or changing words in items
- Positive comments: positive statements about scale items including wording, flow, and appropriateness. Can include statements of agreement regarding scale items.
- Redundancy: statements indicating either items or sections as being repetitive
- Scale section: statements related to any of the 6 scale sections, including overall flow and appropriateness

Upon the completion of this phase of the study, we were able to run reliability and validity tests. Cronbach $\alpha$ values for each section were as follows:

- The provider introduction or rapport subscale included 7 items ($\alpha=.796$).
- The patient respect or empathy subscale included 4 items ($\alpha=.737$).
- The provider interview or intake subscale included 6 items ($\alpha=.9$).
- The patient counseling or education subscale included 10 items ($\alpha=.935$).
- The provider communication closure subscale included 7 items ($\alpha=.896$).
- The provider knowledge subscale included 8 items ($\alpha=.824$).

Discussion

Principal Findings

HPV, a sexually transmitted infection, is a highly prevalent disease [47,48]. Approximately 79 million Americans are currently infected with HPV, with 14 million becoming newly infected annually [47]. To help prevent the increasing rate of cancer associated with HPV, the HPV vaccine (Gardasil 9) was developed to protect against persistent infections of associated HPV subtypes [49,50]. Despite having access to licensed HPV vaccines for more than a decade, HPV vaccination rates are still lagging among many adolescents and the coverage varies in the United States. According to Sonawane et al [51], nearly 46% of adolescents who are eligible are not up to date with the recommended HPV vaccination as of 2019. According to the National Immunization Survey 2008 to 2018, although vaccination initiation rates have increased over the last years, completion and up-to-date rates still fall below 50% in most US states [52].

Although there are many barriers to HPV vaccination, parental vaccine hesitancy has been one of the most constant factors affecting vaccination rates among the adolescents [51]. To combat this, it has been recommended that providers have strong high-quality recommendations. Current research has shown that adolescents who report receiving a strong high-quality recommendation from their provider are >8 times more likely to initiate and complete HPV vaccination than those who do not [53]. However, many providers and trainees do not feel as though they possess the competence to provide a strong high-quality recommendation. This is not only evident in the Cognitive Interviews

In total, research sought to complete 33 sessions but only 15 participants completed both rounds of the cognitive interviews. Emergent themes and subthemes from this phase of our data collection are included in Textbox 2.
previous research but also in the results obtained in this study. To increase communication comfort, study participants indicated that they needed to receive more information or knowledge about the HPV and vaccine guidelines especially if they were not working in a clinical setting where they would interact with them on a consistent basis. Nurse practitioner and physician assistant trainees communicated that they felt more confident in their ability, when compared with pharmacy trainees who are a new addition to the implementation of HPV immunization programs. It was evident that professional protocols concerning patient interactions, communication standards, and even training differed among the disciplines. This is further compounded by state variation concerning the scope of practice to include vaccine age—eligible adolescents (independent authority, collaborative practice agreement, or by prescription only) [54]. However, with the changes to pharmacy immunization protocols owing to the COVID-19 pandemic challenges, there is increasing support by primary care physicians and parents alike for trained pharmacist HPV vaccination administration as an independent authority [54,55].

Our study also sought to identify what specific communication competencies were needed relevant to the 3 disciplines of focus (nurse practitioner, physician assistant, and pharmacy). Although there were key differences that emerged, the 3 phases involved in this research study concluded that the communication process was an interactive and yet integral role of each clinician. Upon information collected from the literature, and feedback gathered by our focus groups and Delphi panel of experts and practicing clinicians, and validation through our cognitive interviews, it was identified that (1) provider introduction or rapport, (2) patient respect or empathy, (3) provider interview or intake, (4) patient counseling or education, (5) provider communication closure, and (6) provider knowledge were important components during a patient-provider interaction. The subscales identified and confirmed throughout our study match the ones identified in similar research studies that focused on enhanced HPV communication tools for vaccine hesitant parents. As our scale statements assess a medical trainee’s competency related to presumptive communication and motivational interviewing techniques it can be more effective in alleviating parental vaccine hesitancy [56]. As a strategy to also address the diverse population subgroups served, the scale questions included provide the opportunity for tailoring recommendations and vaccine communication based on race and ethnicity, gender, sexual identity, and biology differences, to name a few. While this may not close the gap completely, as the scale was developed through a health equity lens, it can serve as a tool that moves the needle forward concerning improvements in HPV vaccination disparities.

Despite the successes of this study, there were some limitations. First, the curriculum development and training of nurse practitioners, physician assistants, and pharmacy trainees varies heavily, and as such, exposure to HPV and HPV vaccination information is not consistent and equally weighed. Therefore, although these 3 practitioners have been integral in addressing the lag in medical care provisions, specifically HPV vaccination, the differences among professions may also influence how and in which ways the scale can practically be used. Second, it requires that supplemental training be developed and tailored to each individual clinical program’s curriculum to ensure standardization and effectiveness of the scale tool when used in the field. Third, although health care providers and professionals are integral to the success of vaccination initiatives and programs, they are not the only stakeholder involved. Other important adolescent reference groups for decision-making may also involve parents, teachers, or peers. However, due to the scope of this study, and the intentionality of addressing the pressing needs for high-quality provider communication as cited heavily throughout existing research, they were not included as participants in this study.

**Future Implications**

Although there has been much effort toward making HPV recommendation communication standardized through publications of clinician action guides (physician, physician assistants, nurse practitioners, nurses, medical assistants, and dentist or dental care providers) by the National HPV Vaccination Roundtable, more needs to be made concerning the development of standardized education and training modules for each profession involved in HPV vaccination [57]. Since research has shown that strong provider recommendation is highly associated with increased vaccine initiation, completion, follow-through, and decreased parental hesitancy, it is important that training is broad enough yet specific to ensure that no matter the profession, all participating practitioners possess the communication skill sets needed to provide the strong and high-quality recommendation needed [58]. This is even more important now, as we see key disparities among the HPV-related cancers in the United States. Additional work should also explore the perspectives of key stakeholders such as parents, peers, and teachers on HPV vaccine decision-making for initiation and completion, with specific understanding toward health equity and application toward multiple priority populations.

**Conclusions**

Immunization against preventable cancers associated with the HPV has been a top priority for more than a decade. With the introduction of Cervarix, Gardasil 4, and now Gardasil 9 vaccines, greater importance has been placed on vaccinating adolescent girls and boys starting at the age of 9 years for achieving the best immune response and vaccine efficacy. However, there have been many barriers for HPV vaccination, with the most influential barriers prohibiting initiation and completion being parental resistance and refusal [59]. To combat this, the Centers for Disease Control and Prevention, Advisory Committee on Immunization Practices, President’s Cancer Council, and American Academy of Pediatrics have all emphasized the need for strong high-quality recommendations by health care providers [60]. However, since there is no standardized training program on HPV and HPV vaccine education, and major differences exist among the nursing, physician assistant, and pharmacy professions, the development of a reliable and valid HPV vaccine communication scale is important for increasing vaccination rates. Since this study collected data using an interdisciplinary approach, we believe that the communication scale developed accounts for
communication needs and training differences among health care professions. Using the scale alongside a training module such as the HPV Vaccine: Same Way Same Day smartphone app will ensure that medical trainees and current practicing professionals can maintain the competence needed to provide high-quality HPV vaccine recommendations regardless of the setting, improving immunization rates and reducing future HPV-related cancer trends [61-63].
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Abstract

Background: Young people are a target population for mental health–related early intervention and prevention. Although evidence for early intervention is promising, availability of and access to youth mental health services remain limited. Therefore, the development of an evidence-based hybrid intervention is urgently needed.

Objective: This study aimed to present a manual for a hybrid intervention, combining an ecological momentary intervention and face-to-face sessions aimed for enhancing resilience in help-seeking young people based on compassion-focused interventions, and explore whether participants’ baseline characteristics are associated with putative mechanisms and outcomes of the EMIcompass intervention. Specifically, we aimed to explore initial signals as to whether participants’ sociodemographic, clinical, and functional characteristics at baseline are associated with putative mechanisms (ie, change in self-compassion, change in emotion regulation, working alliance, training frequency); and whether participants’ sociodemographic, clinical, and functional characteristics, self-compassion, and emotion regulation at baseline are associated with clinical outcomes (ie, psychological distress and general psychopathology at postintervention and 4-week follow-ups) in the experimental condition and obtain first parameter estimates.

Methods: We recruited young people aged 14 to 25 years, with psychological distress, Clinical High At-Risk Mental State, or first episodes of severe mental disorder for an exploratory randomized controlled trial with assessments at baseline and postintervention and 4-week follow-ups. A structured manual was developed and optimized based on a pilot study’s manual, a scoring review of existing literature and manuals, exchange with experts, the team’s clinical experience of working with compassion-focused interventions, and the principles of ecological momentary interventions. This analysis focuses on the experimental condition receiving the EMIcompass intervention.
Results: A total of 46 young individuals were randomized to the experimental condition. There was evidence for initial signals of effects of age (B=0.11, 95% CI 0.00-0.22), general psychopathology (B=0.08, 95% CI –0.01 to 0.16), and clinical stage (B=1.50, 95% CI 0.06-2.93) on change in momentary self-compassion and change in emotion regulation from baseline to postintervention assessments. There was no evidence for associations of other baseline characteristics (eg, gender, minority status, and level of functioning) and putative mechanisms (eg, overall self-compassion, working alliance, and training frequency). In addition, except for an initial signal for an association of momentary self-compassion at baseline and psychological distress (B=–2.83, 95% CI –5.66 to 0.00), we found no evidence that baseline characteristics related to clinical outcomes.

Conclusions: The findings indicated the reach of participants by the intervention largely independent of sociodemographic, clinical, and functional baseline characteristics. The findings need to be confirmed in a definitive trial.

Trial Registration: German Clinical Trials Register NDRKS00017265; https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00017265

International Registered Report Identifier (IRRID): RR2-10.2196/27462

(JMIR Form Res 2022;6(11):e39511) doi:10.2196/39511
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Introduction

Background

Young people constitute a priority target population for mental health–related prevention and early intervention, as they are particularly affected by mental health problems. Mental disorders primarily emerge in adolescence and young adulthood, and >60% of all lifetime cases have their onset before the age of 25 years [1]. With a worldwide pooled prevalence of 21% of mental disorders in adolescents aged 12 to 18 years [2], mental health problems contribute substantially to the disease burden [3,4]. Addressing the co-occurrence and overlap of subclinical and clinical experiences and symptoms [5-8], especially in the early stages of psychopathology, dimensional classification frameworks [9,10] cutting across traditional diagnostic boundaries, including the Hierarchical Taxonomy of Psychopathology (HiTOP) [11], have been proposed. Clinical staging models take early, overlapping, and nonspecific psychopathological symptoms and transitional staging processes into account [12,13].

There is convincing evidence on risk factors that are modifiable, on mental health problems that can be changed, and on protective factors that can be strengthened to enhance resilience [14-16]. Traditional psychotherapeutic interventions, including standard cognitive behavioral therapy, as well as third-wave approaches, show moderate to high effect sizes in randomized controlled trials (RCTs) and meta-analyses [17-20]. However, there is considerable room for improvement, as—even after successful treatment—many service users show significant residual symptoms or relapse [21]. In addition, the availability of and access to youth mental health services remain limited [22,23]. More downstream, this may result in a longer duration of untreated illness, an important marker of poor prognosis and complex course and outcome [24,25].

Some of these problems of standard care might be caused by difficulties transferring preventive and therapeutic strategies developed in face-to-face sessions to service users’ daily life. Mobile health (mHealth) may be a promising approach to address these challenges by improving access to mental health care for young people by using mobile devices for the delivery of prevention and intervention [26-30]. With ecological momentary assessment (EMA), often also referred to as experience sampling methodology (ESM) [26,31], a structured diary method, momentary fluctuations in experience and behavior can be assessed in real time and real life. Ecological momentary interventions (EMIs) [26,29,32-34] offer the opportunity to deliver adaptive and personalized intervention components in daily life. The digital approach may help to lower the threshold for young people to access interventions meeting their needs and preferences and facilitates the ecological translation of techniques learned into service users’ everyday lives [29]. A recent nationally representative survey indicated that young people do frequently use mHealth apps and are even more likely to do so when feeling distressed [30].

However, digital approaches are also confronted with challenges: most apps currently available in major app stores are not evidence based, and some even include potentially harmful content [28,35]. In addition, the reach of digital interventions has been subject to controversial debate, as concerns have been expressed that barriers to treatment may be created rather than removed [36,37]. A review indicated that studies of the effectiveness of mHealth apps mostly include samples of predominantly female, White participants with an average age of 30 to 45 years [38], and the degree of generalizability of findings to service users with other characteristics remains largely unexplored. Therefore, the development of evidence-based, low-threshold interventions that specifically target established candidate mechanisms that have been linked to the development and persistence of mental health conditions across various groups and settings is urgently needed. In addition, it is crucial to explore the association of participants’ baseline characteristics with putative mechanisms and outcomes to examine the reach of the intervention.

Extensive research identified stress reactivity as a putative transdiagnostic mechanism in the development of psychopathology and a promising target for prevention and
early intervention [26]. Stress reactivity (ie, increases in negative affect in response to minor daily stressors) is thought to be a behavioral marker of stress sensitization, positing that frequent or chronic experiences of adversity may gradually increase individuals’ stress response to subsequent adversities and minor stressors in everyday life [26,39,40].

Compassion-focused interventions (CFIs) may be a promising approach to target stress reactivity in daily life. Building on a combination of evolutionary psychology, attachment theory, and social mentality theory, the compassion-focused approach claims that various psychological problems are caused by unhelpful loops among distressing emotions, defensive behaviors, and cognitive processes such as rumination, worry, and self-criticism [41]. A model with 3 interrelated major emotional systems is suggested [41-43]: threat, drive, and soothing. Many people experience an overactive threat system, an overactive or somehow blocked drive system, and an underactive soothing system [41]. Therefore, CFIs focus on strengthening the soothing system, as it is thought to be an antagonist to an overactive threat system and a good basis for a well-functioning drive system. CFIs are not symptom specific, and previous studies demonstrated that they are an effective treatment for various mental health problems [19,44-46].

Positive imagery, a key component of CFIs, has been shown to effectively reduce a wide range of mental health problems and increases positive affect, optimism, and behavioral activation [46-50]. In laboratory studies, the application of compassion-focused techniques has been shown to reduce state negative affect and paranoia in moments of high stress [49,51]. Combining digital approaches and CFIs in a hybrid intervention using imagery-based techniques may be particularly well-suited to target stress reactivity in the daily life of young people. Previous research indicated higher acceptability and larger effect sizes for hybrid interventions in comparison with stand-alone internet- and mobile-based interventions [52,53]. Therefore, EMIcompass was developed as a hybrid intervention combining an EMI with guided face-to-face sessions. A pilot study provided initial evidence for feasibility, safety, and beneficial effects of a compassion-focused EMI for enhancing resilience in help-seeking young people [54]. Feasibility and initial signals of efficacy of the intervention have been investigated in a registered exploratory RCT in Germany [55], comparing treatment as usual (TAU) with TAU+EMIcompass in young people with early mental health problems.

Objectives

This paper aims to (1) present the intervention manual for EMIcompass, a hybrid intervention combining an EMI and face-to-face sessions aiming at enhancing resilience in help-seeking young people based on compassion-focused principles [41-43] and (2) explore whether participants’ baseline characteristics are associated with putative mechanisms and outcomes of the EMIcompass intervention. To this end, we aimed to obtain first parameter estimates and explore initial signals as to whether sociodemographic, clinical, and functional characteristics at baseline (ie, clinical stage, psychological distress, general psychopathology, level of functioning, age, gender, and minority status) are associated with putative mechanisms (ie, change in self-compassion, change in emotion regulation, working alliance, and training frequency); and sociodemographic, clinical, and functional characteristics (ie, clinical stage, psychological distress, general psychopathology, level of functioning, age, gender, and minority status) as well as self-compassion and emotion regulation at baseline are associated with clinical outcomes (ie, psychological distress and general psychopathology at postintervention and 4-week follow-ups) in the experimental condition and obtain 95% CIs.

Methods

Study Design

In our exploratory RCT, participants were randomly allocated to a control condition of TAU or an experimental condition of TAU+EMIcompass in a 50:50 ratio. For this analysis, data from the experimental condition were used to examine the impact of participants’ baseline characteristics on the putative mechanisms and outcomes of the intervention. In the RCT, candidate mechanisms (primary: stress reactivity; secondary: resilience, interpersonal sensitivity, threat anticipation, and negative affective appraisals) and outcomes (primary: psychological distress; secondary: primary psychiatric symptoms, general psychopathology, and quality of life) were assessed at baseline (ie, before randomization), at the end of the intervention, and at the 4-week follow-up. Observer ratings were performed by blinded assessors. The sample size was based on a power simulation for the primary outcome of the trial [56]. The RCT was conducted between August 2019 and September 2021. Appointments were held in person or via video calls (owing to the COVID-19 pandemic). Further details on study procedures are described in the study protocol [56].

Ethics Approval

The trial has received ethical approval from the local ethics committee of the Medical Faculty Mannheim, Heidelberg University (2017-602N-MA). All participants and, in case of minors, parents or legal guardians, provided written informed consent before inclusion in the study.

Manual for the EMIcompass Intervention

To ensure consistent delivery of the intervention, a structured manual was developed and refined building on the manual from the pilot study (Multimedia Appendix 1 provides changes to the pilot version) [54]. The development and optimization process comprised a scoping review of available literature and existing manuals. In addition, local CFI experts were consulted, and the team’s clinical experience of working with these approaches was considered. The intervention was designed based on principles of EMIs [26,27,29,34].

The development and optimization process resulted in a structured manual for a 6-week intervention combining 4 individual sessions with daily training via a dedicated smartphone app. The manual is reported in the Multimedia Appendix 2 in line with state-of-the-art guidelines such as World Health Organization guidelines for reporting health interventions using mobile phones [57] as well as the Template for Intervention Description and Replication Checklist [58]. An overview of the intervention structure and the types of tasks is
provided in Figure 1. Figure 2 displays a summary of the intervention content. The intervention can be aligned to participants’ personal needs; for example, sessions or training weeks can be repeated if necessary. Moreover, the intervention provides 2 different study tracks with varying foci and demand levels. On the basis of the trained psychologists’ impression and the participants’ experiences in the first 2 weeks of the intervention, participants were allocated to the basic or the elaborate track of the intervention. The basic study track focused on creating feelings of safeness and calmness by introducing breathing techniques and soothing imagery. The elaborate track extended breathing exercises and soothing imagery by introducing self-compassionate imagery and writing.

The intervention comprised 3 guided sessions to introduce compassion-focused principles and practical tasks to activate participants’ soothing system and to provide feedback on their current progress and a short review session. The content was presented on the smartphone and was discussed with the trained psychologist. All sessions could be delivered in person or via video calls. The in-person sessions were delivered in dedicated treatment and assessment rooms. For sessions delivered via video call, participants attended the sessions at home. Psychologists were trained in delivering the EMIcompass intervention and supervised by an expert in CFIs (BB) to ensure intervention quality.

**Figure 1.** Overview of the intervention structure and the types of tasks. EMA: ecological momentary assessment.

To facilitate real-time and real-world translation of techniques into participants’ daily lives, an EMI was administered through an mHealth app (movisensXS) on a study smartphone that they received in the first guided session. To learn new techniques, participants were asked to complete one enhancing task per week, which was subsequently extended over the intervention. In the weeks with sessions, the new task was introduced in contact with the trained psychologists; in the weeks without session, participants familiarized with the new enhancing task autonomously. Short consolidating tasks were offered to practice the techniques previously introduced in enhancing tasks. Once a day, at a time set by the participants, a signal was prompted to offer participants a consolidating task. In addition, on-demand consolidating tasks were available at any time during the intervention. Furthermore, participants could decide whether they also wanted to allow for interactive tasks. To present interactive tasks, the smartphone prompted a signal 6 times per day on 3 consecutive days per week at random within set blocks.
of time. At each signal, participants were asked to complete a short EMA questionnaire on momentary stress and affect. If participants indicated high stress or negative affect in the EMA, they were offered an interactive task. Thereby, the interactive tasks guided participants to use previously learned compassion-focused techniques in moments of distress, which is an essential element of CFIs [42]. A gamification element was used to provide feedback on the progress made. If appropriate, participants could choose between reading the instructions on the smartphone’s screen and a guided audio version of the tasks.

Figure 2. Summary of the intervention content.

Participants
In line with a modified version of the clinical staging model [12,56], the EMIcompass study recruited young individuals aged 14 to 25 with current psychological distress, Clinical High At-Risk Mental State (CHARMS), or a first treated episode of severe mental disorder (for a detailed description of the modified criteria, see Multimedia Appendix 3 [12,56,59-64]; age range based on suggestions of the youth mental health reform and local regulations [65]). Participants were recruited from mental health services at the Central Institute of Mental Health, Mannheim, Germany, via local registries and advertisements on the institute’s webpage and social media. Self-reported and observer-rated measures were used to assess eligibility to participate. All participants (including caregivers for minors) provided informed consent and were reimbursed for their time and travel expenses. Further details on inclusion and exclusion criteria are provided in the study protocol [56].

Measure
Multimedia Appendix 4 [12,59,60,66-78] provides an overview of the measures used and the time points of administration. We used self-reports and, in the case of ethnicity, family assessments to collect data on sociodemographic characteristics. Clinical characteristics (ie, clinical stage, psychological distress, general psychopathology, and level of functioning) were assessed using self-report questionnaires, observer ratings, and standardized interviews. Self-report questionnaires were used to assess overall self-compassion, emotion regulation, and working alliance. Momentary self-compassion was assessed using EMA. The total number of training tasks completed in the EMI was used as an indicator of training frequency. Multimedia Appendix 5 displays a correlation table of the measures used.

Statistical Analysis
The study was registered on the open science framework prior to accessing the data [79]. To obtain parameter estimates for the effect of sociodemographic, clinical, and functional
characteristics on putative mechanisms and processes, we fitted linear regression models with change in self-compassion (Δpostintervention−baseline), change in adaptive and maladaptive emotion regulation (Δpostintervention−baseline), working alliance (patient and therapist ratings and total scores), and training frequency (total score) as dependent variables. Independent variables in the models were clinical stage (stage 1a, stage 1b, and stage 2), psychological distress, general psychopathology, level of functioning, age, gender (female and male), and ethnic minority status (minority and majority). Parameter estimates (95% CIs) were obtained for the main effects of baseline characteristics on change in self-compassion, change in adaptive and maladaptive emotion regulation, working alliance, and training frequency. We computed partial η² as estimators of effect size for the predictors.

To obtain parameter estimates for the effect of sociodemographic, clinical, and functional characteristics and baseline level of self-compassion, adaptive, and maladaptive emotion regulation on clinical outcomes, we fitted mixed effects regression models with psychological distress and general psychopathology at postintervention or at follow-up as the dependent variables. Independent variables in these models were time (postintervention and follow-up), clinical stage (stage 1a, stage 1b, and stage 2), level of functioning at baseline, age, gender (female and male), ethnic minority status (minority and majority), momentary and overall self-rated self-compassion at baseline, adaptive and maladaptive emotion regulation at baseline, psychological distress at baseline (as independent variable in the model with general psychopathology at postintervention or follow-up as outcome), and control variable with psychological distress at postintervention or follow-up as outcome), and general psychopathology at baseline (as independent variable in the model with psychological distress at postintervention or follow-up as outcome and as control variable with general psychopathology at postintervention or follow-up as outcome). We took into account the within-subject clustering of repeated measures by adding a level-2 random intercept. The model was fitted using restricted maximum likelihood estimation. Parameter estimates (95% CIs) were obtained for the main effects of baseline characteristics on outcomes across the 2 follow-up (ie, postintervention and 4-week follow-ups). In the next step, given the exploratory nature of this trial, 95% CIs for the 2 time-specific contrasts were obtained. For this, the aforementioned model was extended by timexcharacteristic interactions (timexclinical stage, timexpsychological distress, timexgeneral psychopathology, timexlevel of functioning, timexage, timexgender, timексelf-compassion, timexadaptive emotion regulation, and timexmaladaptive emotion regulation). The “margins” command was used for each interaction to obtain predicted means for both time points and all manifestations of categorical variables (eg, “margins time point #clinical stage”). For continuous variables, the “margins” command was used with z-standardized continuous variables to obtain predicted means for both time points and low (mean−1 SD), mean, and high (mean+1 SD) levels of the given continuous variable (eg, “margins, at [z_age = (−1 0 1)] over [time]”).

To transform the results into an effect size, the model was run including only a random intercept for participants, the estimated target relationship, and the baseline control to obtain the conditional and pooled variance across all assessment time points [78,80,81]. The resulting estimate of variance therefore approximates the variation in the dependent variable at any cross-section in postintervention and follow-up. The resulting estimate is on a similar scale as other typical d-type effect sizes (at “0” of any random slopes, if included), and if additional random effects were strong, these variances are underestimations, and the effect sizes in the following likely are at the upper possible limit.

The analysis was conducted according to intention-to-treat principles, with data from all participants entered into the analysis, including those who have low adherence to or who dropped out of the intervention. To screen for potential collinearity problems, we computed variance inflation factors (Multimedia Appendix 6).

Results

Basic Sample and Clinical Characteristics

An overview of basic sample and clinical characteristics is displayed in Table 1. The sample of those randomized to the experimental condition comprised 46 individuals (50% of the total sample in the exploratory RCT of N=92), with a mean age of 21.30 (SD 2.84; range 14-25) years. Most participants (35/46, 76%) identified as girls or women, 24% (11/46) of the participants identified as boys or men, and no participant identified as nonbinary. We identified 70% (32/46) of participants as White majority (German), 9% (4/46) as White other, and 22% (10/46) as other or mixed ethnicity. Most participants were classified as stage 1a (psychological distress, 26/46, 57%), 28% (13/46) of the participants met criteria for stage 1b (CHARMS), and 15% (7/46) of the participants were classified as stage 2 (first episode of severe mental disorder). The mean level of psychological distress at baseline was 28.20 (SD 5.08), and the mean level of general psychopathology at baseline was 24.55 (SD 9.94). The average level of functioning was 21.30 (SD 2.84), and the mean level of general psychopathology at baseline was 24.55 (SD 9.94). The average level of functioning was 71.83 (SD 9.89). Participants showed comparable levels of overall self-rated self-compassion (P=.33) and adaptive (P=.57) and maladaptive emotion regulation (P=.21) at baseline and postintervention. We observed increases in momentary self-compassion at postintervention (P=.02).
## Table 1. Basic sample and clinical characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Baseline (n\textsubscript{max}=46)\textsuperscript{a}</th>
<th>Postintervention (n\textsubscript{max}=45)</th>
<th>Follow-up (n\textsubscript{max}=45)</th>
<th>Baseline v postintervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t test (df)</td>
<td>P value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at baseline (years), mean (SD)</td>
<td>21.30 (2.84)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>35 (76)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Male</td>
<td>11 (24)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>0 (0)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White majority</td>
<td>32 (70)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Minority</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed White majority or White other</td>
<td>3 (7)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>White other</td>
<td>4 (9)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Turkish</td>
<td>3 (6)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Mixed other</td>
<td>2 (4)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Middle East</td>
<td>1 (2)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (2)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School: General Certificate of Sec-</td>
<td>7 (15)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>ondary Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Further: A levels</td>
<td>14 (30)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Higher: university</td>
<td>25 (54)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>39 (85)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>School</td>
<td>4 (9)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Vocational training or university</td>
<td>35 (76)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Employed</td>
<td>4 (9)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (6)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td><strong>Clinical stage at baseline, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>26 (57)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>1b</td>
<td>13 (28)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>2</td>
<td>7 (15)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Level of functioning at baseline, mean (SD)</td>
<td>71.83 (9.89)</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Psychological distress, mean (SD)</td>
<td>28.20 (5.08)</td>
<td>24.11 (6.55)</td>
<td>22.73 (7.16)</td>
<td>__</td>
</tr>
<tr>
<td>General psychopathology, mean (SD)</td>
<td>24.55 (9.94)</td>
<td>18.0 (12.03)</td>
<td>16.20 (10.68)</td>
<td>__</td>
</tr>
<tr>
<td><strong>Self-compassion, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall self-rating</td>
<td>18.34 (2.77)</td>
<td>18.70 (2.06)</td>
<td>__</td>
<td>−0.99 (42) .33</td>
</tr>
<tr>
<td>Momentary rating</td>
<td>3.89 (0.87)</td>
<td>4.30 (1.06)</td>
<td>__</td>
<td>−2.35 (44) .02</td>
</tr>
<tr>
<td><strong>Emotion regulation, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptive</td>
<td>5.51 (1.45)</td>
<td>5.61 (1.57)</td>
<td>__</td>
<td>−0.57 (42) .57</td>
</tr>
<tr>
<td>Maladaptive</td>
<td>5.97 (1.46)</td>
<td>5.64 (1.45)</td>
<td>__</td>
<td>1.27 (42) .21</td>
</tr>
<tr>
<td>Training frequency, mean (SD)</td>
<td>__</td>
<td>75.84 (85.09)</td>
<td>__</td>
<td>__</td>
</tr>
</tbody>
</table>
Table 2. Associations of sociodemographic, clinical, and functional characteristics at baseline with change in self-compassion and emotion regulation.

<table>
<thead>
<tr>
<th>Putative mechanisms of change</th>
<th>Change in overall self-rated self-compassion (n=43)</th>
<th>Change in momentary self-compassion (n=45)</th>
<th>Change in adaptive emotion regulation (n=43)</th>
<th>Change in maladaptive emotion regulation (n=43)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (95% CI)</td>
<td>Effect size&lt;sup&gt;a&lt;/sup&gt;</td>
<td>B (95% CI)</td>
<td>Effect size</td>
</tr>
<tr>
<td>Age</td>
<td>−0.05 (−0.40 to 0.29)</td>
<td>0.00</td>
<td>0.11 (0.00 to 0.22)</td>
<td>0.10</td>
</tr>
<tr>
<td>Gender</td>
<td>0.81 (−1.68 to 3.29)</td>
<td>0.01</td>
<td>−0.07 (−0.85 to 0.71)</td>
<td>0.00</td>
</tr>
<tr>
<td>Ethnic minority status</td>
<td>0.91 (−1.28 to 3.10)</td>
<td>0.02</td>
<td>−0.20 (−0.89 to 0.49)</td>
<td>0.01</td>
</tr>
<tr>
<td>Clinical stage&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td>0.01</td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Stage 1a</td>
<td>0.57 (−1.66 to 2.81)</td>
<td>0.57</td>
<td>−0.31 (−1.03 to 0.40)</td>
<td>0.31</td>
</tr>
<tr>
<td>Psychological distress</td>
<td>−0.34 (−3.91 to 3.23)</td>
<td>0.00</td>
<td>0.27 (−0.81 to 1.34)</td>
<td>0.27</td>
</tr>
<tr>
<td>General psychopathology</td>
<td>−0.01 (−0.38 to 0.35)</td>
<td>0.00</td>
<td>0.03 (−0.09 to 0.14)</td>
<td>0.03</td>
</tr>
<tr>
<td>Level of functioning</td>
<td>−0.01 (−0.21 to 0.10)</td>
<td>0.00</td>
<td>−0.02 (−0.06 to 0.04)</td>
<td>0.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>Effect size partial $\eta^2$.

<sup>b</sup>Stage 1a (individuals with psychological distress) as reference category.
Table 3. Associations of sociodemographic, clinical, and functional characteristics at baseline with working alliance and training frequency.

<table>
<thead>
<tr>
<th>Putative mechanisms of change</th>
<th>Working alliance—patient rating (n=44)</th>
<th>Working alliance—therapist rating (n=43)</th>
<th>Training frequency (n=45)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (95% CI)</td>
<td>Effect size</td>
<td>B (95% CI)</td>
</tr>
<tr>
<td>Age</td>
<td>0.57 (−0.33 to 1.46)</td>
<td>0.05</td>
<td>0.17 (−0.59 to 0.94)</td>
</tr>
<tr>
<td>Gender</td>
<td>2.55 (−3.93 to 9.03)</td>
<td>0.02</td>
<td>2.72 (−2.93 to 8.37)</td>
</tr>
<tr>
<td>Ethnic minority status</td>
<td>1.89 (−3.65 to 7.44)</td>
<td>0.01</td>
<td>1.54 (−3.18 to 6.26)</td>
</tr>
<tr>
<td>Clinical stage b</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 1b</td>
<td>5.03 (−0.68 to 10.74)</td>
<td></td>
<td>−1.22 (−5.93 to 3.49)</td>
</tr>
<tr>
<td>Stage 2</td>
<td>−0.41 (−9.47 to 8.65)</td>
<td></td>
<td>3.51 (−4.00 to 11.02)</td>
</tr>
<tr>
<td>Psychological distress</td>
<td>0.70 (−0.24 to 1.65)</td>
<td>0.06</td>
<td>0.33 (−0.46 to 1.12)</td>
</tr>
<tr>
<td>General psychopathology</td>
<td>0.00 (−0.44 to 0.44)</td>
<td>0.00</td>
<td>−0.13 (−0.49 to 0.23)</td>
</tr>
<tr>
<td>Level of functioning</td>
<td>0.01 (−0.28 To 0.29)</td>
<td>0.00</td>
<td>0.11 (−0.14 To 0.36)</td>
</tr>
</tbody>
</table>

aEffect size partial η².

bStage 1a (individuals with psychological distress) as reference category.

Sociodemographic, Clinical, and Functional Characteristics; Self-compassion; and Emotion Regulation at Baseline Associated With Clinical Outcomes

Table 4 presents findings on associations of psychological distress with participants’ characteristics and level of putative mechanisms at baseline and predicted marginal means. There was some evidence for a main effect of momentary self-compassion such that higher momentary self-compassion at baseline tended to be associated with, on average, lower levels of psychological distress across postintervention and follow-up assessments (B=−2.83, 95% CI −5.66 to 0.00). There was no evidence for main effects of sociodemographic or clinical characteristics, overall self-rated self-compassion, and emotion regulation on psychological distress.

Table 5 presents findings on associations of general psychopathology with participants’ characteristics and level of putative mechanisms at baseline and predicted marginal means. There was no evidence for initial signals of main effects of sociodemographic, clinical, and functional characteristics on general psychopathology.

Cross-differences between high and low levels of baseline characteristics at the time points are presented in Multimedia Appendix 7 [82].
Table 4. Associations of psychological distress with participants’ characteristics and level of putative mechanisms and processes at baseline and predicted marginal means.

<table>
<thead>
<tr>
<th></th>
<th>Postintervention</th>
<th>Follow-up</th>
<th>Adjusted B (95% CI)</th>
<th>Effect size&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted marginal mean</td>
<td>SE</td>
<td>Predicted marginal mean</td>
<td>SE</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low&lt;sup&gt;d&lt;/sup&gt;</td>
<td>24.92 (22.26 to 27.57)</td>
<td>1.36</td>
<td>24.99 (22.33 to 27.65)</td>
<td>1.36</td>
</tr>
<tr>
<td>Mean</td>
<td>24.03 (22.33 to 25.73)</td>
<td>0.87</td>
<td>22.62 (20.93 to 24.32)</td>
<td>0.87</td>
</tr>
<tr>
<td>High&lt;sup&gt;e&lt;/sup&gt;</td>
<td>23.15 (20.44 to 25.86)</td>
<td>1.38</td>
<td>20.26 (17.55 to 22.96)</td>
<td>1.38</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>24.16 (22.15 to 26.17)</td>
<td>1.03</td>
<td>23.90 (21.89 to 25.91)</td>
<td>1.03</td>
</tr>
<tr>
<td>Male</td>
<td>23.65 (19.61 to 27.69)</td>
<td>2.06</td>
<td>18.45 (14.41 to 22.49)</td>
<td>2.06</td>
</tr>
<tr>
<td><strong>Ethnic minority status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White majority</td>
<td>23.83 (22.02 to 25.64)</td>
<td>0.92</td>
<td>22.71 (20.91 to 24.52)</td>
<td>0.92</td>
</tr>
<tr>
<td>Minority</td>
<td>26.22 (19.81 to 32.62)</td>
<td>3.27</td>
<td>22.11 (15.70 to 28.52)</td>
<td>3.27</td>
</tr>
<tr>
<td><strong>Clinical stage&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 1a</td>
<td>25.42 (23.12 to 27.73)</td>
<td>1.18</td>
<td>23.75 (21.44 to 26.05)</td>
<td>1.18</td>
</tr>
<tr>
<td>Stage 1b</td>
<td>21.84 (18.58 to 25.10)</td>
<td>1.66</td>
<td>20.21 (16.95 to 23.46)</td>
<td>1.66</td>
</tr>
<tr>
<td>Stage 2</td>
<td>22.62 (16.44 to 28.79)</td>
<td>3.15</td>
<td>23.37 (17.19 to 29.55)</td>
<td>3.15</td>
</tr>
<tr>
<td><strong>General psychopathology at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>23.62 (19.88 to 27.37)</td>
<td>1.91</td>
<td>18.79 (15.05 to 22.54)</td>
<td>1.91</td>
</tr>
<tr>
<td>Mean</td>
<td>24.03 (22.33 to 25.74)</td>
<td>0.87</td>
<td>22.56 (20.86 to 24.26)</td>
<td>0.87</td>
</tr>
<tr>
<td>High</td>
<td>24.45 (20.85 to 28.04)</td>
<td>1.83</td>
<td>26.33 (22.73 to 29.92)</td>
<td>1.83</td>
</tr>
<tr>
<td><strong>Level of functioning at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>25.02 (22.34 to 27.70)</td>
<td>1.37</td>
<td>22.27 (19.59 to 24.95)</td>
<td>1.37</td>
</tr>
<tr>
<td>Mean</td>
<td>24.07 (22.37 to 25.77)</td>
<td>0.87</td>
<td>22.65 (20.95 to 24.35)</td>
<td>0.87</td>
</tr>
<tr>
<td>High</td>
<td>23.12 (20.52 to 25.72)</td>
<td>1.33</td>
<td>23.03 (20.43 to 25.63)</td>
<td>1.33</td>
</tr>
<tr>
<td><strong>Overall self-rated self-compassion at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>23.81 (19.66 to 27.95)</td>
<td>2.11</td>
<td>21.28 (17.14 to 25.43)</td>
<td>2.11</td>
</tr>
<tr>
<td>Mean</td>
<td>24.02 (22.29 to 25.76)</td>
<td>0.89</td>
<td>22.53 (20.79 to 24.26)</td>
<td>0.89</td>
</tr>
<tr>
<td>High</td>
<td>24.24 (20.74 to 27.74)</td>
<td>1.79</td>
<td>23.77 (20.27 to 27.28)</td>
<td>1.79</td>
</tr>
<tr>
<td><strong>Momentary self-compassion at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>26.60 (23.53 to 29.68)</td>
<td>1.57</td>
<td>23.05 (19.97 to 26.12)</td>
<td>1.57</td>
</tr>
<tr>
<td>Mean</td>
<td>24.17 (22.47 to 25.88)</td>
<td>0.87</td>
<td>22.68 (20.98 to 24.38)</td>
<td>0.87</td>
</tr>
<tr>
<td>High</td>
<td>21.74 (18.88 to 24.60)</td>
<td>1.46</td>
<td>22.31 (19.45 to 25.17)</td>
<td>1.46</td>
</tr>
<tr>
<td><strong>Adaptive emotion regulation at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>24.57 (21.68 to 27.45)</td>
<td>1.47</td>
<td>24.01 (21.13 to 26.90)</td>
<td>1.47</td>
</tr>
<tr>
<td>Mean</td>
<td>24.01 (22.35 to 25.74)</td>
<td>0.87</td>
<td>22.66 (20.96 to 24.36)</td>
<td>0.87</td>
</tr>
<tr>
<td>High</td>
<td>23.52 (20.64 to 26.41)</td>
<td>1.47</td>
<td>21.30 (18.42 to 24.19)</td>
<td>1.47</td>
</tr>
<tr>
<td><strong>Maladaptive emotion regulation at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Postintervention</td>
<td>Follow-up</td>
<td>Adjusted B (95% CI)</td>
<td>Effect size&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>----------------</td>
<td>------------------</td>
<td>-------------------------</td>
<td>---------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td></td>
<td>Predicted marginal mean (95% CI)</td>
<td>SE</td>
<td>Predicted marginal mean (95% CI)</td>
<td>SE</td>
</tr>
<tr>
<td>High</td>
<td>24.09 (21.01 to 27.17)</td>
<td>1.57</td>
<td>24.78 (21.70 to 27.86)</td>
<td>1.57</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted for baseline levels of psychological distress.

<sup>b</sup>d-type effect size.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>Low = mean − 1 SD.

<sup>e</sup>High = mean + 1 SD.

<sup>f</sup>Stage 1a (individuals with psychological distress) is used as the reference category.
Table 5. Associations of general psychopathology with participants’ characteristics and level of putative mechanisms and processes at baseline and predicted marginal means\(^a\).

<table>
<thead>
<tr>
<th></th>
<th>Postintervention</th>
<th>Follow-up</th>
<th>Adjusted B (95% CI)</th>
<th>Effect size(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted marginal mean (95% CI)</td>
<td>SE</td>
<td>Predicted marginal mean (95% CI)</td>
<td>SE</td>
</tr>
<tr>
<td>Time</td>
<td><em>c</em></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low(^d)</td>
<td>19.75 (15.20 to 24.29)</td>
<td>2.32</td>
<td>18.27 (13.72 to 22.81)</td>
<td>2.32</td>
</tr>
<tr>
<td>Mean</td>
<td>17.49 (14.58 to 20.39)</td>
<td>1.48</td>
<td>16.06 (13.15 to 18.96)</td>
<td>1.48</td>
</tr>
<tr>
<td>High(^e)</td>
<td>15.23 (10.61 to 19.86)</td>
<td>2.36</td>
<td>13.85 (9.22 to 18.48)</td>
<td>2.36</td>
</tr>
<tr>
<td>Gender</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>18.01 (14.57 to 21.45)</td>
<td>1.76</td>
<td>17.44 (14.00 to 20.88)</td>
<td>1.76</td>
</tr>
<tr>
<td>Male</td>
<td>15.87 (8.96 to 22.78)</td>
<td>3.53</td>
<td>11.49 (4.58 to 8.40)</td>
<td>3.53</td>
</tr>
<tr>
<td>Ethnic minority status</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>White majority</td>
<td>17.40 (14.30 to 20.49)</td>
<td>1.58</td>
<td>15.69 (12.60 to 18.78)</td>
<td>1.58</td>
</tr>
<tr>
<td>Minority</td>
<td>18.80 (7.84 to 29.75)</td>
<td>5.59</td>
<td>20.10 (9.15 to 31.06)</td>
<td>5.59</td>
</tr>
<tr>
<td>Clinical stage(^f)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Stage 1a</td>
<td>19.07 (15.13 to 23.01)</td>
<td>2.01</td>
<td>18.29 (14.35 to 22.23)</td>
<td>2.01</td>
</tr>
<tr>
<td>Stage 1b</td>
<td>14.32 (8.75 to 19.88)</td>
<td>2.84</td>
<td>11.60 (6.03 to 17.17)</td>
<td>2.84</td>
</tr>
<tr>
<td>Stage 2</td>
<td>17.82 (7.26 to 28.39)</td>
<td>5.39</td>
<td>16.34 (5.77 to 26.91)</td>
<td>5.39</td>
</tr>
<tr>
<td>Psychological distress at baseline</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low</td>
<td>18.83 (12.03 to 25.63)</td>
<td>3.47</td>
<td>19.44 (12.64 to 26.25)</td>
<td>3.47</td>
</tr>
<tr>
<td>Mean</td>
<td>17.52 (14.61 to 20.42)</td>
<td>1.48</td>
<td>16.07 (13.17 to 18.98)</td>
<td>1.48</td>
</tr>
<tr>
<td>High</td>
<td>16.20 (9.35 to 23.06)</td>
<td>3.50</td>
<td>12.71 (5.85 to 19.56)</td>
<td>3.50</td>
</tr>
<tr>
<td>Level of functioning at baseline</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low</td>
<td>18.84 (14.26 to 23.43)</td>
<td>2.34</td>
<td>15.01 (10.43 to 19.60)</td>
<td>2.34</td>
</tr>
<tr>
<td>Mean</td>
<td>17.56 (14.65 to 20.46)</td>
<td>1.48</td>
<td>16.06 (13.16 to 18.97)</td>
<td>1.48</td>
</tr>
<tr>
<td>High</td>
<td>16.27 (11.82 to 20.72)</td>
<td>2.27</td>
<td>17.11 (12.66 to 21.57)</td>
<td>2.27</td>
</tr>
<tr>
<td>Overall self-rated self-compassion at baseline</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low</td>
<td>16.18 (9.09 to 23.27)</td>
<td>3.62</td>
<td>10.90 (3.81 to 17.99)</td>
<td>3.62</td>
</tr>
<tr>
<td>Mean</td>
<td>17.39 (14.43 to 20.36)</td>
<td>1.51</td>
<td>15.60 (12.63 to 18.57)</td>
<td>1.51</td>
</tr>
<tr>
<td>High</td>
<td>18.61 (12.62 to 24.60)</td>
<td>3.05</td>
<td>20.29 (14.31 to 26.28)</td>
<td>3.05</td>
</tr>
<tr>
<td>Momentary self-compassion at baseline</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low</td>
<td>20.45 (15.19 to 25.70)</td>
<td>2.68</td>
<td>15.26 (10.01 to 20.52)</td>
<td>2.68</td>
</tr>
<tr>
<td>Mean</td>
<td>17.67 (14.76 to 20.58)</td>
<td>1.49</td>
<td>16.05 (13.14 to 18.96)</td>
<td>1.49</td>
</tr>
<tr>
<td>High</td>
<td>14.89 (9.99 to 19.79)</td>
<td>2.50</td>
<td>16.84 (11.94 to 21.73)</td>
<td>2.50</td>
</tr>
<tr>
<td>Adaptive emotion regulation at baseline</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low</td>
<td>17.06 (12.13 to 22.00)</td>
<td>2.52</td>
<td>19.47 (14.53 to 24.41)</td>
<td>2.52</td>
</tr>
<tr>
<td>Mean</td>
<td>17.52 (14.62 to 20.43)</td>
<td>1.48</td>
<td>16.09 (13.19 to 19.00)</td>
<td>1.48</td>
</tr>
<tr>
<td>High</td>
<td>17.98 (13.05 to 22.92)</td>
<td>2.52</td>
<td>12.71 (7.78 to 17.65)</td>
<td>2.52</td>
</tr>
<tr>
<td>Maladaptive emotion regulation at baseline</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low</td>
<td>16.11 (10.84 to 21.38)</td>
<td>2.69</td>
<td>14.42 (9.15 to 19.69)</td>
<td>2.69</td>
</tr>
<tr>
<td>Mean</td>
<td>17.52 (14.62 to 20.43)</td>
<td>1.48</td>
<td>16.09 (13.19 to 19.00)</td>
<td>1.48</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

First, we developed a hybrid 6-week CFI comprising 2 intervention tracks with varying foci and demand levels. Second, we observed initial signals of effects of age, general psychopathology, and clinical stage on change in momentary self-compassion and change in emotion regulation. Older participants tended to show greater differences in momentary self-compassion comparing baseline and postintervention assessments. Participants classified as stage 2 were found to show greater differences in adaptive emotion regulation comparing baseline and postintervention assessments. In addition, participants with lower levels of psychopathology at baseline showed more pronounced reductions in maladaptive emotion regulation from baseline to postintervention assessments. There was no evidence for associations of other baseline characteristics (eg, gender, minority status, and level of functioning) and putative mechanisms (ie, overall self-rated self-compassion, working alliance, and training frequency). Third, there was some evidence that higher momentary self-compassion at baseline tended to be associated with, on average, lower levels of psychological distress across postintervention and follow-up assessments. We observed no other initial signals that clinical or functional characteristics at baseline impacted clinical outcomes.

Methodological Considerations

The reported results should be interpreted in light of several methodological considerations and limitations. First, sample size and selection as well as the exploratory nature of the analyses need to be critically appraised. Although the analyses were prospectively registered, they reflect secondary analyses with an increased risk of type 1 error. As noted, our findings reflect initial signals of associations of participants’ baseline characteristics with putative mechanisms, processes, and outcomes. Moreover, it should be taken into account that boys or men, individuals identifying as nonbinary, and participants from stage 2 (first episode of severe mental disorder) were considerably underrepresented in the sample. However, the gender difference in recruitment may partly be explained by higher prevalence of depressive and anxiety disorders in women and adolescent girls [83,84] and the exclusion of mental health problems that are especially prevalent in men and adolescent boys (eg, primary substance abuse disorder [66]). Randomization in a future definitive trial may therefore need to stratify by gender to rule out potential confounding by this factor. In addition, we assessed ethnicity by considering participants’ self-report of citizenship, country of birth, first language, and information provided in participants’ family assessment. Grouping participants into broad categories of ethnicity inevitably implies that some participants may have been assigned to a category that they do not consider belonging to and, hence, misclassification. In general, the concept of using categories, for example, with regard to ethnicity or gender, may be criticized as—of course—there is considerable heterogeneity within groups, which needs to be further explored in qualitative analyses [85,86]. These limitations can be tolerated at the exploratory stage of developing a complex intervention but should be addressed in future, definitive trials.

Second, operationalizations of putative mechanisms were not measured at multiple time points during the intervention, and difference scores were used as proxies for change in self-compassion and emotion regulation. While proxies are acceptable in this exploratory study, a future definitive trial may use multiple assessments during the intervention to yield more fine-grained data on potential changes in mechanisms.

Third, the assessment of self-compassion needs to be critically appraised: in our analyses, overall self-rated self-compassion and momentary self-compassion were not correlated, indexing low convergent validity (Multimedia Appendix 5). Similar phenomena have been observed before, for example, for negative symptoms measured with EMA and interviewer-rated measures, which may tap distinct but related constructs [87]. This may be viewed as underscoring the relevance of assessment under real-time and real-world conditions, which is supported by moderate to large correlations of momentary self-compassion with clinical characteristics (ie, clinical stage, psychological distress, general psychopathology, and level of functioning), indicating high concurrent validity. However, as the items for assessing momentary self-compassion were used for the first time in this study, they may also not fully capture the construct of self-compassion as operationalized by the subscales in the Self-Compassion Scale (ie, they are more similar in content to items from the self-kindness than mindfulness subscale) [73].

In addition, we aggregated EMA data on momentary self-compassion at the person level, which led to a loss of information in comparison with the level of EMA observations, given the repeated measurement and temporal variability EMA captures as an intensive longitudinal data collection method (Schick A, unpublished data, 2022). Nonetheless, aggregated
experience sampling measures may still capture the target constructs with less noise and greater sensitivity than recall measures [88], so this may not reduce this study’s informative value substantially.

Fourth, potential influences of the COVID-19 pandemic have not been statistically accounted for in current analyses and should be considered when interpreting the findings. Owing to local regulations (eg, lockdowns and contact restrictions), the intervention sessions were shifted from face-to-face contact to video calls. Recent systematic reviews and meta-analyses indicated no differences in telehealth and in-person psychotherapy [89], but generalizability to settings in which both in-person sessions and a video call format are used flexibly remains unclear, and the impact cannot be determined with certainty without further research.

Comparison With Previous Research

To our knowledge, the EMIconnass intervention is the first hybrid CFI blending an EMI and face-to-face sessions designed to enhance self-compassion and resilience in young people with nonspecific psychological distress, CHARMS, and first episode of severe mental disorder. Building on principles of EMIs [26,27,29,34], EMIconnass combined different intervention elements: enhancing tasks provided participants with new CFI strategies. Consolidating tasks facilitated training in different contexts and translation into daily life increasing the chances of generalization. Elements of experience sampling were used to increase reflective processing improving insight and awareness of own cognitive and emotional processes [90]. This may be further improved by incorporating elements of feedback into future versions of the intervention [91]. In addition, assessing stress and affect in daily life allows the EMI to offer useful techniques in moments of high distress (ie, interactive tasks), providing participants with support in challenging life situations.

For the EMIconnass intervention, the results from an uncontrolled pilot study [54] indicated a reduction of stress reactivity at postintervention and follow-up and reduced clinical symptoms at follow-up when compared with baseline. A recent exploratory RCT [56] indicated that all feasibility criteria were met and a reduction of stress reactivity in the experimental condition as the primary candidate mechanism in comparison with a control condition of TAU. In addition, it suggests initial signals that the EMIconnass intervention may have beneficial effects on resilience in daily life and quality of life. Detailed findings on feasibility and initial signals of efficacy are described elsewhere [56].

Apart from an association of age and change in momentary self-compassion, participants’ sociodemographic characteristics were not associated with putative processes, mechanisms, and outcomes of the EMIconnass intervention. This is in variance with findings in traditional psychotherapy for depression and psychosis, where reviews indicate differential treatment effects for various sociodemographic characteristics (eg, age, gender, and marital status) [92,93]. In an Acceptance and Commitment Therapy–based EMI in individuals at ultra–high risk for psychosis and with a first episode of psychosis, ethnic minority status was associated with lower compliance and higher app usefulness, whereas being female predicted lower usefulness of the app’s metaphor images (van Aubel E, unpublished data, August 2022).

When examining the impact of clinical and functional characteristics, we observed associations of clinical stage and general psychopathology with putative mechanisms and processes (ie, change in momentary self-compassion and change in emotion regulation). Interestingly, later clinical stage was associated with a more pronounced increase in adaptive emotion regulation, whereas lower levels of general psychopathology tended to be associated with a more pronounced reduction of maladaptive emotion regulation. However, the findings on clinical stage must be interpreted with caution, given the small number of participants from stage 2 included in the study. The possibility of ceiling effects for a particular clinical stage could be ruled out, as the mean levels of adaptive emotion regulation were in the middle range of the scale for all clinical stages. An RCT of cognitive behavioral therapy in patients with psychotic disorders investigating predictors of improvement and dropout indicated that higher symptom severity and poor level of functioning do not pose a barrier to improvement [94]. The findings from an Acceptance and Commitment Therapy–based EMI in individuals at ultra–high risk for psychosis and with a first episode of psychosis show a differentiated perspective on symptom severity: the severity of affective symptoms was associated with higher perceived usefulness and that of negative symptoms was associated with lower perceived usefulness of the intervention (van Aubel E, unpublished data, August 2022).

Besides sociodemographic, clinical, and functional characteristics at baseline, we moved beyond these previous studies and examined potential associations of baseline levels of self-compassion and emotion regulation with outcomes of the intervention. We found some evidence that higher levels of momentary self-compassion at baseline were associated with, on average, lower levels of psychological distress across assessment time points. By showing this in a longitudinal intervention study, the current findings extend evidence from a meta-analysis indicating associations of self-compassion and psychological distress in general [95]. However, in this study, this did not hold true for overall self-compassion. Apart from the effects delineated earlier, there were no initial signals of associations, tentatively suggesting that participants’ sociodemographic, clinical, and functional characteristics had little influence on their response to the EMIconnass intervention. This may indicate—within the limits of the variables assessed—that the EMIconnass intervention is relatively inclusive and reach of participants is largely independent from their sociodemographic, clinical, and functional baseline characteristics.

The role of digital approaches in improving the reach of those in need within broader conceptualizations has been subject to controversial debate: qualitative studies with health professionals and service users indicate that digital approaches were viewed as having the potential to improve inclusion but also as having the risk of digital exclusion [36,37,96]. Concerns have been raised that digital approaches and the digital divide may further reinforce health inequalities (ie, systematic, avoidable, and unfair differences in health outcomes [97]) in marginalized and
underserved populations; for example, in racial and ethnic minorities [98]. Digital inequalities are suggested to comprise multiple continuous dimensions; for example, socioeconomic and educational background, migrant and ethnic minority status, and health literacy [99-101]. To further improve our understanding of the consequences of digital inequalities for individuals’ response to the EMIcompass intervention, future studies may broaden their perspective by including further aspects of marginalized and underserved populations (eg, sexual minority status and socioeconomic background) and examining other criteria (eg, level of functioning, satisfaction with the intervention, goal attainment, and quality of life) in addition to those considered so far.

To address digital exclusion of marginalized and underserved populations, demands for evidence-based digital inclusion strategies have been articulated [102], and potential pathways for improving inclusion in digital approaches have been discussed. On the one hand, adaptations of interventions have been suggested; for example, feasibility and beneficial effects of cultural adaptation of interventions have already been demonstrated [103]. In addition to adapting interventions for specific groups, the needs and perspectives of individual participants should be taken into account in process evaluations combining quantitative and qualitative data [104]. In line with this, we conducted a qualitative study incorporating realist methodology [105] examining what works for whom under which circumstances in the EMIcompass study, the findings of which are reported elsewhere (Paetzold I, unpublished data, 2022). An emerging research field targets the adaptation of digital interventions on an individual level aiming at personalizing assessment and intervention [27,29,34]. On the other hand, the creation of interventions for diverse populations has been suggested, for example, in the REACT recommendations [98]. In line with this approach, a recent review of digital mental health interventions specifically designed for marginalized populations indicated promising results on feasibility and acceptability in pilot studies but also a lack of larger-scale examinations [106].

**Conclusions**

We developed the first hybrid CFI combining an EMI and face-to-face sessions with 2 intervention tracks and varying foci and demand levels to enhance resilience in young people with early mental health problems. We aimed at exploring whether participants’ characteristics at baseline were associated with putative mechanisms and outcomes of the EMIcompass intervention. The findings indicated reach of participants by the intervention largely independent of sociodemographic, clinical, and functional baseline characteristics. The findings need to be confirmed in a definitive trial.
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Abstract

Background: Mobile apps addressing a variety of workplace safety issues have proliferated over the last decade as mobile technology has advanced and smartphone ownership has increased. Workplace safety interventions are often designed for a specific work site. However, some of the most dangerous jobs are ones in which workers frequently change field locations, such as commercial fishing. Mobile apps may be particularly suitable for delivering safety interventions to these workers.

Objective: We sought to gauge the potential for using mobile apps to deliver safety interventions to commercial fishing workers. The purpose of this paper is to describe how fishermen use their mobile devices during fishing operations and identify any mobile apps they already use for safety.

Methods: Participants comprised commercial fishing captains who already owned an iOS or Android smartphone or tablet. They completed a questionnaire that asked about their current mobile device use and their use of safety-related mobile apps, in addition to questions about their fishing operations. We performed descriptive analyses of the data.

Results: A total of 61 participants completed the questionnaire. The most common types of mobile devices participants reported owning were iPhones (n=36, 59%) and Android phones (n=24, 39%). Most participants (n=53, 87%) reported using their mobile device for both work and personal purposes, including while out at sea (n=52, 85%). Over half of the participants reported that they had either safety-related apps (n=17, 28%) or apps that help them with their work (n=35, 57%). The types of apps most frequently mentioned were apps for weather, wind, tides, and navigation.

Conclusions: The results of this study indicate that some commercial fishing captains who own a mobile device are receptive to using safety-related apps for work. Apps that help avoid hazards by monitoring environmental conditions and apps optimized for use on smartphones may be most likely to be adopted and used. Overall, these results suggest that mobile apps are a promising avenue for improving safety among workers in commercial fishing and similar occupations.

(JMIR Form Res 2022;6(11):e33638) doi:10.2196/33638
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Introduction

In the past 15 years, smartphone ownership has grown dramatically. According to the Pew Research Center, 85% of adults in the United States owned a smartphone in 2021, compared to 70% in 2016 and 35% in 2011 [1]. With the rapid growth of mobile technology and the resulting ubiquity of smartphones, health and safety interventions delivered through
mobile apps have proliferated [2]. There are now tens of thousands of mobile health (mHealth) apps providing reference information, training and education, monitoring, clinical score calculators, reminders, and communication functions [3,4].

One area with potential for greatly expanding the reach of mHealth interventions is workplace safety. A total of 91% of full-time workers use a smartphone at work [5]. Technology that integrates interventions into a small device that almost all workers already carry with them opens up numerous possibilities for promoting safety and preventing injuries. Industries and occupations in which workers frequently change field locations, such as construction, tree care, commercial fishing, as well as certain installation, maintenance, and repair occupations, may be especially promising areas for mHealth interventions that can be accessed wherever workers are. The National Institute for Occupational Safety and Health has developed mobile apps to address a variety of occupational hazards including a ladder safety app, a heat safety tool, a sound level meter, a personal protective equipment (PPE) inventory tracker, and multiple apps addressing aspects of ergonomics [6]. Dozens of other occupational safety and health apps are available on the app market as well [7].

Little is known about how workers use occupational safety apps or even how they use their mobile devices in the workplace. Studies that have examined workers’ use of mobile devices or apps relevant to various work settings have produced mixed findings. In a scoping review that looked at nurses’ use of personal smartphones in clinical settings, de Jong et al [8] found that nurses frequently used their personal smartphones to look up medical information and communicate with others on the patient-care team. In a mixed methods study, Patel et al [9] gave 16 physicians access to a mobile clinical decision support tool; 9 of the 16 doctors used the app during the study period while 7 did not. They found that 5 of the doctors accounted for 90% of the interactions with the app, and just 2 accounted for 56% of the interactions with the app over the study period. Snipes et al [10] pilot tested a mobile app to promote PPE use among farmworkers. Some participants reported technical problems with the phone such as low battery or the screen freezing, but 73% encountered no barriers to using the phone. For consistency, participants were given a particular type of phone to use for the pilot testing and they were also given specific types of PPE, but, notably, 75% of participants already had a personal mobile phone at baseline and 39% of those workers used it always or sometimes. Studies of apps that monitor UV conditions and provide tailored sun protection advice and warnings have found apps to be effective in improving some sun safety behaviors among participants from the general population, but not all participants used the apps [11,12]. These studies suggest that many workers already use their smartphones for work purposes, but even when asked to try apps designed for use in specific work settings, only a portion of workers may use the apps.

Commercial fishing consistently ranks as one of the most hazardous occupations in the United States. From 2000 to 2015, fishers and related fishing workers had a fatal injury rate of 117 per 100,000 full-time equivalent workers, approximately 29 times the all-worker rate [13]. Mobile apps should be explored as low- or no-cost interventions to protect this worker population from injury and death. A first step is determining how receptive commercial fishing workers would be to such apps. Technology adoption theories suggest that experienced mobile device users are more likely to adopt new mobile apps than individuals with little experience using mobile devices [14]. Little is known about how commercial fishing workers use mobile devices, especially when out at sea. The purpose of this paper is to describe how fishermen use their mobile devices during fishing operations and identify any mobile apps they already use for safety.

**Methods**

**Study Population**

Participants were a convenience sample of commercial fishing vessel captains recruited for a study field-testing 2 mobile apps that aim to address certain safety issues related to fishing operations [15]. To be eligible for our study, participants had to be commercial fishing captains who already owned an iOS or Android smartphone or tablet. Participant recruitment and data collection began in July 2018 and were completed in October 2020. A detailed description of our recruitment and data collection procedures is published elsewhere [15].

**Data Collection and Key Variables**

Participants completed a baseline questionnaire that was either administered by a researcher in person or self-administered online. The questionnaire asked about participants’ commercial fishing operations and experience, some of their safety practices and concerns about safety, their current mobile device use, and their use of safety-related mobile apps (Textbox 1). Prior to data collection, a member of the study team with extensive commercial fishing experience (JD) reviewed all questionnaire items to ensure their suitability for this population. The items about mobile device use and safety-related app use were exploratory in nature and left open to each participant’s interpretation.
Textbox 1. Questionnaire items about participants’ mobile device and app use.

<table>
<thead>
<tr>
<th>Question</th>
<th>Response Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>What kinds of mobile devices do you have, specifically?</td>
<td></td>
</tr>
<tr>
<td>• Do you have an iPhone? (Yes/no)</td>
<td></td>
</tr>
<tr>
<td>• Do you have an iPad? (Yes/no)</td>
<td></td>
</tr>
<tr>
<td>• Do you have an iPod Touch? (Yes/no)</td>
<td></td>
</tr>
<tr>
<td>• Do you have an Android phone? (Yes/no)</td>
<td></td>
</tr>
<tr>
<td>• Do you have an Android tablet? (Yes/no)</td>
<td></td>
</tr>
</tbody>
</table>

Thinking about your [device]… Do you use your [device] for work, personal use, or both? (Work only/personal use only/both work and personal use)

Do you ever use your [device] when you are out at sea? (Yes/no)

On your [device], do you have any apps that help you with your commercial fishing work? (Yes/no; if yes: which ones?)

On your [device], do you have any safety apps or apps that you use for the purpose of making you safer, either at work or on your own time? (Yes/no; if yes: which ones?)

Data Analysis
We performed descriptive analyses of key variables, computing mean values for numeric variables and frequencies for categorical variables. We excluded 2 participants from the calculations of mean and median years of experience because both of these participants gave implausible values, reporting greater years of experience working as a commercial fishing captain than years of experience working on commercial fishing vessels generally. We summarized the free-text responses into broad categories by manually performing a content analysis.

Ethics Approval
This study was approved by the Johns Hopkins University Homewood Institutional Review Board (PR00015355 HIRB00011417).

Results
A total of 61 commercial fishing captains participated in our study and completed the baseline questionnaire. The mean age of our sample was 47.3 (SD 14.4) years, with a median of 47 (IQR 34-56) years. Participants had an average of 27.1 years of experience working on commercial fishing vessels and an average of 19.4 years of experience as a commercial fishing captain (Table 1). A total of 57 (93%) participants identified as male.

Per the study’s eligibility criteria, all participants owned at least one mobile device. When asked what kinds of mobile devices they owned, the largest proportion reported owning an iPhone (n=36, 59%), followed by an Android phone, iPad, Android tablet, and iPod Touch (Table 2). Most participants (n=53, 87%) reported using their mobile device for both work and personal use. A similar proportion indicated that they take at least one of their devices with them out at sea. Just over half of the participants (n=35, 57%) indicated they have apps that help them with commercial fishing work, and 28% (n=17) indicated they have safety-related apps. Participants who reported having apps for commercial fishing work or safety most frequently named apps for weather, wind, tides, and navigation, including apps that combine these functions.

Table 1. Participants’ age and years of experience (N=61).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mean (SD)</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>47.3 (14.4)</td>
<td>47 (34-56)</td>
</tr>
<tr>
<td>Years of experience working on commercial fishing vesselsa</td>
<td>27.1 (13.3)</td>
<td>30 (15-37.5)</td>
</tr>
<tr>
<td>Years of experience working as a commercial fishing vessel captaina</td>
<td>19.4 (13.9)</td>
<td>18 (6.5-29.5)</td>
</tr>
</tbody>
</table>

aTwo participants were excluded: n=59.
Table 2. Mobile device use among participants (N=61).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobile device ownership</strong>a</td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>36 (59)</td>
</tr>
<tr>
<td>Android phone</td>
<td>24 (39)</td>
</tr>
<tr>
<td>iPad</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Android tablet</td>
<td>2 (3)</td>
</tr>
<tr>
<td>iPod Touch</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Mobile device use</strong></td>
<td></td>
</tr>
<tr>
<td>Use for both work and personal use</td>
<td>53 (87)</td>
</tr>
<tr>
<td>Use when out at sea</td>
<td>52 (85)</td>
</tr>
<tr>
<td><strong>Mobile app use</strong></td>
<td></td>
</tr>
<tr>
<td>Use apps for commercial fishing work</td>
<td>35 (57)</td>
</tr>
<tr>
<td>Use safety apps</td>
<td>17 (28)</td>
</tr>
</tbody>
</table>

aCategories are not mutually exclusive; participants could select all that apply.

Discussion

Principal Results and Implications

This study demonstrates that approximately 85% of commercial fishing captains who own an iOS or Android device use it for both work and personal use, including while at sea. Additionally, most captains already use mobile apps for commercial fishing work or safety purposes, most commonly apps for weather, wind, tides, and navigation. All but 1 participant reported owning a smartphone, whereas only about one-quarter reported owning a tablet computer.

These results suggest that commercial fishing captains may be receptive to additional safety-related mobile apps, especially apps that provide real-time information about vessel location and environmental conditions. Apps that monitor changing conditions and provide actionable information to help avoid hazards may be particularly useful to this population. Expanding some popular existing apps to incorporate additional safety functions could be a relatively easy way to increase the availability and uptake of mobile safety interventions. In addition, mobile apps aimed at protecting workers in commercial fishing and similar occupations may be more readily adopted if they are optimized for use on smartphones.

Limitations

An important limitation of this study is that our sample only included captains who already owned a smartphone or tablet and, therefore, are probably more inclined to adopt mobile technologies than those who do not already have a mobile device. On the one hand, this limitation may lead us to overestimate the potential reach of mobile interventions for commercial fishing safety. On the other hand, our findings are useful for informing the development of mobile apps targeting the specific population most likely to adopt and benefit from them.

While we do not know what proportion of all commercial fishing captains own a smartphone or tablet, our sample appears to be representative of this worker population in at least one important way. The median age of participants in this study (47 years) is very similar to the median age of workers in the agriculture, forestry, fishing, and hunting industry sectors nationally (47.8 years in 2019) [16]. This is relevant for assessing this population’s receptivity to mobile interventions because workers in this industry tend to be older than workers in other industries, and smartphone ownership is related to age. The median age of all employed persons in the United States was 42.3 years in 2019 [16]. In 2021, smartphone ownership in the country was 95% among those aged 30 to 49 years but only 83% among those who are 50 to 64 years old [1].

Another limitation of this study is that we asked participants if they have safety apps on their mobile device, but we did not ask participants how frequently they use the apps mentioned and why. It is possible to have apps on a device that are rarely used, which would reduce the amount of protection afforded by the apps. Additional research is needed to determine factors that influence the actual use of safety apps among this worker population and any barriers to using the apps they might experience.

Conclusion

The results of this study indicate that some commercial fishing captains who own a mobile device are receptive to using safety-related apps for work. Apps that help avoid hazards by monitoring environmental conditions may be especially appealing to this population, and apps that are optimized for use on smartphones may be most likely to be adopted and used. Overall, these results suggest that mobile apps are a promising avenue for improving safety among commercial fishing workers.
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Abstract

Background: Perinatal substance use (SU) is prevalent during pregnancy and the postpartum period and may increase the risks to maternal and child health. Many pregnant and postpartum women do not seek treatment for SU because of fear of child removal. Home visiting (HV), a voluntary supportive program for high-risk families during the perinatal period, is a promising avenue for addressing unmet SU needs. Confidential delivery of screening and brief intervention (BI) for SU via computers has demonstrated high user satisfaction among pregnant and postpartum women as well as efficacy in reducing perinatal SU. This study describes the development of the electronic screening and BI for HV (e–SBI-HV), a digital screening and BI program that is adapted from an existing electronic screening and BI (e-SBI) for perinatal SU and tailored to the HV context.

Objective: This study aimed to describe the user-centered intervention development process that informed the adaptation of the original e-SBI into the e–SBI-HV, present specific themes extracted from the user-centered design process that directly informed the e–SBI-HV prototype and describe the e–SBI-HV prototype.

Methods: Adaptation of the original e-SBI into the e–SBI-HV followed a user-centered design process that included 2 phases of interviews with home visitors and clients. The first phase focused on adaptation and the second phase focused on refinement. Themes were extracted from the interviews using inductive coding methods and systematically used to inform e–SBI-HV adaptations. Participants included 17 home visitors and 7 clients across 3 Healthy Families America programs in New Jersey.

Results: The e–SBI-HV is based on an existing e-SBI for perinatal SU that includes screening participants for SU followed by a brief motivational intervention. On the basis of the themes extracted from the user-centered design process, the original e-SBI was adapted to address population-specific motivating factors, address co-occurring problems, address concerns about confidentiality, acknowledge fear of child protective services, capitalize on the home visitor–client relationship, and provide information about SU treatment while acknowledging that many clients prefer not to access the formal treatment system. The full e–SBI-HV prototype included 2 digital intervention sessions and home visitor facilitation protocols.

Conclusions: This study describes a user-centered approach for adapting an existing e-SBI for SU for use in the HV context. Despite the described challenges, home visitors and clients generally reacted favorably to the e–SBI-HV, noting that it has the potential to fill a significant gap in HV services. If proven effective, the e–SBI-HV could provide a way for clients to receive help with SU within HV, while maintaining their privacy and avoiding the overburdening of home visitors. The next step in this study would be to test the feasibility and preliminary efficacy of the e–SBI-HV.
Introduction

Background and Rationale

Substance use (SU) in the perinatal period is a critical public health challenge that is associated with negative birth outcomes, poor maternal and child health, and increased risk for child welfare system involvement [1-3]. Recent national data indicate that 5.4% of pregnant women reported using illicit drugs, 9.4% reported alcohol use, and 2.3% reported binge drinking [4-6]. Although many women who used substances before pregnancy decrease their use during pregnancy, 25% to 50% relapse in the first 3 months postpartum [7,8]. The risk of relapse increases because of hormonal changes, the stress of caring for a newborn, sleep deprivation, and social isolation, making the early postpartum weeks a critical period for intervention [8,9]. Despite the existence of effective treatments for substance misuse, <10% of women who need SU treatment receive it, a gap that is highest among low-income and underrepresented minorities [10]. Pregnant and postpartum women experience many barriers to accessing SU treatment and many conceal their SU and do not seek treatment because of fear of child removal [11].

Home visiting (HV), a strategy for delivering voluntary preventive services aimed at optimizing parent and child outcomes across the life course, is the primary supportive intervention offered to at-risk families during the perinatal period in the United States [12,13]. HV represents a promising avenue for addressing unmet SU needs in pregnant and postpartum women, as evidence-based HV programs currently operate in all 50 states and serve the nation’s highest risk families [14]. HV is typically offered to families who are identified as having specific risk factors associated with child maltreatment, such as inadequate income, unstable housing, history of SU, no prenatal care, or history of mental health concerns [15]. SU is prevalent among women served by HV programs, with nearly 40% of HV clients reporting binge drinking or using other drugs in the 3 months before HV enrollment nationally [16]. The immediate postpartum period is a particularly important time for preventing SU relapse [7,8] and HV often represents vulnerable families’ only contact with the formal service system during this time. Finally, new mothers may be especially motivated to change behaviors that may negatively impact their baby, such as SU [17-19]. As a voluntary, strengths-based program, HV provides a natural framework for capitalizing on this motivation to change.

Despite this promise, the most widely implemented HV models, such as Healthy Families America (HFA) and Parents as Teachers, do not have systematic protocols for identifying and addressing SU. This leaves many HV clients with undetected and unmet SU needs that increase maternal and child risk. Screening, brief intervention, and referral to treatment (SBIRT), originally designed to reduce gaps in the service continuum from primary care to SU treatment [20,21], has been widely recommended as a public health model for addressing SU [22-24]. Recommendations for SBIRT in the perinatal period include universal SU screening followed by brief intervention (BI) for women at low-to-moderate risk (defined by high past use or low current use) and referral to specialty SU treatment for those screening as being at the highest risk for SU [25]. This approach may be a good fit for the HV context given its nonjudgmental nature, the prevalence of low to moderate SU risk among HV clients, and the small proportion of HV clients who actively seek SU treatment [26,27].

However, 2 key challenges may preclude the successful integration of traditional SBIRT procedures into HV. First, HV clients are often reluctant to disclose SU to professionals, including home visitors, because of shame, stigma, denial, and most notably, fear of child removal [28-31]. These fears are not always unfounded, as maternal SU often triggers involvement of the child protective system (CPS), and many states have laws mandating reports to CPS if SU is discovered [32,33]. Second, most home visitors are lay professionals who lack the advanced clinical training and skills needed to effectively deliver evidence-based BIs [34]. Home visitors have repeatedly demonstrated low rates of risk identification and referral to treatment for SU [35-38], have reported feeling ill-equipped to effectively address client SU and other behavioral health concerns, and desire more training and supervision related to addressing client behavioral health [39-42]. Given the combination of client reluctance to disclose SU and lay professional home visitors with minimal clinical training and skill, a traditional SBIRT model that requires disclosure of current SU followed by delivery of an evidence-based BI is unlikely to be successful in HV. Our own prior work supports this contention: training home visitors in the implementation of SU screening and brief motivational interventions yielded very few positive screens and low rates of implementation and referral to treatment [43].

Screening and BI (SBI) that is delivered digitally via a computer or smartphone has great potential to overcome both of these challenges and bolster HV capacity to address maternal SU. Digital screening can be conducted without home visitor involvement, preserving the confidentiality of clients’ responses and allowing for greater comfort and honesty [44,45]. Screening via computer has been shown to promote honest responses among women in health care settings [46-48] and may be preferred by clients with concerns about confidentiality [49]. Computer-delivered BI has the advantage of greater standardization of delivery and alleviates the need for home visitors to implement complex BI techniques that are incompatible with their training and skill level [50]. Systematic reviews of studies of non–treatment-seeking adults have found positive impacts of both brief and long-term digital interventions on SU outcomes, with moderate effect sizes for self-report and biological data when compared with controls [50,51]. Digital SBI has demonstrated significant reductions in alcohol and drug use among pregnant and postpartum women when delivered in...
health care settings [52,53] and Women, Infants, and Children Supplemental Nutrition Program offices [54], with outcomes comparable with provider-delivered interventions [52]. Moreover, client satisfaction ratings for computerized SU interventions are high across multiple client types, including pregnant and postpartum women [50,55-57]. The electronic delivery of SBI is also highly compatible with the virtual delivery of HV services during the COVID-19 pandemic [58].

Early evidence from health care–based trials with postpartum women has supported the efficacy of electronic delivery of SBIRT in this population. In 2 randomized controlled trials, women reporting marijuana or other drug use before pregnancy were recruited after delivery and randomly assigned to receive electronic SBI (e-SBI) or an attention control. Women who received the e-SBI significantly reduced their SU frequency [59] and had significantly higher abstinence rates at 3-month follow-up based on self-report and biological measures, with a moderate effect size [53]. Intervention effects were maintained at 6 months at a moderate effect size but were no longer significant. A study comparing the e-SBI to clinician-delivered SBIRT in obstetrics and gynecology clinics found significant declines in SU in both groups compared with controls, with no difference between computerized and clinician-delivered SBIRT, although impacts attenuated by 6 months [52]. Only 1 other study has tested this approach in HV [60] and found that a series of 8 e-SBI sessions targeting multiple child maltreatment risk factors including SU was feasible to deliver within HV. Participant satisfaction ratings were high; however, no impacts on SU or other child maltreatment risk factors were detected. Two key limitations of this study that may have contributed to the results are (1) failure to adequately consider the perspectives of end users in the development of the e-SBI sessions and (2) a lack of a structured implementation process for home visitors. In this study, we applied user-centered design methods to adapt the e-SBI described earlier into the e-SBI for HV (e–SBI-HV). The e–SBI-HV is tailored to the unique HV context and is more likely to result in a product that can be easily integrated into an existing system of care [63]. Combining these 2 approaches led to our 2-phase design process, which is depicted in Figure 1, and included 2 phases of data collection via structured interviews of home visitors and clients.

**Objectives**

The overall goal of this study was to develop a full package of tools for implementing digital SBI for SU in HV (e–SBI-HV), which includes a digital intervention that is adapted from the existing e-SBI for perinatal SU to be fully tailored to the unique HV context, and facilitation protocols for home visitors to support the successful integration of the digital intervention into routine HV services. We used a user-centered design process that involved iterative cycles of qualitative data collection and intervention design to align the elements of the intervention with themes extracted from the qualitative data. This approach has been used in other studies [61] and yields a final product that is reflective of users’ experiences and therefore more relevant and acceptable to users. The following are the specific objectives of this paper: (1) to describe the 2-phase user-centered intervention development process that informed the adaptation of the original e-SBI into the e–SBI-HV, (2) to present specific themes extracted from the user-centered design process that directly informed the e–SBI-HV prototype, and (3) to describe the e–SBI-HV prototype.

**Methods**

**Overview of the User-Centered Design Process**

Our 2-phase user-centered design process for the adaptation of the e-SBI into the e–SBI-HV combined agile methods [62] and design thinking principles [63]. Agile methods allow for an iterative, nonlinear development process in which the intervention is quickly adapted in response to user feedback. Design thinking and user-centered design frameworks focus on deep empathic engagement with end users regarding their needs, goals, and preferences to inform intervention design [64]. The focus on empathy makes design thinking a particularly appropriate approach for intervention design in clinical contexts such as HV, as it prioritizes the needs of home visitors and clients and is more likely to result in a product that can be easily integrated into an existing system of care [63]. Combining these 2 approaches led to our 2-phase design process, which is depicted in Figure 1, and included 2 phases of data collection via structured interviews of home visitors and clients. In the first phase, we gathered information to inform the initial development of the e–SBI-HV, which included adaptations to the original e-SBI and the development of preliminary versions of home visitor facilitation protocols. In the second phase, we presented the initial version of all the e–SBI-HV components and gathered information to inform the refinement of the prototype. We extracted themes from the 2 rounds of interviews using inductive coding methods and used the themes systematically to inform e–SBI-HV adaptations.

**Figure 1.** Schematic of the user-centered intervention development process.
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Participant Eligibility and Recruitment

The user-centered intervention development process took place from November 2018 to March 2020 in 3 counties in New Jersey that were implementing the HFA HV program and volunteered to participate in the study. Eligible participants included home visitors delivering HFA HV services at a participating county and their HFA clients who were aged ≥18 years and either pregnant or within 1 year post partum. Home visitors were recruited directly by the research team, and clients were recruited by their home visitors. The home visitors introduced the study and offered the option for participation to clients who met the study eligibility criteria.

Procedures

As shown in Figure 1, we conducted 2 phases of interviews with the home visitors and clients. The home visitors were interviewed in focus groups by site and clients were interviewed individually. We conducted 4 home visitor focus groups in phase 1 and 7 in phase 2. Phase 2 focus groups were smaller, to facilitate the cognitive interviewing process. We conducted 7 client interviews in phase 1 and 2 client interviews in phase 2. All home visitor focus groups were conducted in person, while 3 client interviews were conducted in person and 6 were conducted via phone. All interviews were guided by semistructured interview guides, and all interviews that were conducted in person were audio-recorded and transcribed. Interview guides were developed by the study investigative team based on published guidelines for assessing the feasibility and acceptability of new interventions in field settings [65-68]. The focus groups were conducted by 2 interviewers who were trained and supervised by the study principal investigator (PI). One moderator facilitated the group discussion and another was responsible for logistics, including audio recording, distributing incentives, and note-taking when necessary. Individual client interviews were conducted one-on-one by either the PI or a research assistant who was trained and supervised by the PI. Interviews conducted by phone could not be recorded; however, the interviewers took detailed notes. Each interview lasted for approximately 1 hour and participants were compensated US $25 in gift cards for each interview they completed.

Phase 1 interviews focused on preliminary information gathering to inform the development of the content and structure of the e–SBI-HV components, which included adapting the original e–SBI and developing the home visitor facilitation protocols. The topics covered with home visitors included current HV activities and challenges related to SU screening and intervention, comfort discussing SU with clients, openness to integrating technology into their usual practice, past experience working with SU clients, and potential facilitators of and barriers to e–SBI-HV implementation. Client interviews conducted in phase 1 helped gather information on the challenges faced by pregnant people and new mothers, the relationship with their home visitors, their feelings about discussing sensitive information such as SU with their home visitors, and their comfort level with technology.

In the phase 2 interviews, we presented the first draft of the digital intervention to home visitors and clients, engaging them in a process of cognitive interviewing. Cognitive interviewing is widely used in the development of measurement tools and interventions targeting system-level changes [69,70] and asks users of a system to think aloud as they test the system components, responding to tailored questions to assess comprehension, usability, meaning of responses, and the need for additional content. This process allowed us to obtain detailed feedback on all aspects of the digital intervention.

Data Analysis

All focus groups and interview recordings were transcribed verbatim by research assistants. Interview transcripts and notes were analyzed using thematic content analysis, a widely used approach in qualitative research that applies inductive coding to identify themes within the data [71,72]. All transcripts and notes were coded by 2 independent raters, and the final themes and subthemes were determined by consensus. Owing to the small number of client interviews with full transcripts, we identified themes based on the home visitor interviews and then reviewed the client interviews and noted any new themes that arose. Interview coding and analysis were conducted separately for phase 1 and phase 2 interviews (the findings are grouped together for ease of presentation). The goal of the coding process was to extract themes that could be incorporated into the intervention design. A similar analytical approach has been used in other studies in which the purpose of the interviews was to inform intervention development and refinement [61].

Description of the Original e-SBI

The original e-SBI was developed using the Computerized Intervention Authoring System (CIAS), an authoring tool for developing mobile health interventions. Interventions built using the CIAS are compatible with all mobile platforms and feature synchronous interactivity; natural language reflections; branching logic; a clean user interface; and the ability to easily incorporate images, graphics, figures, text, and videos. The program is fully automated and can be completed on a touch screen tablet, smartphone, or computer with headphones for privacy. A 3D cartoon character capable of a range of animated actions narrates the e-SBI, reads all content aloud so that no reading or typing is required, and reflects back participant responses. Digital interventions developed using the CIAS have been used with thousands of participants to date, many of whom had a low socioeconomic status and have consistently received extremely high user satisfaction ratings [53,57,73], including in a study of HV clients [60].

The original e-SBI is a single 20-minute session focused on alcohol and drug use, variations of which have been tested in pregnant and postpartum women in delivery hospitals and obstetrics and gynecology clinics [57,59,74,75]. The session begins with screening for SU using the Alcohol, Smoking, and...
Substance Involvement Screening Test [76-78], modified to ask about SU in the 3 months before pregnancy [59], which has been shown to yield more accurate responses with greater sensitivity for identifying active substance users during pregnancy and post partum than asking about current use [31,79].

After screening, participants are branched to a BI that is tailored to pregnancy status (pregnant vs postpartum) and primary substance of concern. The BI applies motivational interviewing (MI) principles and the Feedback, Responsibility, Advice, Menu Options, Empathy, and Self-Efficacy BI framework [80]. The BI content is tailored to the participant’s reported level of readiness to change and includes the following components: (1) personalized feedback on participant-reported negative consequences of SU, readiness to change, and how their SU compares with that of other women; (2) pros and cons of SU and behavior change; (3) menu of options for strategies that have helped other women change their SU behavior; and (4) optional goal setting regarding changing SU behavior for those who report a desire to make a change. In accordance with MI theory that suggests that MI strategies should be matched to participants’ level of motivation to change [81], participants who express limited interest in change receive motivational enhancement interventions and those desiring change proceed directly to goal-setting interventions. Participants who report having already quit receive motivational content aimed at maintaining their successful change in SU. The BI concludes with a video testimonial from a mother describing her struggles with SU during pregnancy and her success in overcoming them.

Results

Sample Characteristics

The participants included 17 home visitors and 7 clients across the 3 sites. All home visitors participated in both phases of the interviews, and 2 clients participated in both phases. Across sites, home visitors (n=17) were female, with an average age of 33 (SD 10.3) years, Latina (14/17, 82%), White (4/17, 24%), Black or African American (2/17, 12%), and from other racial or ethnic backgrounds (1/17, 6%). Most home visitors (12/17, 70%) had a bachelor’s degree or less, with 6% (1/17) having some postcollege education, and 24% (4/17) having a graduate degree. Home visitors had an average of 5 (SD 7.2) years of experience in HV. Clients (n=7) were female, having an average age of 26 (SD 5.15) years, Latina (3/7, 43%), Black or African American (4/7, 57%), and from other racial or ethnic backgrounds (2/7, 28%). None of the clients were pregnant at the time of enrollment. In total, 43% (3/7) of clients had a high school education, 29% (2/7) had some college education, and 29% (2/7) had graduated from college. Less than half (3/7, 43%) of the participants were employed. Clients had an average of 1.6 children aged <5 (SD 0.79) years and had been in the HFA program for an average of 7.5 (SD 6.68) months.

Interview Themes and e–SBI-HV Adaptations

On the basis of themes extracted from the 2 phases of focus groups and interviews, the e–SBI-HV was adapted to (1) address population-specific motivating factors; (2) address co-occurring problems; (3) address concerns about confidentiality; (4) acknowledge the fear of CPS involvement; (5) capitalize on the home visitor–client relationship, while avoiding interfering with the relationship; and (6) provide information about how to access treatment, while understanding that many clients prefer not to access the formal treatment system. The subsequent sections describe the feedback that informed specific adaptations to the e–SBI-HV in each of these 6 areas as well as the adaptations that were made in response to the feedback. We have also presented several recommendations from home visitors that could not be incorporated into this version of the e–SBI-HV but that will be incorporated into a future version. Representative quotes for each domain are included in the sections that follow as well as in Multimedia Appendix 1.

Address Population-Specific Motivating Factors

Home visitors described a variety of factors that motivate their clients to change their SU behaviors. The primary motivator for reducing SU was the health and safety of the baby. For example, 1 home visitor stated:

My client says, ‘he saved my life. The catalyst to help me get clean was the pregnancy’.

Fear of CPS involvement was also described as a strong motivator for change. The client interviews described shame and embarrassment as a primary reason for not seeking help with SU and mental health problems. The adapted digital intervention includes an assessment of the factors that motivate participants to want to quit or cut down their SU. The adapted digital intervention provides users with a list of potential motivating factors and allows them to select those that are most meaningful to them. The health of the baby and the desire to have a healthy pregnancy is featured as a primary motivator, and much of the content of the BI attempts to capitalize on this motivation. To address shame and embarrassment, the digital intervention includes reflections on the options that participants select in response to questions about SU that attempt to normalize their feelings. For example, the narrator might say the following:

You said you sometimes used marijuana when you were pregnant because it helped relieve stress. Many other pregnant women feel the same way you do.

Address Co-occurring Problems

Home visitors described clients who use substances as complex, often with co-occurring mental health conditions and other unmet basic needs. As 1 home visitor stated:

I guess I would say that a significant number of clients that have substance abuse issues have mental health issues with that.

Home visitors and clients recommended that the digital intervention be expanded to include additional topics beyond SU that are often of concern to pregnant and postpartum women, including mental health and intimate partner violence, which are also difficult topics for clients to discuss with home visitors. On the basis of this feedback, we expanded the digital intervention to include a second session devoted to some of the issues that often co-occur with SU, including intimate partner violence and mental health. We also included smoking and...
vaping as a topic in the second session, as it was not included in the first session on SU but is prevalent among HV clients according to home visitors.

**Address Concerns About Confidentiality**

Home visitors described clients’ reluctance to disclose SU to their home visitor as the primary challenge to successfully addressing SU in HV. While some clients did disclose SU, home visitors reported that most were not comfortable answering questions about SU and that asking about SU could interfere with the home visitor–client relationship. Home visitors were not certain that clients would automatically trust the confidentiality of the e–SBI-HV or that they would be willing to enter information about SU into a web-based program. One home visitor explained:

> During our enrollment, one of the things we have to say is that we are a mandated reporter. So I feel like once we say that that sort of sticks out of everything we’ve said during the enrollment. Then to actually trust that we don’t know what their answers are... some might believe it, some might not.

The home visitor facilitation protocol scripts reinforce the confidentiality of the program. The scripts emphasize that it is the client’s choice whether to disclose SU to the home visitor, and the home visitor will not know what they enter into the digital intervention. The confidentiality of the program is also emphasized in the introductory sections of both digital intervention sessions, as well as at several other points throughout the sessions.

**Acknowledge Fear of CPS Involvement**

Home visitors reported that fear of being reported to CPS was the primary reason for clients being reluctant to disclose SU to home visitors. Home visitors described the fear of losing their children as paramount for their clients, leading them to conceal SU and avoid seeking help. For example, one home visitor said the following:

> I think a big concern is [CPS] involvement for a lot of families. Obviously if you have children or about to have children while battling addiction, there’s always that factor there. If they relapse, I feel like a lot of them feel like they’re being watched and told what to do.

The home visitors made suggestions regarding the best ways to address clients’ fears of CPS reporting, including describing what happens when a call is made, describing the support provided by CPS, and encouraging discussions with the home visitor. The digital intervention includes a section on CPS reporting that acknowledges the fear that many clients have and provides information about when home visitors are required to report SU to CPS and when they are not. The program encourages clients to talk with their home visitor about their concerns and provides examples of ways they might do so without directly disclosing their own SU.

**Capitalize on the Home Visitor–Client Relationship While Avoiding Interfering With the Relationship**

Home visitors emphasized that establishing a trusting relationship with the client is critical. They described their role as being a supportive, nonjudgmental listener for their clients. As one home visitor described:

> To be there supporting them is very good for me and very good for them. I try to help them in everything I can.

Once that trust is established, clients may be more willing to disclose SU. Similarly, clients described the home visitor as a trusted and nonjudgmental source of support and the person they can talk to about sensitive topics, including SU. However, they noted that it takes time for that relationship to develop and that not every client will achieve that level of comfort with their home visitor.

Home visitors raised the concern that the digital intervention may interfere with the home visitor–client relationship, as they would not know what information the client was entering into the program and would therefore not be able to take appropriate action if needed. Some home visitors were concerned that clients would enter information into the digital intervention that should prompt a CPS call, but if they did not know what was being entered, they would not be able to make the call. In addition, they were concerned that if clients reacted negatively to the program, they would blame the home visitor and leave the HV program. One home visitor stated:

> You may lose that relationship with them if it seems like you’re forcing.

However, despite these concerns, most home visitors reacted favorably to the e–SBI-HV approach and believed that it would ultimately increase the clients’ comfort level and might help open the door to a conversation about SU with clients, leading to a positive change.

The home visitor facilitation component of the e–SBI-HV was designed specifically to capitalize on the trusting relationship between the home visitor and client that is at the core of HV. This component includes scripted protocols and an accompanying training for home visitors to enable them to introduce each digital intervention session and debrief after the client’s completion of each session. In addition, both digital intervention sessions highlight the ways in which home visitors can help clients with concerns around SU and encourage participants to use their home visitor as a resource. However, the program emphasizes that it is ultimately the client’s choice whether to disclose SU to the home visitor.

**Provide Information About Treatment While Acknowledging That Many Clients Prefer Not to Access the Formal Treatment System**

Home visitors reported that many of their clients did not want to attend treatment, despite a clear need. Reasons for this, as reported by home visitors, typically included denial of the problem, fear of losing their children if they entered treatment, and having other needs that were more pressing to address, such
as food and housing insecurity. For example, 1 home visitor said the following:

It just depends on the client. Some of them are motivated and really want to change, but some of them are still in that denial stage and they don’t want to seek out services or help.

Accessing treatment is particularly challenging for undocumented families, whose fear of deportation often prevents them from seeking the necessary treatment. Home visitors also described a lack of available culturally-sensitive treatment options as well as stigma that is more pervasive in certain cultures, preventing mothers from seeking treatment.

The digital intervention sessions are based on MI principles, and the primary aim is to motivate participants to achieve the goals around SU that they set for themselves. The BI provides information about treatment as one option out of several that are reasonable approaches for participants to take to make progress on their goals. Participants who are interested in treatment can select the option to learn more about available treatment providers in their county. Those who are not interested in treatment are able to bypass that option in the digital intervention. Participants’ choice is emphasized throughout the digital intervention sessions.

**Feedback to Be Addressed in Future Iterations of the e–SBI-HV**

Home visitors recommended several additional domains to be addressed in the future, including prevention-oriented content for clients who do not endorse SU and content directed at other family members who are using substances. Partner SU was emphasized as a particular concern for many HV clients. In addition, the need for a Spanish version of the program was highlighted. While the current version of the e–SBI-HV does not address all areas of need related to SU, home visitors agreed that the program would help fill an important gap in HV services, which currently does not include a standardized protocol for identifying and addressing SU.

**Final e–SBI-HV Prototype**

**Overview**

The final e–SBI-HV prototype incorporated the feedback into 2 digital intervention sessions and their accompanying home visitor facilitation protocols. Digital intervention sessions may be completed either during home visits or on clients’ own devices in between home visits. Home visitor facilitation may be done during either virtual or in-person home visits.

**Digital Intervention**

The digital intervention, adapted from the original e-SBI includes 2 sessions, each approximately 20 minutes in duration, with content tailored to pregnancy status (pregnant vs postpartum). Session 1 is focused on alcohol and drug use and follows the basic structure of the original e-SBI, with the adaptations based on the feedback gathered in the user-centered design process. Most notably, HV is featured throughout the session as an important resource, with emphasis on the different ways in which the home visitor can be helpful to participants in addressing SU concerns. Concerns about CPS reporting are acknowledged, and participants are encouraged to ask their home visitor to explain the criteria for making a CPS call. Information about local and web-based SU treatment and support resources for their county of residence are also included in the session, so that participants can access that information without the involvement of their home visitor. Participants are also provided with the option to enter their email address and receive a list of local resources via email that they could easily access after completing the session. Confidentiality and participant choices are emphasized throughout the session.

Session 2 is structured similar to session 1 and focuses on behavioral health concerns that often co–occur with SU in pregnant and postpartum women: smoking and vaping, depression, and intimate partner violence. Participants can choose which of the 3 topics they are interested in learning more about, with the option at the end of each topic to explore the remaining 2 topics. For each of the 3 topics, the program is based on MI principles and contains the following components: (1) a short psychoeducational video, (2) a brief question about their own experience followed by a reflection, (3) a menu of options that have been helpful to other women (eg, talking to home visitors), (4) links to resources, (5) an opportunity to select something from the menu of options that they would like to try, and (6) reflection on choice. The session ends with a brief recap.

**Home Visitor Facilitation**

The home visitor facilitation protocols were designed in the spirit of the strengths-based perspective that underpins HV and aimed to leverage the trusting, supportive relationship that is key to effective HV [82,83]. The goal of the facilitation protocols is to support the successful integration of the digital intervention sessions within the HV context; they are not intended to be therapeutic for the client. The protocols are brief and scripted to facilitate delivery in the context of virtual HV services. The facilitation protocols do not require clients to disclose SU to the home visitor, although they will not be prevented from doing so and may do so if they wish. The protocols include an *Introduction* to be delivered in the home visit before each digital intervention session and a *Debriefing* to be delivered in the home visit following completion of each digital intervention session.

In the *Introduction*, the home visitors provide the clients with information on what to expect in the digital intervention session, reinforce the confidentiality of the session, and answer any questions the clients have. In the *Debriefing*, the home visitors ask the client if they would like to discuss any aspect of the session or share their reactions, while emphasizing the confidentiality of the session and that it is the client’s decision whether to discuss SU with the home visitor.

**Discussion**

**Principal Findings**

This study describes a user-centered approach for adapting an existing e-SBI for SU for use in the HV context. Although e-SBI for SU has shown promise in health care settings such as prenatal care clinics and delivery hospitals [52,84,85], its potential for impact in social service settings such as HV is
understudied. The user-centered design process used in this study yielded a deeper understanding of the complexity of addressing SU in the HV context and directly informed the content and structure of the e–SBI-HV.

Although the interviews described here were intended solely to inform the development of the intervention, their apparent themes resonate with prior studies on pregnant and postpartum women who use substances [86]. The theme of children as a primary motivator for mothers to access SU treatment and reduce their use has been documented in other studies [86,87]. However, despite being highly motivated, the pervasive stigma around SU in pregnant people and mothers and fear of child removal often prevent mothers from accessing the necessary help for SU [86]. Distrust of formal systems of care has been documented among pregnant and postpartum women who use substances [87]. This distrust can be due to prior interactions in which they were stigmatized [88] and is most prevalent among women of color because of histories of racial discrimination within these systems. Despite the voluntary nature of HV and the trust built between home visitors and clients, fear of CPS reporting often prevents families from fully engaging in HV services [89], and this is particularly likely for mothers who use substances. Home visitors recognize this distrust and may respond by avoiding the topic of SU in an attempt to retain families in HV services. The goal of the e–SBI-HV is to enable mothers to obtain information and support for SU confidentially, capitalizing on their motivation to reduce SU without requiring disclosure to a professional.

Although home visitors noted challenges to this approach within HV, most indicated that the e–SBI-HV has the potential to fill a significant gap in HV services. A recent national survey of HV programs on service coordination activities for addressing maternal mental health, SU, and intimate partner violence found that the most commonly used approach for addressing SU in HV was offering a referral to treatment [90]. However, a recent study found that only 21% of referrals from HV resulted in the receipt of services, suggesting that a referral alone may be insufficient for many HV clients [91]. If proven effective, the intervention developed in this study could provide a way for clients to receive help with SU within the HV context while maintaining their privacy and without overburdening home visitors.

**Strengths and Limitations**

The strengths of the e–SBI-HV include the 2-session digital intervention, the focus on a broad range of substances, and the user-centered design approach to intervention development applied in the adaptation of the original e-SBI into the e–SBI-HV. Existing e-SBIs for pregnant and postpartum women have typically focused on a single substance [54] and have consisted of only a single brief session [52,57]. The e–SBI-HV includes modules covering a range of substances, allowing the program content to be tailored to the primary substance reported by the client, while acknowledging that many people use multiple substances at the same time. In addition, the e–SBI-HV includes 2 separate sessions, consistent with the larger SBI literature, indicating that more than one BI session may increase efficacy [92]. The addition of a second session to the e–SBI-HV also provides an opportunity to address other concerns that often co-occur with SU in pregnant and postpartum women, including mental health and intimate partner violence [18,93-95].

This study also has several limitations. The study was conducted in a single state in the context of a single HV model, limiting its generalizability to other states and HV models. The generalizability is further limited by the small sample of home visitors and, in particular, by the very small client sample. Moreover, none of the participating clients were pregnant at the time of the interview. Unfortunately, our ability to interview clients was curtailed by the pandemic. However, previous studies on pregnant and postpartum women suggest that many of the concerns raised in this study, such as fears of CPS involvement and concerns about confidentiality, would be shared by pregnant people [86,87]. The use of convenience sampling may have limited the sample to those more predisposed to be supportive of the e–SBI-HV. However, other studies surveying home visitors generally found that the need for tools to address SU in HV is high [96,97]. Despite the low representation of clients in the sample, the perspectives of home visitors on the e–SBI-HV are informative, as home visitors are the ultimate purveyors of the program to clients; thus, their buy-in and support of the tool are critical to its successful implementation. In addition, the data were collected before the COVID-19 pandemic, so some of the information may be outdated. Although HV shifted to providing all services virtually in March 2020, it has since shifted back to some extent. A national survey of HV programs conducted in July 2021 found that 83% of the programs surveyed had resumed in-person visits and that nearly half of all visits on average were being conducted in person [98]. This survey found that over 90% of the programs planned to offer both in-person and virtual visits going forward. Finally, the e-SBI approach for addressing SU is most appropriate for those at the lower end of the SU risk continuum [25]. Although most HV clients would fit into that category, for those in need of more than a BI or those with an SU disorder, the e–SBI-HV will likely be insufficient.

**Conclusions and Future Directions**

The home visitor interviews conducted in this study provided several suggestions for future refinement of the e–SBI-HV. First, the development of a culturally tailored version of the e–SBI-HV for Latinx HV clients whose preferred language is Spanish is of high priority. With 1 exception [54], existing research on e-SBI for perinatal SU has been limited to those who are able to complete the program in English. In 2021, nearly 30% of families served by evidence-based HV programs across the United States were Hispanic or Latinx and 15% indicated Spanish as their primary language [99], supporting the need for cultural tailoring. In addition, one of the primary barriers to e–SBI-HV implementation reported by home visitors in this study was client concern about who would have access to their SU information once it was entered into the digital intervention program, despite reassurances of confidentiality. Security of the information entered into mobile health intervention apps is a critical concern that needs to be addressed to facilitate the widespread use of the e–SBI. Future research should assess the specific security features needed to assure users of their privacy. Finally, the expansion of the e–SBI-HV to address SU in
partners and other family members is also a critical area of need. The engagement of fathers is a priority in HV research and practice [100] and enhancements to HV to address mental health in fathers have recently been developed [101].

The next step in this research is to test the feasibility and preliminary efficacy of the e–SBI-HV. If proven feasible and effective, the e–SBI-HV has the potential for widespread dissemination throughout HV networks to improve reach among perinatal women with unmet needs for help with SU, particularly those who are reluctant to engage in face-to-face services. Current HV practices for addressing SU vary widely by model and state and are mostly decided upon and implemented at the level of local implementing agencies [102]. The practices include varying approaches to screening and referral and range from the provision of education in the form of pamphlets and other materials that home visitors may review with clients to the use of MI techniques to encourage clients to attend SU treatment [102]. These practices are not standardized across models or across programs within a specific model, and home visitors vary in their level of skill and training regarding addressing SU. If successful, the e–SBI-HV could provide a standardized approach for addressing SU in HV. The program allows for the standardization of evidence-based components of the intervention while also enabling its tailoring to a specific local site by including links to local resources. The e–SBI-HV also provides an excellent fit with the current move toward precision HV [103,104], which aims to deliver HV models with fidelity while tailoring the program to individual families’ needs [105,106]. Enhancements to HV services such as the e–SBI-HV will allow for better tailoring of HV services to meet families’ needs in different areas that are not directly part of the HV curriculum and that home visitors may not be well-equipped to address on their own.
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Abstract

Background: Fitness technologies such as wearables and sit-stand desks are increasingly being used to fight sedentary lifestyles by encouraging physical activity. However, adherence to such technologies decreases over time because of apathy and increased dismissal of behavioral nudges.

Objective: To address this problem, we introduced shared autonomy in the context of sit-stand desks, where user input is integrated with robot autonomy to control the desk and reduce sedentary behavior and investigated user reactions and preferences for levels of automation with a sit-stand desk. As demographics affect user acceptance of robotic technology, we also studied how perceptions of nonvolitional behavior change differ across cultures (United States and India), sex, familiarity, dispositional factors, and health priming messages.

Methods: We conducted a web-based vignette study in the United States and India where a total of 279 participants watched video vignettes of a person interacting with sit-stand desks of various levels of automation and answered questions about their perceptions of the desks such as ranking of the different levels of automation.

Results: Participants generally preferred either manual or semiautonomous desks over the fully autonomous option ($P < .001$). However, participants in India were generally more amenable to the idea of nonvolitional interventions from the desk than participants in the United States ($P < .001$). Male participants had a stronger desire for having control over the desk than female participants ($P = .01$). Participants who were more familiar with sit-stand desks were more likely to adopt autonomous sit-stand desks ($P = .001$). No effects of health priming messages were observed. We estimated the projected health outcome by combining ranking data and hazard ratios from previous work and found that the semiautonomous desk led to the highest projected health outcome.

Conclusions: These results suggest that the shared autonomy desk is the optimal level of automation in terms of both user preferences and estimated projected health outcomes. Demographics such as culture and sex had significant effects on how receptive users were to autonomous intervention. As familiarity improves the likelihood of adoption, we propose a gradual behavior change intervention to increase acceptance and adherence, especially for populations with a high desire for control.

(JMIR Form Res 2022;6(11):e35447) doi:10.2196/35447
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Introduction

Background
Humans are engaging in increasingly more sedentary lifestyles that are correlated with increasing levels of technology use [1,2]. Various studies have been conducted to assess the damage such sedentary behavior can induce to overall health, including increased risks for stress, anxiety, depression, premature mortality, and decreased telomere length, a biological measure associated with longevity [3-6].

As the number of sedentary workers has increased in the modern work environment, technologies that promote physical activities have garnered heightened attention, including the use of prompts and similar behavioral strategies via text messages, websites, wearables, and mobile apps [7]. An additional technology of particular interest is the sit-stand desk, which interrupts periods of sedentary behavior when a person moves to use the sit-stand functionality. Breaking and reducing sedentary time with frequent light-intensity movements (eg, moving to stand or sit) has been found to improve health outcomes [3,8]. Such movements every 30 minutes may help people live longer and healthier lives [8,9]. In addition, sit-stand desks combine the comfort of sitting and the health benefits of standing by allowing the user to switch between the 2 positions easily while maintaining a functional workspace. In theory, consistent use of a sit-stand desk can reduce sedentary time, which may mitigate factors related to metabolic risk and other health outcomes [3].

However, adherence to the consistent use of a sit-stand desk is typically low because of apathy and low motivation [10,11]. Recent research suggests that only about one-third of sit-stand desk owners use their sit-stand functionality after the first few months of ownership, and they typically do so less than once a month [10]. Most workers simply do not use the feature despite being aware of the health implications of sitting down for too long [11] and a desire for a healthier lifestyle [12]. These results align with prior research indicating apathy toward the more active use of sit-stand desks [11].

Given the behavioral, cognitive, and motivational demands often accompanying such behavioral choices and decision-making throughout the day [13,14], reducing the cognitive load accompanying volitional sit-stand desk use through automation may be particularly valuable. For example, even simple interventions such as setting the default desk height to the standing position at the beginning of the workday increase the standing work rates for employees [15], as users have a strong tendency to go along with default options [16]. However, there has been little work expanding upon the idea of moving from default options to full automation in sit-stand desks, which makes for an interesting environment to explore behavior change in occupational settings and examine how much control can be given to such systems without negative implications for worker adoption.

In this study, we proposed the integration of shared autonomy in sit-stand desks. Contrary to the typical use of shared autonomy, where task performance such as accuracy, speed, and robustness is of the highest interest [17,18], our goal is to improve users’ physical well-being through the consistent use of sit-stand desks. Regarding health behavior change such as regular physical exercise, eating behavior, and alcohol consumption, conscious intentions are typically insufficient and generally have limited effects [19]. Instead, nonconscious and nonintentional processes can, for many people, be more instrumental in self-regulation.

Although most research on behavior change tends to focus on nudges or reminders that can easily be ignored, the concept of nonvolitional physical behavior change using robotic furniture was introduced and defined in previous work as an infrastructure-mediated intervention that enforces a change in behavior, such as activity or posture [20]. The Haunted Desk is an instance of nonvolitional behavior change to proactively promote healthy movements in users by automating the transitions between sitting and standing, thus alleviating users from the burden of decision-making. However, even the participants who preferred the autonomous desk desired some sense of control. On the basis of this work, we investigated how user perceptions and preferences change when desks with shared autonomy, in addition to binary extremes (ie, manual vs autonomous), are presented in the context of sit-stand desks.

As described in various technology acceptance models, such as the Unified Theory of Acceptance and Use of Technology model [21] and the 3-layered trust model [22], demographics (eg, culture and sex) and prior experience play an important role in moderating user attitude and behavior toward automation and new technology; for instance, culture has an influence on technology acceptance, as per the observations by Im et al [23] that the effect of effort expectancy (ie, how easy the technology is to use) on behavioral intention and the impact of behavioral intention on actual use were both greater for US users compared with Korean users. Sex and gender are also significant factors. For example, in health care robotics, Kuo et al [24] found that men have a more positive attitude toward robots. The genders of both the human and the robot are also important, as participants of both genders tend to rate the robot of the opposite gender as more credible, trustworthy, and engaging [25]. Familiarity with recommendation agents was also found to improve the intention to adopt through cognitive and emotional trust [26]. Given these findings, we aim to understand how culture (in particular, the United States and India for this project), sex, and familiarity affect user acceptance and shared autonomy preferences for sit-stand desks.

In addition to demographics, dispositional factors such as self-regulation and desirability of control (DC) are important to consider for adoption of technology that enforces health-promoting behaviors. From a health perspective, self-regulation has been recognized as an important factor in the uptake of and adherence to health-promoting behaviors,
such as physical activity [27-30]. From a technology adoption perspective, the DC can influence how users respond to automated technology [31,32].

Recent research efforts have focused on designing nonconscious interventions, such as goal priming, a cueing intervention tool to activate health goals, and encourage healthier behavior [19,33,34]. For instance, Chen et al [34] demonstrated that participants who were primed to view active video games as exercise used the system significantly longer than those primed to view them as gameplay. In our study, we investigated the effects of priming by emphasizing the health benefits of autonomous sit-stand desks.

**Objectives**

The central questions for this research were as follows: (Q1) How do users perceive and react to sit-stand desks with varying levels of automation? (Q2) How do demographics, such as culture and sex, along with familiarity with sit-stand desks, affect these perceptions? (Q3) How do dispositional factors such as the DC and self-regulation affect user perception? (Q4) Can goal priming alter preferences? (Q5) Can we estimate the approximate projected health outcomes with these different levels of automation based on the adoption likelihood and hazard ratio?

As a first step toward answering these questions, we designed a formative web-based video vignette study, a technique commonly used in the field of psychology, human-robot interaction (HRI), and human–computer interaction to better understand user reactions to technologies [35-38]. Participants were given hypothetical situations to which they responded, thereby revealing their perceptions, values, social norms, and impressions of the events. On the basis of participants’ feedback from prior work [20], the levels of automation were expanded from binary (ie, manual vs autonomous) to include 2 intermediate levels (ie, notification and set-and-forget desks), as shown in Figure 1. For both intermediate levels, control over the height changes was distributed to the user to varying degrees. The notification desk provided regular notifications (every 30 minutes) to the user to either sit or stand but ultimately left the decision to the user. In contrast, the set-and-forget desk asked the user daily for the desired height switch frequency but executed the height changes autonomously for the rest of the day.

We gathered and analyzed responses from 279 adult participants from the United States and India, as shown in Table 1, to investigate perceptions and preferences regarding levels of automation, explore differences across people of different demographics (ie, culture and sex) and familiarity with the technology, and study the effects of goal priming on these perceptions. In addition to culture, we also gathered users’ individual traits, such as the DC and relative autonomous motivation (RAM) index, as measured by the Treatment Self-Regulation Questionnaire (TSRQ) to understand its impact on user preference.

**Figure 1.** Four levels of automation were studied in the context of sit-stand desks. (A) For the manual desk, the user is the sole controller over the desk. (B) For the notification desk, the user is notified every 30 minutes to change the height of the desk which the user can accept or reject. (C) For the set-and-forget desk, the user decides in the morning how often the desk will change heights throughout the day. (D) For the autonomous desk, the desk decides when to change heights.
Table 1. Participant demographics: equal numbers of participants were recruited from 2 countries (India and United States) and sex. After removing responses that did not pass attention checks, we had slightly fewer participants from India, mainly female.

<table>
<thead>
<tr>
<th>Race or ethnicity, n</th>
<th>Sex, n</th>
<th>Age (years), n</th>
<th>Familiarity, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F&lt;sup&gt;a&lt;/sup&gt;</td>
<td>M&lt;sup&gt;b&lt;/sup&gt;</td>
<td>W&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>India</td>
<td>59</td>
<td>70</td>
<td>2</td>
</tr>
<tr>
<td>United States</td>
<td>75</td>
<td>75</td>
<td>117</td>
</tr>
<tr>
<td>Total</td>
<td>134</td>
<td>145</td>
<td>119</td>
</tr>
</tbody>
</table>

<sup>a</sup>F: female.
<sup>b</sup>M: male.
<sup>c</sup>W: White.
<sup>d</sup>A: Asian.
<sup>e</sup>B: Black or African American.
<sup>f</sup>O: other race or ethnicity.
<sup>g</sup>Read about sitting or seeing a video of a sit-stand desk.
<sup>h</sup>Seen someone using a sit-stand desk in real life.
<sup>i</sup>Used a sit-stand desk before.

Methods

Overview

Previous work has shown that people are divided in their reactions and acceptance of automated sit-stand desks [20]. To improve the adoption likelihood of such an intervention and thus the projected user health outcome, we introduced sit-stand desks with shared autonomy in addition to binary levels (ie, manual and autonomous). We explored user reactions and preferences for these levels of shared autonomy (Figure 1) in the context of sit-stand desks through a web-based video vignette study.

Ethical Considerations

This research was approved by the Committee on the Use of Human Subjects, University's Institutional Review Board (IRB #45825), and complies with all relevant ethical regulations. Individuals provided informed web-based digital consent before participation.

Independent Variables

For this study, we used 4 independent variables: level of shared autonomy, country of the participants, sex of the participants, and priming.

Level of Automation

In prior studies, only binary levels of automation were tested: manual and autonomous [20]. In that preliminary study, most participants voiced their desire to have features, such as being notified before the height adjustment intervention and having the option to set the height adjustment frequency for each day. Thus, for this work, we added 2 new shared autonomy options where different levels of actuation are provided to the user: a notification desk that would send reminders to the user’s phone at preset intervals and change heights if the user consents, and a set-and-forget (semiautonomous) desk that would ask once at the beginning of the day and automatically change heights at preset intervals for the remaining of the day. More details on the video vignettes of these conditions can be found in the Video Vignettes section.

Culture

As discussed in the Introduction section, cross-cultural studies are becoming increasingly common and important with respect to evaluating technology adoption. We aimed to improve the health of the global population through future interventions. Thus, it is necessary to understand the differences between different countries and cultures to tailor such interventions to user populations to increase the likelihood of adoption. We recruited participants from the United States and India because they represent 2 well-identified cultures (individualistic vs collectivistic [39]) with vastly opposing levels of penetration regarding automation [40]. In addition, people in these 2 countries are sufficiently fluent in the same language (ie, English), reducing the chance of miscommunication because of language [30].

Sex

Similar to culture, sex and gender have also been extensively investigated for technology adoption and HRI [24,25,41-44]. To study the differences between sexes, we explicitly recruited approximately equal numbers of male and female participants from both India and the United States.

Familiarity

Familiarity or prior experience with technology can often lead to a more positive attitude toward technology adoption [21,22,26]. In this study, we only recruited participants who had some degree of exposure to sit-stand desks to minimize the novelty effect; we are still interested in whether the level of familiarity with sit-stand desks impacts participants’ perception and reaction. Thus, we asked participants to report whether they had previously “read about or seen a video of a sit-stand desk,” “seen someone use a sit-stand desk in real life,” or “used a sit-stand desk before.”
Self-regulation
To operationalize self-regulation (ie, RAM), we used the TSRQ [45,46]. The TSRQ measures the likelihood that someone would engage in healthy behavior (eg, exercise, diet, and quit smoking) and the degree to which their motivation for engagement is autonomous (ie, simply for the pleasure, interest, and satisfaction derived from the engagement) or controlled (ie, engaged to obtain a reward or to avoid negative consequences) [47]. We were interested in the participant’s motivation to alternate between sitting and standing and thus used the TSRQ-exercise questionnaire. It consists of 15 questions that measure controlled and autonomous motivation [45]. We used the difference between these 2 as our RAM index [48].

Desirability of Control
The questionnaire for DC [49] contains 20 questions that measure the likelihood that control over events is a major motivational force in decision-making. In theory, higher scores indicate an unwillingness to give up control over a sit-stand desk and an aversion to autonomous behavior change technologies.

Priming
To study the effects of health-focused priming, the participants were randomly distributed into 3 conditions: no priming, loss-framed priming, and gain-framed priming. Before answering questions compared with the 4 sit-stand desk prototypes, the loss-framed group of participants read an informational description that stated that autonomous sit-stand desks help users alternate between sitting and standing positions throughout the day because of the harmful effects of sedentary lifestyles, such as poor blood circulation, muscle stiffness, and back pain. In the gain-framed group, this message was altered to state that sit-stand desks were used to alleviate the effects of sedentary lifestyles.

Measure
The dependent variables for the study were perception and preferences regarding the levels of automation in sit-stand desks. Participants were asked to rate the following aspects for each level of automation on a 7-point Likert scale: likeability, ease of use, safety, improvement in productivity, reduction in stress, and health improvement. They also ranked the 4 levels of automation based on which level they preferred to use regularly, and provided an open-text explanation. Afterward, they rated on a 7-point Likert scale their likelihood of adopting an autonomous sit-stand desk at either work or home and provided an open-text explanation. Finally, we asked them to choose their preferred alternating frequency among (1) 30 to 45 minutes, (2) 45 to 60 minutes, (3) 60 to 75 minutes, (4) 75 to 90 minutes, and (5) ≥2 hours.

Procedure
After answering the demographics questions and passing the inclusion criteria described in the Participants section, participants provided informed web-based digital consent. Then, they were presented with videos of the 4 different sit-stand desks described in the Video Vignettes section in a randomized order. After each video, participants were asked about their perceptions in terms of likeability, ease of use, safety, productivity, stress, and health benefits of the desk. Participants were then randomly assigned to 1 of 3 priming conditions: no priming, loss-framed priming, and gain-framed priming. After reading the priming text, participants were asked to rank the desks from their most preferred desk to their least preferred desk and rate their likelihood of adopting an autonomous desk (ie, the set-and-forget desk and the autonomous desk) both at work and at home. We then collected three open-response questions in which respondents were asked to explain their reasoning for their (1) most preferred desk, (2) least preferred desk, and (3) adoption likelihood rating of an autonomous sit-stand desk for regular use at work and at home. Finally, participants filled out the DC questionnaire and the TSRQ, which is used to measure the RAM index. The average completion time was 31 (SD 12) minutes.

Participants
We recruited 397 participants from India and the United States using Amazon Mechanical Turk. To ensure comprehension of the survey, we created inclusion criteria, such as fluency in English, normal or corrected-to-normal vision, and hearing. We also recruited individuals who spent more than 2 hours at a desk on a typical weekday and had at least read about or viewed a video of a sit-stand desk before the survey to ensure that their impressions would not be affected by the novelty of the sit-stand desk itself. Of the 386 completed responses, we removed 107 because they either did not satisfy the inclusion criteria or did not correctly answer 2 test questions designed to differentiate those who are properly following the instructions from those who are not. The demographics of the remaining 279 participants included in the analysis are described in Table 1.

Video Vignettes
Overview
In the literature, HRI researchers have compared video-based studies to live-in-laboratory studies. When studying how a robot should approach users, there was high agreement between live in-laboratory and video-based studies [50]. In contrast, physically present robots were found to yield greater emotional and social user feedback than robots through video or text [51], while people trusted and provided more personal space to physically present robots compared with robots that were video displayed [52]. However, both physical and video-displayed robots were still effective in conveying contextual information and eliciting feedback on general attitudes [51] and were greeted by and cooperated with participants equally [52]. On the basis of these studies, we believe that video-based studies will serve as useful design probes for understanding user reactions and perceptions of shared autonomy in sit-stand desks.

For this study, we created 4 video vignettes to serve as design probes, as shown in Figure 1 in the main text. Each video was silent, used subtitles to convey the features of the desk, and was approximately 1.5 minutes long. These videos were embedded in Qualtrics, and a brief text note below them described the key features. Below are brief descriptions of each scenario and the sit-stand desk portrayed in these videos.
Manual Desk
Raj is working at his office while sitting down. After a while, Raj decided to stand and uses the buttons on the desk to raise it to the desired height. He repeats this procedure several times throughout the day.

Notification Desk
Raj begins his work sitting down. Every 30 minutes, he receives a notification on his phone asking whether he would like to change desk positions. Raj can select either “Yes” to have the desk change to precomputed optimal heights or “No” to skip. He can make small adjustments using the buttons. Notes below the video shows that various antipinch features and mechanical “click” sounds are used for safety purposes.

Set-and-Forget Desk
As Raj begins his work, he receives a phone notification asking him how often he would like to change the desk’s position. After Raj selects the desired height change frequency, the desk automatically changes position at that frequency, and Raj alternates between sitting and standing.

Autonomous Desk
Raj begins work at his office. After every 30 minutes, the desks automatically change heights, and Raj alternates between sitting and standing.

Analysis
To examine the effects of the categorical independent variables (eg, shared autonomy, country, sex, familiarity, and priming) on nonnormal data, such as the ranking of automation level and preferred switch frequency, a nonparametric Friedman test (for repeated measures) and Kruskal-Wallis test (for nonrepeated measures) were conducted. Bonferroni-corrected post hoc tests were used to determine the pairs that were statistically significantly different.

To examine the effects of the categorical independent variables (eg, shared autonomy, country, sex, familiarity, and priming), including interaction on normal data such as the Likert scale responses and the DC or RAM scores, a Mauchly Test of Sphericity, and an N-way repeated measures ANOVA (or N-way ANOVA) were performed for each dependent variable. If the Mauchly Test of Sphericity was violated, we used a Greenhouse-Geisser correction for $F$ and $P$ values from ANOVA, indicated by $F^*$ and $P^*$. If any independent variable or combination had statistically significant effects ($P<.05$), Bonferroni-corrected post hoc tests were used to determine which pairs were significantly different. If the effect is statistically significant, the effect size ($\eta^2_p$) is also reported.

For ordinal or continuous independent variables (eg, age, DC, and RAM index), Spearman correlation was used to evaluate the correlation with ordinal dependent variables such as Likert scale ratings, ranking, and switch frequency data. The correlation coefficients and their significance levels are presented.

For each of the 3 open-response questions, 3 of the authors coded the first 50 responses together and developed a codebook that applied to all 3 questions, as shown in Table 2. We then proceeded to divide the remaining responses among 2 of the authors. Each author individually coded the rest of their assigned responses and tagged any responses for which they were unsure of the code to be assigned. Three authors then reconvened to discuss the tagged responses and decided on the code. In total, 5.6% (47/837) of the responses were not clear (eg, typos) in their meaning and were excluded from further analysis.

Table 2. Aggregated list of reasons for the participant’s automation preference and adoption likelihood was used in our thematic analysis of the open-response survey questions.

<table>
<thead>
<tr>
<th>Code</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>Concern about the risk of injury</td>
<td>Automatic switching can lead to accidents.</td>
</tr>
<tr>
<td>Ease</td>
<td>Absence of difficulty; comfort</td>
<td>This desk is comfortable and easy to use.</td>
</tr>
<tr>
<td>Generic</td>
<td>No concrete reasoning</td>
<td>Very nice desk.</td>
</tr>
<tr>
<td>Annoying</td>
<td>Disturbing or obtrusive</td>
<td>It can irritate me if it forces me to stand.</td>
</tr>
<tr>
<td>Sense of control</td>
<td>Favorable for direct control over desk</td>
<td>I can decide the height of the desk at any time.</td>
</tr>
<tr>
<td>Health benefits</td>
<td>Positive health outcomes</td>
<td>The desk will improve my blood circulation when working.</td>
</tr>
<tr>
<td>Productivity</td>
<td>Work-related efficiency</td>
<td>The desk will allow me to focus on my work.</td>
</tr>
<tr>
<td>Automation</td>
<td>Favorable to the automated aspect of the desk</td>
<td>I forget to stand so an automatic desk would be nice.</td>
</tr>
<tr>
<td>External barriers</td>
<td>Concern about cost or space</td>
<td>It is too expensive.</td>
</tr>
</tbody>
</table>

Ultimately, our objective was to improve user health outcomes. To understand the potential effects of each level of automation in sit-stand desks, we combined the standardized ranking data, which is correlated with adoption likelihood, and the standardized hazard ratio associated with each desk, which is estimated using the data from Diaz et al [9]. For hazard ratio, we used the average projected hazard ratio for each desk’s corresponding mean sedentary bout duration. For the autonomous desk, we assumed a 30-minute sedentary bout duration, and this frequency was strictly enforced. For the set-and-forget desk, we used the mean frequency (55 minutes) that users reported to prefer in our survey, while we assumed a mean bout duration of 2 hours for the manual desk as people changed their desk height once every 4 hours [55]. For the notification desk, we assumed that users would alternate between sitting and standing at a rate in between that for the
set-and-forget desk and the manual desk; hence, a mean bout duration of 90 minutes.

**Results**

**Overview**

We used hypothetical video vignettes that describe interaction with a sit-stand desk of varying levels of automation to answer our questions on (1) user preference in the level of automation, (2) effects of user demographics (ie, culture and sex), and familiarity on user preference, (3) effects of dispositional factors, (4) effects of priming on user preference, and (5) estimation of project health outcomes for different levels of automation based on adoption likelihood and hazard ratio.

**Q1: Perception and Preference in Levels of Automation**

To answer Q1, we first analyzed the data from all participants.

**Level of Automation**

As shown in Figure 2, there were statistically significant differences between the levels of automation in terms of the participants’ rankings ($\chi^2=87.2; \ P<.001$). There were statistically significant differences between the autonomous desk and manual desk ($P<.001$), notification desk ($P<.001$), set-and-forget desk ($P<.001$), and between the manual desk and notification desk ($P=.047$) after Bonferroni adjustments.

Shared autonomy had statistically significant effects on perceived likeability ($F_{2.7,760.1}=19.0; \ P<.001; \ \eta^2_p=0.064$), ease of use ($F_{2.8,781.1}=5.9; \ P<.001; \ \eta^2_p=0.021$), safety ($F_{2.7,753.8}=19.9; \ P<.001; \ \eta^2_p=0.067$), productivity ($F_{2.8,764.6}=8.8; \ P<.001; \ \eta^2_p=0.031$), and stress reduction ($F_{2.8,780.6}=14.6; \ P<.001; \ \eta^2_p=0.05$; Greenhouse-Geisser correction) but not on rated health, as shown in Figure 3A. The manual desk consistently had the highest ratings in both countries, whereas the fully autonomous desk had the lowest scores.

![Figure 2. Shared autonomy preferences for sit-stand desk users across culture and sex with means and SEs reported via the black line and error bars. (*0.1≤P<0.05, **0.001≤P<0.01, ***P<0.001) The clustered data points in the background of the image provide a visual encoding of the number of participants who provided that ranking; thus, the size of the clusters in each subplot offers a visual of the composition of the data in the top-left corner.](https://formative.jmir.org/2022/11/e35447)
Figure 3. (A) Perception of different levels of automation in terms of likeability, ease of use, safety, productivity, stress, and health. There are statistically significant differences among the 4 desks for all measures except health. The means and SEs are reported. (*0.01 ≤ P<.05, **0.001 ≤ P<.01, ***P<.001) (B) Overall Breakdown of self-reported reasons for the participants’ shared autonomy preferences and the likelihood of adopting autonomous sit-stand desks. Ease, annoyance, sense of control, and health benefits were the most frequent reasons. Detailed breakdown of self-reported reasons for (C) the most preferred level of automation, (D) the least preferred level of automation, and (E) adoption likelihood.

Reasons for Shared Autonomy Preference and Adoption Likelihood

Figure 3B plots the breakdown of the reasons for participants’ preferences and adoption likelihood. Sense of control and ease were the 2 most frequent factors for the most preferred level of shared autonomy, whereas annoyance was also a frequent factor for the least preferred level of automation. For the adoption likelihood, most of the participants selected the health benefits and ease of the autonomous desk as their primary reasons.

Q2: Effects of Demographics and Familiarity

To answer Q2, we investigated the effects of countries, sex, and familiarity on user-shared autonomy preferences.

Country

As shown on the left side of Figure 2, participants from India ranked the autonomous desk higher ($\chi^2=11.0; P<.001$) and the set-and-forget desk lower ($\chi^2=4.1; P=.04$) than participants from the United States. Participants from India also preferred more frequent height changes than those from the United States ($\chi^2=7.7; P=.005$).

Participants from India were younger than those from the United States, as shown in Table 1. Thus, to understand how age affected user ranking of levels of automation, we conducted multinomial logistic regressions with country and age group as the independent variables and the most and least preferred level
of automation as the dependent variable. For both the most and least preferred levels of automation, only country was the statistically significant independent variable with \( P < .001 \) and \( P = .048 \), respectively.

As shown in Figure 4A, people in India were more likely to adopt an autonomous desk both at work (\( P < .001 \)) and at home (\( P < .001 \)) than people in the United States. In terms of DC, participants from the United States had statistically higher scores (mean 102.0, SE 1.1) than participants from India (mean 99.0, SE 0.8). For RAM, participants from the United States also had statistically higher indices (mean 2.26, SE 0.15) than participants from India (mean 1.00, SE 0.12).

Country had a statistically significant effect on perceived likeability (\( F_{1,277} = 12.6; P < .001; \eta^2_p = 0.043 \)), productivity (\( F_{1,277} = 31.0; P < .001; \eta^2_p = 0.101 \)), and stress reduction (\( F_{1,277} = 32.5; P < .001; \eta^2_p = 0.105 \)). Participants from India rated desks as more likable, productive, and useful in lowering stress than participants from the United States. Statistically significant interaction effects were also observed between automation and country. Statistically significant interaction effects were observed on perceived likeability (\( F_{2.7,754.5} = 3.4; P = .02; \eta^2_p = 0.012 \)) and productivity (\( F_{2.8,762.4} = 4.5; P = .004; \eta^2_p = 0.016 \)). Although the autonomous desk was rated the lowest in terms of likeability for both countries, participants from India rated the set-and-forget desks closer to the autonomous desk, whereas participants from the United States rated the notification desk closer to the autonomous desk. Participants from India reported that all desks were comparable in terms of productivity, whereas participants from the United States found the autonomous desk to be worse than the manual desk and set-and-forget desk.

Figure 4. Self-reported adoption ratings by (A) country and (B) familiarity with a sit-stand desk. Participants from India report that they are more likely to adopt autonomous (the set-and-forget desk or the autonomous desk) both at work and home than participants from the United States. Participants who have used a sit-stand desk were more likely to adopt an autonomous desk at work than participants who have only read about it or seen a video of it. The means and SEs are reported. (\( * .01 \leq P < .05 \), \( ** .001 \leq P < .01 \), \( *** P < .001 \)).

Sex
As shown at the top of Figure 2, male participants ranked the manual desk higher (\( \chi^2_1 = 6.1; P = .01 \)) and the set-and-forget desk lower (\( \chi^2_1 = 4.6; P = .03 \)) compared with female participants. However, there were no statistically significant main or interaction effects of sex on the overall impression of desks. An independent samples 2-tailed t test on desk adoption at home or work, DC score, and RAM index found no statistically significant differences in adoption likelihood, DC score, and RAM index.

Familiarity With Sit-Stand Desks
There were statistically significant differences among the 3 levels of familiarity with the sit-stand desk on the autonomous desk adoption Likert scale ratings (\( F_{2.276} = 7.0; P = .001 \)). There was a statistically significant difference between people who had read or seen a video and those who had used it before (\( P = .001 \)), as shown in Figure 4B.

Q3: Effects of Dispositional Factors
Overview
Figure 5 shows the distributions of DC and RAM for India and the United States. There were statistically significant differences in both the DC and RAM. For DC, United States (mean 102.0, SE 0.94) had higher mean than India (mean 98.8, SE 1.0) with \( P = .02 \). For RAM, the US (mean 2.26, SE 0.14) also had a higher mean than India (mean 0.99, SE 0.15) with \( P < .001 \). In terms of the effects of dispositional factors on gender, a statistically significant effect was observed for DC (\( P = .04 \)), where male participants (mean 101.8, SE 0.96) had higher DC scores than female participants (mean 99.0, SE 1.0).
Desirability of Control
As shown in Table 3, DC had positive correlations with all impressions of the sit-stand desks, except for stress reduction in the manual desk. DC also had positive correlations with adoption likelihood at work ($r_s=0.118; P=.049$) and home ($r_s=0.218; P<.001$). In terms of ranking, DC had a positive correlation with the autonomous desk ($r_s=0.119; P=.047$) and a negative correlation with the notification desk ($r_s=-0.140; P=.02$).

Table 3. Correlation coefficients between desirability of control and impressions of the sit-stand desks.

<table>
<thead>
<tr>
<th></th>
<th>Manual desk</th>
<th>Notification desk</th>
<th>Set-and-forget desk</th>
<th>Autonomous desk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Like</td>
<td>0.288$^a$</td>
<td>0.273$^a$</td>
<td>0.188$^a$</td>
<td>0.213$^a$</td>
</tr>
<tr>
<td>Easy</td>
<td>0.28$^a$</td>
<td>0.285$^a$</td>
<td>0.279$^a$</td>
<td>0.314$^a$</td>
</tr>
<tr>
<td>Safe</td>
<td>0.222$^a$</td>
<td>0.374$^a$</td>
<td>0.291$^a$</td>
<td>0.248$^a$</td>
</tr>
<tr>
<td>Productivity</td>
<td>0.178$^a$</td>
<td>0.23$^a$</td>
<td>0.165$^a$</td>
<td>0.131$^b$</td>
</tr>
<tr>
<td>Stress</td>
<td>0.097</td>
<td>0.21$^a$</td>
<td>0.231$^a$</td>
<td>0.129$^b$</td>
</tr>
<tr>
<td>Health</td>
<td>0.229$^a$</td>
<td>0.303$^a$</td>
<td>0.204$^a$</td>
<td>0.217$^a$</td>
</tr>
<tr>
<td>Ranking</td>
<td>-0.035</td>
<td>-0.14$^b$</td>
<td>0.081</td>
<td>0.119$^b$</td>
</tr>
</tbody>
</table>

$^aP<.01$.  
$^b.01\leq P<.05$.

Self-regulation
As shown in Table 4, the RAM index had positive correlations with ease and safety ratings for all levels of automation but had negative correlations with productivity for notification and autonomous desks and with stress for notification, set-and-forget, and autonomous desks. For adoption likelihood, the RAM index had negative correlations at work ($r_s=-0.242; P<.001$) and home ($r_s=-0.204; P<.001$) but had a positive correlation with the preferred height change frequency ($r_s=0.152; P=.01$). In terms of ranking, the RAM index had a positive correlation with the set-and-forget desk ($r_s=-0.138; P=.02$).

Table 4. Correlation coefficients between relative autonomous motivation index and impressions of the sit-stand desks.

<table>
<thead>
<tr>
<th></th>
<th>Manual desk</th>
<th>Notification desk</th>
<th>Set-and-forget desk</th>
<th>Autonomous desk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Like</td>
<td>0.096</td>
<td>-0.022</td>
<td>0.084</td>
<td>-0.043</td>
</tr>
<tr>
<td>Easy</td>
<td>0.213$^a$</td>
<td>0.152$^b$</td>
<td>0.169$^a$</td>
<td>0.158$^a$</td>
</tr>
<tr>
<td>Safe</td>
<td>0.257$^a$</td>
<td>0.275$^a$</td>
<td>0.186$^a$</td>
<td>0.15$^b$</td>
</tr>
<tr>
<td>Productivity</td>
<td>-0.115</td>
<td>-0.155$^a$</td>
<td>-0.106</td>
<td>-0.256$^a$</td>
</tr>
<tr>
<td>Stress</td>
<td>-0.086</td>
<td>-0.126$^b$</td>
<td>-0.164$^a$</td>
<td>-0.186$^a$</td>
</tr>
<tr>
<td>Health</td>
<td>0.017</td>
<td>0.123$^b$</td>
<td>0.144$^b$</td>
<td>0.036</td>
</tr>
<tr>
<td>Ranking</td>
<td>0.052</td>
<td>0.016</td>
<td>-0.138$^b$</td>
<td>0.063</td>
</tr>
</tbody>
</table>

$^aP<.01$.  
$^b.01\leq P<.05$.  
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Q4: Effects of Goal Priming
There were no statistically significant effects of priming on autonomous desk adoption Likert scale ratings both at home and at work ($P=.14$ and $P=.83$, respectively), the rankings of desks (manual $P=.39$, notification $P=.43$, set and forget $P=.12$, and autonomous $P=.14$), and the preferred frequency ($P=.86$) for height.

Q5: Projected Health Outcome
As shown in Figure 6, the set-and-forget desks and autonomous desks have the highest projected overall health outcomes based on the potential use that is estimated using the ranking data of each level of automation. For participants from India, the autonomous desk has the highest projected health outcome, whereas the set-and-forget desk has the highest projected health outcome for participants from the United States.

Discussion
Summary of Findings
The aim of Q1 of this study is to explore shared autonomy in sit-stand desks and study user preferences. From the overall results, finding a simple answer to Q1 is not straightforward. Similar to a previous study [20], we found that users desire some degree of control over height changes despite being aware of the health benefits of using autonomous sit-stand desks. Most participants preferred either the manual desk or the set-and-forget desk, which asked users once a day for their desired height switch frequency. Sense of control was cited as the most frequent reason for both desks, and ease of use was another frequently mentioned factor for the semiautonomous condition. These findings align well with the results from Wunderlich et al [31], where control was found to be an important aspect for smart interactive services. Overall, a fully autonomous intervention, where users have no control, may not be accepted or adopted, as demonstrated with the autonomous sit-stand desk. However, even a minor sense of control (ie, daily selection of the sit or stand frequency) can provide sufficient motivation to adhere to an intervention that remains reasonably autonomous for the duration of the entire workday.

Demographics had a significant impact on user perceptions and reactions to sit-stand desks. Culture is an important factor in this process. The study results provide a convincing answer to Q2 that participants from India are much more receptive to higher levels of automation for sit-stand desks than are participants from the United States. Participants from India also rated the likeability of the notification desk and the autonomous desk higher than participants from the United States. They also rated all desks comparable in terms of productivity, whereas participants from the United States rated the autonomous desk as less conducive for productivity than the manual desk or the set-and-forget desk. Participants from India were more likely to report being willing to adopt semiautonomous or autonomous desks than participants from the United States. Participants from India also ranked the autonomous desk higher, but the set-and-forget desk lower than participants from the United States. The DC scores and RAM index also shed light on the reason for this difference. As shown in prior surveys [56], the United States has a lower power distance index than India, suggesting a limited dependence of subordinates on their bosses. Similarly, we see that participants from the United States have a higher desirability for control and higher RAM than participants from India. Similar to prior work [57,58], these findings reinforce the importance of tailoring to each culture to maximize the likelihood of adoption.

Sex also significantly affected user impression of the autonomous interventions. We observed differences between male and female participants’ preferences for the level of automation in that male participants in both countries preferred the manual one significantly more than female participants, whereas female participants preferred the semiautonomous set-and-forget desk more, providing insights on Q2. This trend contradicts the findings of Kotze et al [41], who found that...
female participants are less optimistic than male participants and exhibit higher levels of risk aversion toward high-technology products [42] but aligns well with previous results with digital media, where female participants value its perceived ease of use more than male participants [43,44]. The discrepancy between male and female participants’ preferences could be because of male participants being more wary of losing control over the desk than female participants. Further studies are needed to confirm this hypothesis.

Familiarity with a sit-stand desk also influences how likely users are to adopt autonomous desks at work and at home. Participants who had personal experience using a sit-stand desk were more likely to rate the adoption likelihood higher than participants who had only read or seen one. This finding is in line with previous work, where familiarity has improved the adoption of wellness games among older adults [59] and the adoption of recommendation agents [26]. This suggests that incremental increases in autonomous intervention using a sit-stand desk could build trust and increase adoption likelihood.

Overall, for Q3, we observed mild effects of DC and TSRQ on the overall population. However, the differences observed in the distribution of TSRQ per country (Figure 5) may help explain the preference in India for the autonomous desk. When looking into the Spearman correlation analysis for these 2 metrics per country, we observe that in the case of India, DC is positively correlated with the adoption likelihood at home ($r_s=0.5; P<.001$) and at work ($r_s=0.428; P<.001$), while RAM (TSRQ) is negatively correlated with the adoption likelihood in the United States at home ($r_s=0.262; P=.001$) and at work ($r_s=-0.21; P=.01$). Furthermore, DC is positively correlated with ranking preferences for Desk D ($r_s=0.167; P<.05$). Overall, it seems like a culture with more homogeneous and lower levels of DC, such as India, compared with a culture with a higher variety of RAM (TSRQ) could have a better predisposition toward adoption of nonvolitional behavior change technologies.

In terms of priming, we found no evidence to suggest that it has any influence on user-shared autonomy preferences when answering Q4. Compared with the condition without priming, conditions with loss-framed or gain-framed priming did not lead to any differences in participants’ preference for shared autonomy or their adoption likelihood. This contradicts findings from prior work [34] and indicates that priming alone is not sufficient to persuade users to accept this type of autonomous intervention.

Finally, we estimated the projected health outcome (Figure 6) for different levels of automation across cultures and sexes based on hazard ratio estimates and user preferences, answering Q5. Although there are some potential limitations because of some assumptions made (eg, using a 90-minute bout duration for the notification desk), it helps us understand the potential benefits of embedding automation into sit-stand desks. Although users do not always prefer higher levels of automation, embedding automation has great potential in reducing sedentary behaviors, thus lowering the hazard ratio estimate and ultimately leading to a higher level of projected health outcomes. To verify this, we plan to follow up with a longitudinal study.

### Design Insights

On the basis of these findings, we present a brief series of insights toward more effective autonomous intervention designs.

A sense of control is an essential factor in the initial impression and adoption likelihood of autonomous interventions. Given the various preferences observed, we recommend offering several different automation modes to autonomous sit-stand desks and similar automated furniture. It is possible that providing some degree of control initially may be the best strategy to help users become comfortable with the idea of a fully autonomous intervention.

To predict the amount of control users might desire or to determine what types of intervention modes to support, demographics may be useful information to obtain, given our observations of different segments of our populations.

Our findings suggest that it is important to provide a clear explanation of the benefits of behavior change. For example, to promote the adoption of an autonomous sit-stand desk, it is important to provide a clear explanation of the health benefits. Although health benefits were not the primary factor for users’ preferences, they were one of the most frequently cited reasons for adoption, as shown in Figure 3E. Although priming on the health benefits per se did not impact users’ preferences or adoption likelihood, participants might have already been aware of the health benefits as they had some degree of prior exposure to a sit-stand desk.

### Ethical Considerations for Future Deployment

By design, this technology can only be deployed in a home setting with full disclosure by the user because of the agency people have when purchasing a desk. However, in situations where an employer may require their workers to such a desk, there are important ethical concerns about the loss of autonomy that the workers would experience. Therefore, it is paramount that when introducing technology that enforces nonvolitional behavior change, the user has complete disclosure concerning the automation of the technology and the extent to which their autonomy will be limited. Designers are wary of technologies designed to trick users, such as technologies that use dark patterns and purposeful design elements to mislead people in a certain direction [60]. In contrast, the consensual loss of autonomy and transparency, which is critical to our design, separates our approach from the technology that attempts to trick the user.

### Limitations

One main limitation of this study is that we used web-based video vignettes instead of in-person interaction to indirectly convey the user experience of using sit-stand desks of different automation levels. As previous work has shown comparable results between vignette-based and in-person user evaluations [35,36,50], we believe vignettes can be sufficient to obtain the first impression of sit-stand desks and nonvolitional behavior change. However, to accurately measure the ecological validity and adherence to continuous use of our sit-stand desk prototypes, we plan to conduct a longitudinal user study based on the findings of this study.
Another limitation is that we did not incorporate the optimal timing for the height change intervention. Rather, the intervention was given at preset intervals for both the formative and main web-based studies. Previous work suggests that providing interventions during a task change is ideal for both a sit-stand desk [61] and graphical user interface [62]. Although our participants cited a lack of sense of control as the primary reason for disliking the autonomous condition, providing interventions at the ideal timing may improve user’s impression of autonomous sit-stand desks, especially during longitudinal studies.

Future Research
For longitudinal studies, our findings demonstrate the necessity to consider the background of the participants, such as culture, sex, and familiarity with sit-stand desks, as it significantly impacts how they will react to automation. For instance, as we observed a linear relationship between familiarity with sit-stand desks and the adoption likelihood of autonomous sit-stand desks, it may be prudent to start with a lower level of automation for participants new to sit-stand desks, whereas participants who are already familiar could be more accepting of higher levels of automation from the beginning.

In addition to culture, sex, and familiarity, other factors should be investigated in the future. For example, it would be interesting to study the effects of income, education level, or age and whether these would be better predictors for user acceptance of autonomous interventions for physical well-being.

This study aimed to explore the possibility of autonomous behavior changes using robotic furniture. Although we began, for simplicity, with a 1 df sit-stand desk that can only change its height, this concept of autonomous intervention could be applied to a wide range of actuated objects. There are already instances of robotic furniture in the form of ottomans [63] and computer monitors [61]. Even with the new actuated furniture with additional dfs, we expect that our study findings will hold regarding user perceptions and reactions to different levels of automation. In addition, we expect the demographics of the users to play a role. In the future, we plan to investigate using a wider range of actuated objects to encourage healthy behavior in users.

Conclusions
With automation becoming increasingly embedded in our environment, it is important to consider how we can best leverage it to improve the mental and physical well-being of people. In this study, we investigated user perception and preference at the level of automation in the context of sit-stand desks. The results suggest that, despite being aware of the health benefits and effectiveness of autonomous interventions, participants regarded having a sense of control over the desk as an important factor. Culture and sex significantly affect the importance of this sense of control in adopting an autonomous desk. As we observed positive effects from familiarity, we believe that a gradual approach with incremental exposure to autonomous behavior change will be suitable for populations less receptive to automation. We hope that this work will spur more research into shared autonomy-augmented health behavior changes with robotic furniture and bring us closer to a future of well-being–driven physical computing.
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Abstract

Background: Digital technology has the potential to transform psychiatry, but its adoption has been limited. The proliferation of telepsychiatry during the COVID-19 pandemic has increased the urgency of optimizing technology for clinical practice. Understanding clinician attitudes and preferences is crucial to effective implementation and patient benefit.

Objective: Our objective was to elicit clinician perspectives on emerging digital technology.

Methods: Clinicians in a large psychiatry department (inpatient and outpatient) were invited to complete a web-based survey about their attitudes toward digital technology in practice, focusing on implementation, clinical benefits, and expectations about patients’ attitudes. The survey consisted of 23 questions that could be answered on either a 3-point or 5-point Likert scale. We report the frequencies and percentages of responses.

Results: In total, 139 clinicians completed the survey—they represent a variety of years of experience, credentials, and diagnostic specializations (response rate 69.5%). Overall, 83.4% (n=116) of them stated that digital data could improve their practice, and 23.0% (n=32) of responders reported that they had viewed patients’ profiles on social media. Among anticipated benefits, clinicians rated symptom self-tracking (n=101, 72.7%) as well as clinical intervention support (n=90, 64.7%) as most promising. Among anticipated challenges, clinicians mostly expressed concerns over greater time demand (n=123, 88.5%) and whether digital data would be actionable (n=107, 77%). Furthermore, 95.0% (n=132) of clinicians expected their patients to share digital data.

Conclusions: Overall, clinicians reported a positive attitude toward the use of digital data to not only improve patient outcomes but also highlight significant barriers that implementation would need to overcome. Although clinicians’ self-reported attitudes about digital technology may not necessarily translate into behavior, our results suggest that technologies that reduce clinician burden and are easily interpretable have the greatest likelihood of uptake.

(JMir Form Res 2022;6(11):e33676) doi:10.2196/33676
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Introduction

Digital technology is a central feature of modern life and is becoming an increasingly prominent component of modern medical practice. In psychiatry, there is established evidence that digital data can be used to monitor multiple health outcomes. Metrics including the frequency of web-based activity, the content and language uploaded to social media, and smartphone sensing of biometrics including sleep and
Clinician attitudes toward the use of digital data in psychiatry—in terms of benefits to clinical care, barriers to effective implementation, understanding of the capabilities of current technology, and willingness to change current practice—are a key factor in the development and adoption of future technological platforms, but they remain underexplored and underappreciated [9-11]. Indeed, clinician enthusiasm has been shown to be a vital factor to successful implementation of new digital platforms in clinical settings [12]. Studies of telepsychiatry suggest that successful implementation of digital technology into clinical settings depends on clinician enthusiasm and confidence in the safety and efficacy of the new platform, as well as access to proper training [13-15]. Previous studies of clinicians’ attitudes toward digital data in psychiatry indicate some enthusiasm regarding administrative improvements that technology could provide—including ease of scheduling and monitoring patients between sessions—but strong concerns about privacy, and limited understanding of the capabilities of digital platforms has been demonstrated previously [16]. Elsewhere, surveys of clinicians have demonstrated a negative correlation between professional experience and clinicians’ attitudes toward the use digital data in psychiatry [17].

To develop a successful platform for clinicians to use digital data in practice, researchers must determine not only clinicians’ attitudes toward the technology but also their literacy about its efficacy and potential as a clinical aid.

Although digital mental health data have been researched for over a decade, their development has recently become urgent owing to the COVID-19 pandemic. Clinical practices worldwide experienced a massive shift toward remote assessment as a result of COVID-19 restrictions, and clinicians were rapidly introduced to telepsychiatry, who under, normal circumstances may never have been exposed to it. This shift in practice highlighted not only the need for increased clinical services for individuals without access but also the reluctance of many clinicians to engage with telehealth technologies owing to concerns about its efficacy and compromised privacy [18,19]. As future clinical practice in psychiatry may continue to rely on remote assessment, understanding clinician perspectives on this technology remains crucial to optimizing service and user experience.

The aim of our study was to capture clinician attitudes and expectations regarding emerging digital technology in psychiatry, in light of the unprecedented shift in clinician experience that the COVID-19 pandemic represents. Previously reluctant or unfamiliar clinicians will now have had significant experience of telehealth practice, and attitudes toward digital data in psychiatry may have shifted. Understanding clinician attitudes and preferences is necessary to overcome implementation challenges and achieve patient benefits.

**Methods**

**Methods Overview**

The survey was developed for the purpose of this study by the Digital Clinic research group, which is composed of clinicians working in outpatient and inpatient settings as well as dedicated research staff familiar with emerging digital technology in psychiatry, working on the implementation of digital technology in clinical settings across our health system. The survey was designed to study clinician attitudes toward the use of digital technology in psychiatry in a variety of dimensions using varied Likert scales. Questions were written on the basis of expert research group members’ existing knowledge of digital technology in psychiatry as described in current literature, and in anticipation of developing a digital data platform for use in our campus’ outpatient clinic (see attached survey in Multimedia Appendix 1).

Survey items included (1) an assessment of whether clinicians thought digital data about patients could inform their practice (using a 5-point Likert scale: 0%="No," 25%="I’m not sure, I need to know more," 50%="I think so, but would need to try it out," 75%="Yes," and 100%="Definitely, I incorporate this data already"), (2) ratings of perceived relative usefulness of different types of digital patient data (such as sleep, physical activity, location, web-based search activity, etc, using a 3-point Likert scale: 0%="Low," 50%="Medium," and 100%="High"), (3) anticipated barriers to using digital data in clinical practice (such as “Patient participation,” “Increased time demands tending to flagged digital events,” “Volume of data created by digital monitoring,” etc, using a 3-point Likert scale: 0%="Not a barrier," 50%="Somewhat of a barrier," and 100%="A significant barrier"), (4) anticipated benefits to using digital data in clinical practice (such as “Having a consistent source of collateral data,” “Helping patients feel better understood,” “As an alert system when patient activities change,” etc, using a 3-point Likert scale: 0%="Not a benefit," 50%="Somewhat of a benefit," and 100%="A significant benefit"), (5) clinicians’ expectations of whether patients would be willing to share digital data in a clinical setting and experience using digital patient data from social media (using multiple-choice questions about how data were used and free-text responses to allow responders to elaborate), (6) rating level of agreement with statements about the incorporation of digital data into psychiatric practice (such as “Having access to information collected in a Digital Clinic... Lead to more frequent patient encounters,” “...Improve clinical outcomes,” or “...Increase the amount of documentation to complete,” using a 5-point Likert scale: 0%="Strongly disagree," 25%="Disagree," 50%="Neither agree nor disagree," 75%="Agree," and 100%="Definitely agree."
75% = “Agree,” and 100% = “Strongly agree”), (7) assessment of if or how clinician attitudes toward digital data in psychiatry had changed in response to the COVID-19 pandemic and the changes in practice that many of the surveyed participants had experienced (using free-text responses), and (8) demographic characteristics (including age, years in practice, nature of practice, and role in clinic).

The survey was administered to all clinicians on the campus of an academic psychiatric treatment facility. The facility surveyed here is in a demographically diverse section of a major urban area, with high access to mental health services. The survey was written in Survey Monkey and administered during a Grand Rounds event. It was subsequently emailed to all clinicians on campus. A total of 200 clinicians were surveyed—150 outpatients and 50 inpatients. The survey was open for 6 months from May to November 2020. Participation in the survey was voluntary. There was no compensation for completing the survey. Responders were given the option to share their contact information (deanonymizing themselves) to participate in a possible focus group, but owing to the COVID-19 pandemic, this focus group was not held.

Ethical Considerations
The survey was reviewed by the Northwell institutional review board and granted an exemption (#19-0958).

Table 1. Characteristics of responders (N=139).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>42 (34-70)</td>
</tr>
<tr>
<td>Years in practice, median (IQR)</td>
<td>12 (4-33)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>53 (38.1)</td>
</tr>
<tr>
<td>Female</td>
<td>74 (53.2)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>12 (8.7)</td>
</tr>
<tr>
<td>Role in clinic, n (%)</td>
<td></td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>50 (36.0)</td>
</tr>
<tr>
<td>Resident or intern</td>
<td>27 (19.4)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>20 (14.4)</td>
</tr>
<tr>
<td>Nurse practitioner</td>
<td>3 (2.2)</td>
</tr>
<tr>
<td>Nurse</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Social worker</td>
<td>14 (10.1)</td>
</tr>
<tr>
<td>Other</td>
<td>23 (16.6)</td>
</tr>
<tr>
<td>Type of practice (allowed to select more than one), n (%)</td>
<td></td>
</tr>
<tr>
<td>Medication Management</td>
<td>79 (56.8)</td>
</tr>
<tr>
<td>Individual Psychotherapy</td>
<td>82 (59.0)</td>
</tr>
<tr>
<td>Group Therapy</td>
<td>30 (21.6)</td>
</tr>
<tr>
<td>Neuromodulation</td>
<td>5 (3.6)</td>
</tr>
<tr>
<td>Administration</td>
<td>26 (18.7)</td>
</tr>
<tr>
<td>Research</td>
<td>3 (2.2)</td>
</tr>
</tbody>
</table>

Statistical Analysis
Descriptive statistics were used to report survey results. Chi-square tests were used to compare categorical variables. First, omnibus comparisons were conducted by prescribing status (yes/no). If significant differences were detected, we then tested the individual interactions of interest post hoc. Wilcoxon tests for nonnormally distributed, continuous variables (age), as determined by a Shapiro–Wilk W test, were conducted. All analyses were conducted using JMP, (version 13; SAS Institute Inc, 1989-2019).

Results
Overview
We received a total of 139 completed survey responses (response rate 69.5%). The median age of responders was 42 (IQR 34-70) years, with a median 12 (IQR 4-33) years of clinical experience. In total, 50 (36.0%) responders were psychiatrists, 27 (27.0%) were residents, 20 (14.4%) were psychologists, 14 (10.1%) were social workers, 3 (2.2%) were nurse practitioners, and 25 (16.5%) were nurses or other clinical staff. Furthermore, 79 (56.8%) responders provided medication management and 82 (59.0%) provided individual psychotherapy (Table 1).
Attitudes Toward Digital Data in Psychiatry

Out of 139 responders, 116 (83.4%) stated that digital data could improve their clinical practice. Among different categories of digital data, responders rated data on Sleep (n=100, 72.0%), treatment adherence (n=101, 79.5%), substance use (n=105, 76.0%), self-reported symptom ratings (n=90, 70.0%), and physical activity (n=73, 53%) as having the highest potential utility in practice. Responders rated location (n=33, 26.0%), screen time (n=34, 24.0%), and criminal justice data (inmate registries, WebCrims, etc; n=25, 18.0%) as having the lowest potential use in practice (Table 2).

Among anticipated benefits, responders rated “Helping patients track their activities and symptoms” (n=101, 72.7%), “As a support for clinical intervention” (n=90, 64.7%), and “Having a consistent source of collateral data” (n=86, 62.5%) as offering the most significant benefit. Responders rated “Helping patients feel better understood” as the least potentially beneficial aspect of using digital data in psychiatry (“Not a benefit” n=14, 10.1%; Figure 1).

Among anticipated barriers to the use of digital data, responders rated “Increased time demands tending to flagged digital events” (n=54, 38.8%), “Volume of data created by digital monitoring” (n=52, 37.4%), “Increased documentation” (n=57, 41%), “Patient participation” (n=46, 33.8%), and “Increased time demands tending to digital data during clinic visits” (n=54, 38.8%) as the most likely barriers. Responders rated “Lack of trust in digital data” (n=51, 36.7%), “Interference with alliance” (n=46, 33.1%), and “Uncertainty about how to integrate digital data into practice” (n=45, 32.4%) as the least likely barriers (Figure 2). Overall, 74.1% (n=103) of responders stated that they would consult a dashboard of patient digital data prior to a clinic visit, and 85.6% (n=119) of them stated that they thought it would be beneficial for patients to have access to an app-based dashboard with information about their digital data.

Table 2. Attitudes toward digital data in psychiatry.

<table>
<thead>
<tr>
<th>Rating of the relative level of perceived usefulness that each category has for individuals’ practice</th>
<th>Low, n (%)</th>
<th>Medium, n (%)</th>
<th>High, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep</td>
<td>3 (2.2)</td>
<td>27 (19.4)</td>
<td>100 (71.9)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>4 (2.9)</td>
<td>59 (42.2)</td>
<td>73 (52.5)</td>
</tr>
<tr>
<td>Social media activity (frequency of posts or content of posts concerning symptoms of mental illness)</td>
<td>13 (9.4)</td>
<td>69 (49.6)</td>
<td>57 (41.0)</td>
</tr>
<tr>
<td>Web-based search activity (content of which concerns symptoms of mental illness)</td>
<td>19 (13.7)</td>
<td>58 (41.7)</td>
<td>62 (44.6)</td>
</tr>
<tr>
<td>Mobility (time spent away from home versus at home)</td>
<td>14 (10.1)</td>
<td>59 (42.4)</td>
<td>66 (47.5)</td>
</tr>
<tr>
<td>Location</td>
<td>36 (25.9)</td>
<td>65 (46.8)</td>
<td>33 (23.7)</td>
</tr>
<tr>
<td>Substance use</td>
<td>10 (7.2)</td>
<td>20 (14.4)</td>
<td>105 (75.5)</td>
</tr>
<tr>
<td>Screen time</td>
<td>34 (24.5)</td>
<td>66 (47.5)</td>
<td>38 (27.3)</td>
</tr>
<tr>
<td>Treatment adherence</td>
<td>7 (5.0)</td>
<td>22 (15.8)</td>
<td>110 (79.1)</td>
</tr>
<tr>
<td>Homework completion</td>
<td>26 (18.7)</td>
<td>63 (45.3)</td>
<td>48 (34.5)</td>
</tr>
<tr>
<td>Criminal justice data (inmate registries, WebCrims, etc)</td>
<td>25 (18.0)</td>
<td>59 (42.4)</td>
<td>55 (39.6)</td>
</tr>
</tbody>
</table>
**Figure 1.** Clinicians’ responses to the question, “What do you anticipate would be the greatest benefits of digital data?”.

<table>
<thead>
<tr>
<th>Benefit Description</th>
<th>Not a benefit (%)</th>
<th>Somewhat of a benefit (%)</th>
<th>A significant benefit (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helping patients track their activities and symptoms</td>
<td>25.90%</td>
<td>72.70%</td>
<td></td>
</tr>
<tr>
<td>As a support for clinical intervention</td>
<td>32.40%</td>
<td>64.70%</td>
<td></td>
</tr>
<tr>
<td>Having a consistent source of collateral data</td>
<td>37.40%</td>
<td>62.50%</td>
<td></td>
</tr>
<tr>
<td>Being able to monitor patient well-being between</td>
<td>38.80%</td>
<td>56.90%</td>
<td></td>
</tr>
<tr>
<td>appointments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>As a tool for initiating conversations with patients</td>
<td>36.70%</td>
<td>56.10%</td>
<td></td>
</tr>
<tr>
<td>Helping patients feel better understood</td>
<td>36.70%</td>
<td>53.20%</td>
<td></td>
</tr>
<tr>
<td>As an alert system when patient activity changes</td>
<td>42.40%</td>
<td>51.10%</td>
<td></td>
</tr>
</tbody>
</table>
Figure 2. Clinicians' responses to the question, "What do you anticipate would be the greatest barriers against your use of digital data?".

**Expectations From Digital Technology in Psychiatry**

Responses skewed negatively regarding whether or not the introduction of digital technology into psychiatry would change the frequency of patient encounters ("...lead to more frequent patient encounters": 39, 28.1% respondents either disagreed or strongly disagreed; "...lead to less frequent patient encounters": 44, 31.7% either disagreed or strongly disagreed). Responders expressed agreement that digital technology could "...Increase the amount of documentation to complete" and "...Create more responsibility for clinicians" (n=102, 73.4% and n=110, 79.2%, respectively; Figure 3).
Regarding past use of digital data in psychiatric practice, 32 (23.0%) participants responded affirmatively that they had viewed a patient’s social media accounts (Facebook, Twitter, Instagram, and other social media accounts) while delivering care. A total of 21 (33.9%) of those who answered yes cited gaining collateral information as the rationale, while others reported viewing social media to evaluate the clinical significance of the posts, to evaluate patients’ interpretations of posts, or for use in psychoeducation or therapeutic skill-building. In total, 120 (94.5%) responders stated that they thought their patients would be willing to share at least some digital data. Furthermore, 79 (63.2%) responders expressed agreement that digital technology in psychiatry could improve medication adherence.

Additional analyses were completed to assess differences in response patterns based on age and prescriber versus nonprescriber status (prescriber: MD physician, resident, or nurse practitioner; nonprescriber: nurse or social worker). There were overall few significant differences between groups, but younger responders expressed greater willingness to consult a digital dashboard \( (P=.01) \) and greater concern about increased time demands from digital data \( (P=.04) \) and expected greater patient satisfaction from a digital clinic \( (P=.04) \), and prescribers expressed greater interest in monitoring social media activity for posts concerning mental illness \( (P=.02) \) and greater uncertainty about how to respond to flagged digital events \( (P=.03) \). Younger responders were likelier to report having looked up a patient’s social media accounts \( (P=.005) \).

**Changes in Opinion After the COVID-19 Pandemic**

When asked if the COVID-19 pandemic had affected their attitudes toward digital technology in psychiatry, 79 (56.8%) responders answered “yes.” Regarding how their attitudes had changed, responders provided a variety of responses in a
free-text portion of the survey. Many were optimistic about digital technology in psychiatry after having had a positive initial experience with telepsychiatry: “More positive, more interest, greater comfort with telepsychiatry that makes me appreciate how digital data could inform my practice”; “It has normalized the use of technology in routine encounters”; “COVID is a disaster but I hope that a silver lining is that Telepsychiatry and digital psychiatry becomes more the accepted norm. Wider use of telepsychiatry is an excellent way to address the national shortage of psychiatrists available to deliver care”; and “Working from home greatly improves my work-life balance as a clinician. I find that patients feel the same way as they no longer have to travel to clinic, take time off work, or wait to see the doctor -- appointments start on time. For the stable, relatively high functioning outpatients that comprise my (very small) patient panel, telemedicine is equivalent to, and in many ways better than, in person psychiatry.” Some expressed skepticism, stating that “less interaction with the patient; not the same as in person visits.”

Discussion

Principal Findings

The purpose of our study was to examine clinician attitudes toward the use of digital data in mental health care via a survey of clinicians on the campus of an academic psychiatric hospital. We collected 139 survey responses. Overall, 83.4% (n=116) of responders reported positive expectations about digital data in clinical practice. Responders reported the highest enthusiasm for patient self-monitoring technologies and the strongest concern about potential increases in workload and actionability of digital data. As the use of digital data continues to gain prominence in mental health care, the results of our survey serve as a useful indicator of clinician expectations and concerns regarding this new technology in mental health. This study examined clinician attitudes toward the usefulness of different forms of digital data in clinical practice, clinicians’ anticipated benefits and barriers to employing digital technology in clinical practice, expectations of the ways in which clinical practice will change with the inclusion of digital data in psychiatry, experiences using patients’ social media data in practice, and the ways in which clinician perspectives on digital data in psychiatry have changed in response to the COVID-19 pandemic and the wide-scale shift to telehealth practice in medicine. Overall, the surveyed clinicians expressed enthusiasm to include digital data in their clinical practice and confidence that patients would be willing to share data; however, they expressed strong concern about increases in workload related to the inclusion of new technology in clinical practice.

Comparison to Prior Work

While much attention has been paid to research developments, expert consensus, and patient expectations on digital data in psychiatry, clinician attitudes remain under-reported [8,9,11,20,21]. Our study offers a unique contribution to the literature on this rapidly developing area of mental health care, detailing clinician expectations of forthcoming digital technology in psychiatry, attitudes regarding how digital data can both help and hinder their practice, and current clinician behaviors regarding patients’ digital information (via web-based or social media search) at a unique point in time. These results will be useful in designing future digital clinics and be instructive for those disseminating digital data research as to which technologies clinicians are ready to embrace or remain reluctant.

Survey responders reported largely high expectations that digital data could improve their clinical practice, and more than half of them reported a shift in attitude after the onset of the COVID-19 pandemic, when most clinical practices had transitioned to a telehealth model. Providers also expressed high willingness to consult a digital dashboard and have patients do the same. These findings are consistent with the broader literature on the topic but higher than clinician expectation statistics reported elsewhere [20,22,23]. It may be that this enthusiasm reflected changing attitudes related to the COVID-19 pandemic or could be a reflection of the relatively young age of the group surveyed. Similarly, responders reported high confidence that patients would be willing to share digital data, consistent with other similar studies [23]. Our findings indicate that enthusiasm for the use of digital data in psychiatry and high expectations among clinicians that patients will feel the same way. Although there is a known gap between research enthusiasm and clinician enthusiasm [8,11], our data indicate that clinicians remain enthusiastic about digital data in psychiatry. This study should serve as encouragement for those seeking to implement digital technology into clinical practice.

Regarding the anticipated usefulness of different types of digital data in psychiatry, responders ranked items including sleep, substance use, patient-rated symptom scales, and physical activity as having high utility, but they rated location, internet search activity, and criminal data as having substantially less utility. One interpretation of this finding is that clinicians favor monitoring actionable metrics that could allow for discrete intervention over other types of digital measurement. This sentiment would appear echoed in the finding that clinicians rated “Helping patients track their activities and symptoms” and “As a support for clinical intervention” as the two most prominent benefits of using digital monitoring in mental health care. Previous work on digital technology in psychiatry has acknowledged a gap between what is notable in research versus what is readily adopted in clinical practice [8,11]. Our results indicate something similar and underscore the need to demonstrate clinical utility to encourage clinician adoption. Similarly, survey responders expressed concern about increases in documentation with the adoption of digital technology in clinical practice. In addition to demonstrating the actionability of digital data, designers of future clinical platforms will have to streamline the modes in which data are presented to clinicians to minimize the documentation burden.

The response to the question, “Have you ever viewed a patient’s social media (Facebook page, Twitter account, Instagram account etc)?” is a notable finding in itself because this behavior is extremely underreported in the literature [24,25]. Based on available research, our results are consistent with those of other studies [26]. Although not a strict equivalent to consulting a digital dashboard in the clinical setting (for both practical and ethical reasons), looking up patients on social media can be...
viewed as somewhat of a proxy for current use of digital data in clinical practice among those whom we surveyed. By that standard, despite their enthusiasm for new technology, our responders’ use of social media data was low. Given the controversy regarding this practice, it is plausible that our responders underreported how often they viewed patients’ social media accounts. Future research of other psychiatric clinicians in other settings could help to further elucidate how clinicians incorporate patient social media data into their assessments.

**Limitations**

This study had several limitations. The first and most significant limitation is that it was conducted on a campus on which psychiatric digital technology research has had high visibility for several years. Although few responders identified themselves as researchers, many had likely had exposure to emerging digital technology and may have been predisposed to a positive response regarding potential benefits and lower trepidation about potential barriers of this technology in practice. This limits the generalizability of our data, when compared to clinician attitudes in community or nonacademic settings. Second, the survey was composed largely of closed-ended questions. Though there were opportunities for free-text responses where responders could express thoughts or feelings not captured in the survey questions, this mode of surveying may have left some attitudes unaccounted for.

A third limitation of our survey is timing, and the limitation is 2-fold. First, clinicians completed the survey beginning in May 2020, several months after a wide-scale shift to telehealth on our campus. In their free-text responses, many mentioned positive experiences with telepsychiatry but less specifically any of the digital technology described in the survey. It is possible that some responders conflated their experience with telepsychiatry with the technology described as part of the hypothetical digital clinic and provided contrived, more positive responses as a result. Future research must investigate how clinicians’ attitudes toward technology have continued to evolve in the postpandemic world. The second issue is that emerging technology is a dynamic, ever-shifting field, and that the generalizability of survey results, such as that of our survey, is limited to the moment in time the survey was administered. This limits the generalizability of our study or rather any study that discusses this topic. Lastly, the dimensions of our survey were not calculated, and specific validity and reliability tests were not conducted. Studies similar to this one will remain useful for understanding clinicians’ perspectives on these issues, but so will studies that measure the safety and efficacy of how these technologies are implemented in clinical practice.

**Conclusions**

Our survey results indicate that clinicians’ attitudes toward the implementation of digital data in psychiatry are largely positive. However, responders voiced some trepidation about the actionability of digital data and increased time demands from addressing or documenting data. Overall, 23.0% (n=32) of responders reported having looked up patients on social media. More than half of the responders reported a change in attitude toward digital data in psychiatry following the COVID-19–related transition to telepsychiatry service models. Our survey results underscore the need for clinician engagement and education as digital data platforms are developed for clinical use in psychiatry.
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Abstract

Background: People living with chronic pain report that tapering prescribed opioids is challenging and more support is needed. In our formative research, consumers indicated that mobile health (mHealth) technology could be an acceptable form of support for opioid tapering and may improve tapering self-efficacy.

Objective: We aimed to evaluate and improve the content of an mHealth intervention before pilot-testing, based on consumer and clinician feedback.

Methods: Participants were 12 consumers and 12 clinicians who evaluated an initial draft of a video script and 90 SMS text messages. Consumers and clinicians rated the appropriateness and likely usefulness (consumers) or likely effectiveness (clinicians) of a video script and a random selection of 15 SMS text messages using a 5-point Likert-type scale (1=totally disagree; 5=totally agree). Each draft SMS text message was reviewed by 2 consumers and 2 clinicians. Texts were deemed acceptable for inclusion in the pilot intervention only if the summed participant ratings of text appropriateness and usefulness or effectiveness were ≥8. Participants were also invited to provide open-text feedback on the draft script and SMS text messages.

Results: Consumers generally agreed that the draft video script and text content were likely to be appropriate (video: mean 4.4, SD 0.52; text: mean 4.3, SD 0.79) and useful (video: mean 4.3, SD 0.65; text: mean 4.2, SD 0.84). Similarly, clinicians generally agreed that the draft video script and text content were likely to be appropriate (video: mean 4.5, SD 0.67; text: mean 4.4, SD 0.81) and effective (video: mean 4.0, SD 0.43; text: mean 4.3, SD 0.76). Overall, 77% (69/90) of the draft texts met the threshold rating for acceptability in the pilot test of mHealth intervention by consumers, and 82% (74/90) met the threshold for acceptability by clinicians. Participants were also invited to provide open-text feedback on the draft script and SMS text messages.

Conclusions: This study describes the process by which a 28-day mHealth intervention to support patients with chronic pain to taper opioid medications was evaluated and improved before pilot-testing. The mHealth intervention consisted of a 10-minute psychoeducational video about pain and opioid tapering and 56 unique SMS text messages providing information and reassurance...
(texts delivered twice per day for 28 days). Having established that the content of the mHealth intervention is acceptable to both consumer and clinician groups, the mHealth intervention will be piloted in future research.
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**Introduction**

**Chronic Pain and Opioid Tapering**
The reduction or cessation of prescription opioid medications (opioid tapering) is recommended for people living with chronic nonmalignant pain in cases where the potential harms of long-term high-dose opioid therapy outweigh the benefits [1-4]. Tapering can lead to unpleasant withdrawal symptoms, increased distress, and a potential increase in pain intensity and interference, especially in the absence of alternative nonpharmacological pain management strategies [3-7]. Research suggests that consumers with chronic pain, who are tapering opioids, benefit from education regarding the negative consequences of long-term opioid therapy, nonpharmacological (ie, cognitive and behavioral) active pain management strategies, and strategies to help with the management of withdrawal symptoms [1,8]. Consistent with this, research indicates that patients with chronic pain who have access to multidisciplinary pain management programs (with care provided by a team of physicians, physiotherapists, and clinical psychologists) are more likely to reduce their opioid dose with fewer negative side effects [8,9]. However, there is a limited workforce of physicians, psychologists, and physiotherapists with expertise in chronic pain treatment, which is far outweighed by consumer demand for this specialized support [10-12]. Hence, there is a need for innovative, scalable solutions to provide specific support to people living with chronic pain who are tapering opioids [10,13].

**Digital Health**

Digital and mobile health (mHealth) services might help address this gap in access to support for opioid tapering in patients with chronic pain [13,14]. Accumulating research indicates that mHealth interventions may be an acceptable form of opioid tapering support for individuals living with chronic pain [15,16]. SMS text message–based interventions, in particular, may be most effective in reaching the largest number of consumers, as texts do not require access to the internet, have low technology literacy requirements, and are low cost and familiar, as there is a high current use of text messaging worldwide [16-18]. Mobile phone text interventions have demonstrated effectiveness in facilitating health-related behavior change [18,19], helping people to quit smoking [20], improving outcomes in the management of musculoskeletal conditions [21], and even supporting people to manage perioperative pain [17,22].

**Co-design**

Although text message–delivered mHealth interventions have the potential to be efficacious, the effectiveness of digital health interventions in practice is likely to be enhanced by consumer co-design. Research demonstrates that using a co-design methodology in the development and evaluation of mHealth interventions improves their acceptability, increases the likelihood that researchers will achieve recruitment and retention goals in clinical research trials, and ensures that interventions meet the needs of targeted populations, such as people living with health issues like chronic pain [23-27]. Our research group used a 4-step co-design methodology [28] to develop and test an effective mHealth intervention to support patients with chronic pain to taper prescription opioids. The co-design steps include (1) conducting formative research with consumers to develop insights into consumer needs and preferences, (2) developing the content of the intervention to meet consumer-stated needs and preferences, (3) coevaluating the intervention content in consultation with consumers and key stakeholders (eg, clinicians or caregivers), and (4) revising and improving the intervention in response to feedback [28].

Previously, we conducted formative research with consumers to identify whether people living with chronic pain who were tapering their opioid medication dose reported favorable attitudes toward the feasibility and acceptability of mHealth interventions to support tapering [16]. Our formative research revealed the following key insights:

1. For most consumer participants, SMS text messaging was preferred over an app for the delivery of support [16].
2. Consumers wanted the mHealth intervention to provide emotional and informational support concerning managing chronic pain without opioids; withdrawal symptom management; and strategies for improving functioning, quality of life, and mood [16].
3. Consumers suggested that text message–delivered support would be more engaging and effective if they had some familiarity with the information being provided (ie, pain self-management strategies) [16].

On the basis of this consumer feedback, and in collaboration with a consumer with lived experience (LD), as well as with clinician representatives (AS, BDD, MLF, MRM, and PG), we developed the concept of a text-delivered mHealth intervention to support patients with chronic pain to taper prescription opioids. The content of the intervention should be developed to provide consumers with emotional and informational support with respect to pain self-management and strategies for minimizing withdrawal symptoms and improving mood. In response to consumers’ suggestions to familiarize users with intervention content before it is received through texts, we identified the need for a brief preintervention psychoeducational video. Supporting the benefits of including an educational video in the mHealth intervention, research indicates that after viewing a brief educational video, including patient testimonials about
the benefits of opioid tapering, patients develop more positive attitudes toward tapering [29]. Further research indicates that videos including testimonials about the effectiveness of digital health interventions can improve their acceptability [30].

**Self-efficacy and Behavior Change**

Consumers are more likely to engage with and respond to health interventions rooted in behavior change theory compared with interventions that are not theory-derived [31,32]. Research investigating the experiences of people who are tapering opioids suggests that low self-efficacy is a barrier to tapering and that improvements in both pain self-efficacy and opioid tapering self-efficacy are associated with improved outcomes for people living with chronic pain who are tapering [15,33]. Self-efficacy for opioid tapering has been demonstrated to be amenable to change through digitally delivered education [29,34,35].

Self-efficacy, a concept similar to confidence, refers to an individual’s self-appraisal of their ability to perform a certain task or achieve a specific outcome [34,35]. Social learning theory suggests that enhancing self-efficacy for specific health-related behaviors is one of the key drivers for enduring behavioral change [36]. In 1 study that delivered a digital pain self-management program, improved pain self-efficacy was associated with reduced opioid misuse [37]. Accordingly, we theorized that self-efficacy to taper should be associated with a greater likelihood of reducing reliance on opioid medications to manage pain. As such, improving opioid tapering self-efficacy was posited as the proximal goal of our mHealth intervention [28].

**This Study**

Building on our formative research, this study describes the process by which mHealth intervention content was developed to meet consumer-stated needs and preferences, evaluated in consultation with consumers and key stakeholders (clinicians), and revised in response to feedback.

**Methods**

**Setting**

The study was conducted within a specialist pain clinic and research institute at a metropolitan public hospital in Sydney from December 2020 to August 2021.

**Participants**

Purposeful recruitment was selected as our aim was to develop an intervention for a very specific population: people with chronic pain who were tapering their opioid medications under the supervision and guidance of a pain specialist [38]. Hence, for the initial evaluation of intervention content, we recruited consumers from specialist pain clinics and clinicians with experience in delivering tertiary care to patients with chronic pain who are tapering opioids. Within this specialized consumer population, we aimed to recruit a diverse sample of participants regarding socioeconomic, cultural, gender, linguistic, and other characteristics. We drew on our extensive Australia-wide network of clinical colleagues to identify patients with chronic pain who had some experience of tapering opioids (not necessarily successful or good experiences).

Overall, 12 individuals with chronic pain who had previous experience tapering prescription opioid medications were recruited through purposeful sampling and targeted recruitment [38]. The 12 consumers varied with respect to their education, income, culture, preferred language, and geographic region (metropolitan, regional, and rural). These consumers who participated in the evaluation of video and SMS content had varied tapering experiences. Most consumer participants had experienced difficulties with tapering. Some had been successful in overcoming a reliance on opioids to reduce their dose. Other participants were still tapering or had paused their dose reduction. Hence, our consumer participants had experience of what does not work, what is hard about tapering, and what can be helpful. They were known to the researchers as consumers of pain services through previous research participation and consumer involvement, affiliation with an Australian consumer advisory group [39] or had previously expressed interest in pain research or consumer advocacy. Of these 12 consumers, 4 (33%) were born overseas, while 8 (67%) were born in Australia. Three participants lived in regional areas, and the remainder lived in metropolitan areas.

We matched our sample of consumers with 12 clinicians from varied pain management disciplines. The sample included registered multidisciplinary health professionals who currently work with patients who experience chronic pain and have also supported consumers to reduce or cease opioid medications directly (ie, the physician supervising dose reduction) or within a multidisciplinary team (eg, a psychologist or physiotherapist in an individual or group pain program supporting consumers who are tapering). The 12 clinicians included 5 specialist pain physicians (3 anesthetists, 1 neurologist, and 1 psychiatrist), 3 clinical psychologists, 3 physiotherapists, and 1 osteopath, who were practicing in private and public clinics in rural or regional and metropolitan clinical settings. Clinicians were recruited through purposeful sampling and direct invitation. The clinicians invited to participate in this study all delivered evidence-based interventions within pain management programs, supported consumers who were tapering prescription opioids, had diverse clinical experiences across different areas of Australia (ie, working in private and public clinics, working across regional and metropolitan areas, and supporting consumers with diverse cultural and linguistic backgrounds), and kept up to date with research and treatment advances in the area.

**Ethical Considerations**

This study was approved by the Northern Sydney Local Health District Research and Ethics Committee (2020ETH03288). All participants were provided with study information before completing the surveys. As indicated in the study, participants provided informed consent. To ensure privacy and confidentiality, only minimal demographic information was collected from participants. No compensation was provided for participating in the study.
Initial Design Considerations for the Content of the mHealth Program

Overview
In response to consumer feedback, the mHealth content design and aims are to support users to successfully reduce or discontinue their prescription opioid medication when engaging in a voluntary taper. On the basis of self-efficacy theory [34,36], as well as clinical resources and research on pain management [40-46] and opioid tapering [6,33,37,47-50], members of the research group (MRM, AG, AGM, CEAJ, and PG) drafted content for the preliminary video script and texts. This content was drawn from digital and traditional written resources and included information about pain self-management education, cognitive behavioral therapy concepts, and informational and supportive content from previous chronic pain and tapering research [7,9,15,16,40,42-45,47-51]. The researchers who developed the draft script and texts screened and adapted the information and resources to develop content that matched consumer-identified themes from formative research [29]. The other authors (AS, LD, BDD, and MLF) provided iterative feedback on the draft content and supported further editing of the script or texts.

Video Design
The video was designed to familiarize participants with information about chronic pain, provide a rationale for opioid tapering (eg, emphasizing long-term side effects and enhancing motivation to taper [29,30]), strengthen opioid tapering concepts (benefits of tapering on quality of life and functioning), and address common concerns about tapering (withdrawal management and information on pain intensity) [6,33,37,47-50], while introducing various pain self-management strategies (including flare-up management, relaxation, sleep hygiene, thought management, and pacing) [40-46]. These psychological concepts were also linked to improving mood, and the association of tapering, mood, and pain was also included in the content [15,42,43,46,52]. To reinforce informational content, 3 patient testimonials were solicited and included in the video design. Previous research has demonstrated that patients who watch testimonials express more favorable attitudes toward opioid tapering than those who receive information without testimonials [29]. On the basis of the informational content, a series of slides with accompanying images were developed by members of the research team (MRM, AG, AGM, CEAJ, and AS). The video script, including testimonials, was transcribed for review. First, by the rest of the authors, then following further revisions, the script was prepared for review by consumers and clinicians for this study.

Text Message Design
The texts aimed to provide daily informational and emotional support and reinforce key concepts about pain management and opioid tapering, particularly those concepts introduced in the video. The research groups (MRM, AG, AGM, CEAJ, and PG) generated 200 texts in the first instance. The team (all authors) made initial revisions. Duplicates were removed and the texts were edited for an appropriate length; 160 characters or less was optimal, but texts of up to 320 characters (2 standard texts) were permitted. The language of the texts was also simplified throughout revisions. Following these edits, the list was reduced to 90 texts. The texts included a range of content based on the communication objectives, information, and resources cited earlier. Content addressed pain education and self-management strategies and information about opioids and opioid tapering. Texts were designed to enhance motivation to taper opioids, provide emotional support (ie, messages were validating and encouraging), minimize nocebo, and optimize placebo. Content was also designed to be engaging, principally because engagement with mHealth content may improve the likelihood that users achieve their behavioral change goal [53-56]. Specific strategies to increase engagement included simplifying the reading load and including validating [57], reassuring [58], encouraging, motivating [59], and supportive content [60,61]. Texts were also designed to be personalized, with intermittent use of the users’ preferred name [18,61,62]. Content was tailored for specific times of the day [19]. For example, sleep hygiene information was included in evening texts and motivational content was included in morning texts [61].

Sample Size
It was determined that 12 consumers would be needed to ensure that all messages could be evaluated by 2 participants from each group. The sample size was estimated based on similar previous designs, considering that to obtain sufficient qualitative and survey data to evaluate a message, each total SMS text message should be reviewed by at least 2 clinicians and 2 consumers [41]. However, to reduce the burden and in the hope that more content would be deeply reviewed, we wanted only 15 messages reviewed per participant. Overall, 12 participants per group (consumers and clinicians) provided 2 opinions from each group for every 15 messages.

Stakeholder Evaluation of Intervention Content
Consistent with previous research [28,40], the proposed content of the mHealth intervention was next evaluated by patients with pain who had experienced tapering opioids (consumers) and clinicians with experience supporting patients with pain to taper opioid medications.

Procedure
Consumers and clinicians who consented to participate were sent a web-based survey using REDCap (Research Electronic Data Capture; Vanderbilt University) [63]. The participants were asked to provide feedback on the video script and 15 texts from the text library. Each text was reviewed by 2 consumers and 2 clinicians.

Measures
Consumers were asked to rate the appropriateness (“easy to understand, sensitive to individual circumstances, and accurate”) and usefulness (“supporting and motivating patients to persist with reducing their dose of opioids”) of the script and SMS text messages on a 5-point Likert-type scale (1= totally disagree, 2= disagree, 3= neutral, 4= agree, and 5= totally agree). Clinicians rated the appropriateness and effectiveness (“supporting and motivating patients to persist with opioid tapering”) of the script and SMS text messages on the same scale. All participants were invited to provide open-text feedback about the script and SMS
text messages. This methodology was adopted from a similar study that co-designed texts for an mHealth intervention [41].

Analytic Strategy

For the video script, the agreed appropriateness, usefulness, and effectiveness were evaluated by reviewing all participant responses to calculate the mean ratings of the appropriateness (both groups), likely usefulness (consumers only), and likely effectiveness (clinicians only) items. It was predetermined that the average appropriateness, usefulness, and effectiveness scores of “agree” (mean 4) or “totally agree” (mean 5) would indicate the acceptability of the script. Open-text feedback was also reviewed by the research group to improve the script and texts.

For the texts, as with the script, the average appropriateness, usefulness, and effectiveness scores of “agree” (mean 4) or “totally agree” (mean 5) would indicate the overall acceptability of the content. Unlike the script, in which all participants reviewed the same content, each text was evaluated by only 2 consumers and 2 clinicians. This was to make it more feasible for the study participants to complete the survey. The mean sum score (MSS) was calculated and used to rank each text. For each text, the consumer MSS is the sum of the appropriateness and usefulness ratings for the 2 consumers divided by 4. For each text, the clinician MSS is the sum of the appropriateness and perceived effectiveness ratings for the 2 clinicians divided by 4. The MSS has a range of 0 to 10. The objective of this analysis was to identify the most suitable messages for inclusion in mHealth support. Suitability was determined as an MSS that would suggest most responses on the usefulness and effectiveness scores were “agree” (mean 4) or “totally agree” (mean 5). An MSS >8 for clinicians and consumers was set as a cut-off for inclusion in the final mHealth content [41]. Open-text feedback was also reviewed for each text message and used to guide the revision of text messages. MSS was used to rank each text message for revision and inclusion decisions, which are described in the Results section.

Results

Overview

The Multimedia Appendix 1 contains a detailed breakdown of descriptive statistics for survey items (scripts and texts) and a summary of the wide range of open-text feedback toward the content provided by consumers and clinicians. Key results are also described in subsequent sections, generally separated by script or texts and consumers or clinicians. Descriptive statistics for the script and text survey results (both groups) were not normally distributed, so median and IQR values were reported.

Video Script

Table 1 reports the survey results for consumer and clinician ratings of the video script. On average, consumers endorsed responses indicating they “agreed” the video script was appropriate and likely to be useful. On average, clinicians endorsed responses indicating they “agreed” the video script was appropriate and likely to be effective. In total, 83% (10/12) of consumers provided feedback on the script. The video script was praised for the broad range of pain self-management strategies provided (“It gives a full snapshot”) and for the inclusion of testimonials (“Seeing someone that has gone through something similar will be beneficial”). Other suggestions were used to revise the video script (described here), such as providing more “coping mechanisms,” emphasizing the “real and tangible” benefits of tapering and clarifying the difference between acute and chronic pain. Overall, 58% (7/12) of clinicians provided qualitative feedback on the script. The video script was praised for the use of simplified language (“Obviously a lot of thought has gone into the lay examples and terms”), the repetition of “values-based activities,” and the use of real patient testimonies (“The cases can be very helpful”). Other suggestions were used to revise the video script (described here), such as changing the metaphor used to describe chronic pain (“I find people relate more to a faulty smoke alarm rather than a car alarm”) and providing more validation (“I wonder if less information and more recognition of potential emotional distress might be helpful”).

Table 1. Descriptive statistics for script.

<table>
<thead>
<tr>
<th>Question</th>
<th>Value, mean (SD)</th>
<th>Value, median (IQR)</th>
<th>Range (minimum-maximum)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appropriate&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>4.42 (0.515)</td>
<td>4 (1)</td>
<td>1 (4-5)</td>
</tr>
<tr>
<td>Clinician</td>
<td>4.50 (0.674)</td>
<td>5 (1)</td>
<td>2 (3-5)</td>
</tr>
<tr>
<td>Likely useful&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>4.33 (0.651)</td>
<td>4 (1)</td>
<td>2 (3-5)</td>
</tr>
<tr>
<td>Clinician</td>
<td>4.00 (0.426)</td>
<td>4 (1)</td>
<td>2 (3-5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Appropriate: easy to understand, sensitive to individual circumstances, and accurate.

<sup>b</sup>Likely to be useful: supporting and motivating patients to persist by reducing their dose of opioids.

<sup>c</sup>Likely to be effective: supporting and motivating patients to persist with opioid tapering.
Text Messages

Table 2 presents the descriptive statistics of the text message survey. On average, consumers indicated they “agreed” the texts were appropriate and likely to be useful. On average, clinicians indicated they “agreed” texts were appropriate and likely to be effective. The mean of all text sum scores for both consumers and clinicians was >8 (acceptability cut-off for texts). A total of 77% (69/90) of texts had a consumer MSS ≥8, and 82% (74/90) of texts had a clinician MSS ≥8. Of the 90 total texts, 41 (46%) had consumer comments and 28 (31%) were commented on by clinicians. Overall, 10 consumers and 8 clinicians provided general open-text feedback on the text content. They made suggestions about the frequency (eg, “Every day is great,” consumer; “I think two per day,” clinician), timing (eg, “First thing in the morning for motivation and in the afternoon when we start lagging,” consumer; “One to start the day that has some strategies e.g. relaxation and one at the end of the day/late arvo that is more reassuring,” clinician), and tone (eg, “Change the language to a more active voice rather than passive,” consumer; “Less bossy,” clinician) of the text messages. Over 80% of clinician and consumer responses to individual texts endorsed participants “agreed” (mean 4) or “totally agreed” (mean 5) the texts were appropriate, likely to be useful, and likely to be effective. There was considerable agreement between groups. Overall, 66% (60/90) of the total texts were rated MSS <8 by both groups. In total, 10% (9/90) of texts were rated MSS <8 by consumers but MSS <8 by clinicians; 16% (14/90) of texts were rated MSS <8 by clinicians, but not by consumers. Overall, 8% (7/90) of texts were rated MSS <8 by both groups.

Table 2. Descriptive statistics for text message survey.

<table>
<thead>
<tr>
<th>Question</th>
<th>Value, mean (SD)</th>
<th>Value, median (IQR)</th>
<th>Range (minimum-maximum)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Appropriate</strong>a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>4.26 (0.785)</td>
<td>4 (1)</td>
<td>3 (2-5)</td>
</tr>
<tr>
<td>Clinician</td>
<td>4.38 (0.807)</td>
<td>5 (1)</td>
<td>4 (1-5)</td>
</tr>
<tr>
<td><strong>Likely useful</strong>b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>4.23 (0.840)</td>
<td>4 (1)</td>
<td>3 (2-5)</td>
</tr>
<tr>
<td><strong>Likely effective</strong>c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician</td>
<td>4.26 (0.758)</td>
<td>4 (1)</td>
<td>4 (1-5)</td>
</tr>
<tr>
<td><strong>Sum score</strong>d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>8.49 (1.537)</td>
<td>8 (2)</td>
<td>6 (4-10)</td>
</tr>
<tr>
<td>Clinician</td>
<td>8.55 (1.291)</td>
<td>8 (2)</td>
<td>6 (4-10)</td>
</tr>
</tbody>
</table>

aAppropriate: easy to understand, sensitive to individual circumstances, and accurate.
bUseful: supporting and motivating patients to persist with reducing their dose of opioids.
cLikely to be effective: supporting and motivating patients to persist with opioid tapering.
dSum score (both survey items for texts combined for each participant).

Revise mHealth Intervention

Video Script

On the basis of consumer and clinician feedback (see Multimedia Appendix 1 for a full summary), the following revisions were made to the draft video script. The overall length was shortened because of feedback that “the script is long. It takes many paragraphs to get to the point that the study is about supporting opioid reduction because opioids don’t ‘work’ for chronic pain.” The script initially described both chronic and acute pain in detail, with comprehensive definitions of both. The content in the revised script introduction was narrowed in length and focus to provide mostly an introduction to, and education about, chronic pain. A metaphor used to explain chronic pain was changed as suggested by a clinician. Emphasis on pain self-management strategies was prioritized. Information about the mHealth intervention was reduced, with a focus on increasing positive expectation bias, nocebo effects, and acceptability, rather than explaining the procedure of the study. On the basis of feedback, acknowledgments and normalization of tapering concerns were added to the introduction, and reasons for tapering opioids (ie, the benefits of reducing dose and the harms of continued use) were emphasized. The language used in the video was further simplified and changes were made (broadly and based on specific feedback). For example, clinicians suggested that the term “tapering” could be simplified to “reducing your dose,” and this change was made in both the script and most texts. Finally, we added to the script to emphasize the importance of working collaboratively with the GP or prescribing physician.

Suggestions were made to change the content of consumer testimonials. As these testimonials had already taken place and the content could not be changed, the research group conducted interviews with 2 additional consumers (including culturally and linguistically diverse participants). The additional content included more discussions of strategies that were found helpful during tapering (eg, pain flare management). The interviewees also discussed their perspectives on managing chronic pain and the benefits of tapering opioid medications. Interview videos were edited using Adobe Premier Pro [64] video editing.
software, and informational content was recorded using Microsoft PowerPoint [65]. The slideshow and consumer videos were then iteratively edited, considering the quality of the audio recording and making changes to images used in the slide deck. Finally, the video was uploaded to a web-based video streaming platform so that it could easily be made available for viewing within an internet browser. A transcription was prepared for closed captions for those with hearing or comprehension difficulties. As the video contains recordings of consumers, it is not publicly shared; however, a full transcript of the final script is included in Multimedia Appendix 1.

**Text Messages**

The texts were edited based on survey responses and open-text feedback. All texts were placed in rank order using their MSS score. First, the texts were ranked by consumer MSS. If the consumer MSS was the same, those scores were ranked by the clinician MSS. All individual text feedback was reviewed by members of the research team, even those with an MSS ≤8 in either group (ie, those that were not considered for inclusion in the final list). Where there was a large divergence between group MSS, or there was conflict in the open-text feedback, revisions attempted to address the concerns but not in a way that interfered with the original intention of the text (ie, the communication strategy). Texts were not included in the final list if the MSS for that item (across both clinicians and consumers) was ≤8. For each text, based on the evaluation score and feedback, it was decided to keep, modify, or remove the messages. Of the 90 messages, 57 (63%) were commented on, 36 (40%) modifications were made, and 3 (3%) texts were removed from the draft message bank. These comments also resulted in the development of 2 additional messages. The 2 examples are listed in Table 3. The final message list and further examples of revisions are provided in the Multimedia Appendix 1.

**Table 3. Examples of text revisions.**

<table>
<thead>
<tr>
<th>Original message</th>
<th>Feedback</th>
<th>Decision and revised message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message 7, pain education and self-management: “Relaxation strategies can help to reduce muscle tension and pain. Try deep breathing exercise for a few minutes several times per day.”</td>
<td>Consumer MSS 9; consumer feedback: “Link with doing relaxation with somebody if really tense or use a tape that is specific to you.”</td>
<td>Revised message, included in the final list: “Relaxation strategies can help to reduce muscle tension and pain. Try deep breathing exercise for a few minutes several times per day.”</td>
</tr>
<tr>
<td></td>
<td>Clinician MSS 9.5; no clinician feedback.</td>
<td></td>
</tr>
<tr>
<td>Message 35, opioid tapering support: “Opioid medications can be useful for pain in the short term (a few days or weeks). However, research shows that opioids offer only limited relief in the long term.”</td>
<td>Consumer MSS 7.5; consumer feedback: “It is important to remember that if you have had experience with long-term opioid use, even short-term use will need to be closely monitored as it can open you to thinking you may need them long term again.”</td>
<td>Removed message from the library.</td>
</tr>
<tr>
<td></td>
<td>Clinician MSS 6; clinician feedback: “It seems like a backward step to receive a message promoting opioids for acute pain and irrelevant.”</td>
<td>Accept feedback from the clinician reviewer.</td>
</tr>
<tr>
<td></td>
<td>•</td>
<td>Unnecessary message.</td>
</tr>
</tbody>
</table>

*MSS: mean sum score.

In response to general open-text feedback on the texts, the decision was made to include 2 texts per day, with 1 text in the morning and 1 in the afternoon for 28 days. The morning texts were sent between 9 AM and 11 AM, and the afternoon texts were sent between 2 PM and 5 PM. The texts were reviewed to ensure that the communication strategy was effective throughout the day. Texts were also reviewed to ensure that the language was simple, that the key concepts were concisely delivered, that language was persuasive without being “bossy” (a specific piece of feedback), and that an active voice was used for more of the texts. The sign-off “USYD” (for the University of Sydney) was added to the end of each text to ensure consistency and clarity for consumers [40].

In total, 54 of the draft texts were included in the final text list. In total, 59% (32/54) of the texts in the final list received qualitative feedback from a consumer or clinician, and 19% (10/54) were modified based on feedback during the review. Of the 54 final texts, the MSS for consumers was 8.98 (SD 0.693), and the MSS for clinicians was 8.981 (SD 0.725). Of 32 “pain education and self-management” texts, 17 (53%) were in the final list. Of 32 “motivation to taper opioids” texts, 19 (59%) were in the final list. Of 26 “opioid tapering support” texts, 18 (69%) were in the final list. The remaining 2 texts included an introductory text on commencing the study (day 1, text 1), which asked participants to “Save this phone number as TXTSupport@USYD” and another text that included links to web-based pain management resources (day 1, text 2). One “motivation to taper opioids” message was modified to include a final message for participants (day 28, text 2). To ensure fidelity for the evaluation of the content, texts were standardized so that the content is delivered in the same order and at the same time across the intervention, and no additional texts would be sent from the content pool [66]. Therefore, based on the design features of the platform selected for the pilot study (see the Discussion section), it was decided that only 1-way text communication (mHealth to user) could be used for this iteration of the intervention. An automated feature of the sending technology is to cease the sending of any texts if a user sends a reply saying “Stop.”

https://formative.jmir.org/2022/11/e40507

JMIR Form Res 2022 | vol. 6 | iss. 11 | e40507 | p.144

(page number not for citation purposes)
Discussion

Principal Findings
This study describes the development of an mHealth intervention to support people with chronic pain who are tapering prescription opioid medications. Using a co-design methodology, we sought input from 12 consumers with chronic pain who had experience tapering prescription opioids and 12 clinicians with experience supporting opioid tapering in chronic pain treatment services to develop an mHealth program consisting of a 10-minute video and 56 mobile phone texts. On the basis of consumer perspectives (formative research [16]) and research and resources from the areas of digital health, chronic pain, and opioid tapering, content was developed in which consumers and clinicians agreed was, on average, acceptable, likely to be useful (consumer perspective), and likely to be effective (clinician perspective) in supporting consumers to taper opioids. Most study participants provided optional open-text feedback on the proposed script or the texts. Participant feedback on the proposed content enabled further revisions and improvements.

Strengths of the Study
Consumers were involved in the conception and co-design of the intervention and intervention content. Consumers and experienced clinicians ("stakeholders") were represented within the research team, and an independent group of consumers and clinicians participated in the evaluation of the initial content development and design concept. Stakeholder participation in co-design should improve consumer and clinician engagement with digital health interventions and may also help improve the retention of participants in subsequent pilot studies and trials of mHealth support [23-27].

The conceptualization of this mHealth support occurred before the COVID-19 pandemic having disruptive effects on human movement and increasing the need for and use of technology-assisted health care. The current content development research was conducted during a period where Australia, similar to many other countries, was engaged in a variety of social distancing measures and, at times, strict isolation and quarantine. Whether acceptability or preferred content delivery preferences changed within this timeline of disruption because of the COVID-19 pandemic remains to be determined. However, it could be predicted that as digital health technologies have become more normalized since the onset of the COVID-19 pandemic, the acceptability of mHealth interventions may have increased further since this study was conducted.

Various reviews have indicated the need for digital health interventions to support chronic pain [21,67,68]. Most of the interventions described in these reviews are web-based interventions and often include some degree of clinician support. A variety of digital interventions have been designed to support people with chronic pain, including texting interventions [69], the use of smartphone-based chatbots [70,71], and more sophisticated technologies such as virtual reality [72,73]. However, to our knowledge, no published studies have described mHealth interventions developed specifically to support people with chronic pain to reduce their reliance on opioids. Only 1 other planned research project has been identified, where the purpose is specifically to support individuals with chronic pain to reduce their reliance on opioids [74]. A pilot study protocol describes the proposed intervention, which uses a mobile app [74]. This study also used a co-design process for content development. The content developed in our study represents an advancement in the support available to individuals with chronic pain who are tapering, particularly end users who prefer to text over a more sophisticated app or other digital support [16,74].

Limitations of the Study
Video Script
Notably, the participants did not evaluate the final video; they only read a script. This may have influenced the evaluation of the content, as video testimonials may be more engaging and persuasive than written testimonials [62]. Furthermore, despite the survey ratings indicating agreement on the appropriateness and likely effectiveness of the script to support consumers, only 7 clinicians provided text feedback for the script. To overcome these difficulties, the research group (including clinicians and a consumer representative) iteratively edited the video multiple times to ensure that it was of a professional standard.

SMS Text Messages
This study aimed to balance the desire for a rigorous co-design methodology with a need for efficiency and to reduce the demands on study participants. To address the latter issue, participants evaluated only 15 of the 90 texts from the draft list. We believe that the use of MSS and a cut-off of an MSS 8 to evaluate the content, which has been used in a similar study, was appropriate for our objectives [41]. However, because the data only included 2 participants’ ratings from each group per text to calculate an MSS, it is acknowledged that this is less representative than all participants rating all texts that we would have done if we believed it feasible for participants. In our study, 1 participant’s perspective significantly influenced the MSS. To mitigate this, open-text feedback was carefully considered, rather than relying solely on survey responses. Given the reasonably small sample groups (n=12 per group), it should be acknowledged that this study largely aimed to gain perspectives from individuals with experience in the domains of tapering and chronic pain using purposeful sampling and targeted recruitment of participants known to have chronic pain and experience tapering, or as a clinician with experience supporting this group. Therefore, the demographic information collected from participants, as reported in the paper, was minimal. The design could not be considered a completely representative sample of potential end users of the proposed mHealth support (Australians with chronic pain who are tapering prescription opioids). In retrospect, with the aim of describing the co-design methods in the development of this intervention and to facilitate evaluation and discussion in the academic community, demographic details should have been collected with more rigor. Despite this limitation, we believe that a good balance was struck to meet the aims of developing, pretesting, and revising the mHealth content minimizing the participant burden [28].
Next Steps
An important step is to confirm and validate our mHealth content in a diverse group of patients (eg, age, race or ethnicity, and pain condition). A multisite pilot randomized controlled trial will be conducted to further evaluate the intervention using the content developed in this study [75,76]. The pilot randomized controlled trial will recruit consumers from pain clinics who are tapering opioids to evaluate the acceptability, feasibility, and preliminary effectiveness (improving tapering self-efficacy) of the mHealth content (video and texts) and usual care, compared with usual care alone [75,76]. Further revisions and refinement of the intervention (content and design) can be made based on feedback from the trial participants [28,76]. Of particular interest is the acceptability and feasibility of the videos. The video helps address consumer-identified needs for education about tapering and chronic pain before receiving texts [16]. However, the inclusion of internet-based videos (accessed through a website or downloaded) requires higher technological literacy and more sophisticated technology (eg, smart phones, tablets, or laptops with access to the internet) than receiving texts alone. Furthermore, while a range of strategies are used in this mHealth support, those included are not exhaustive, and various other strategies could be integrated into the text message format [46,77]. Feedback from trial participants may also identify potential modifications to the text. These could include manipulating delivery characteristics (eg, 2-way texting or changing the frequency of texts) [16] or content (eg, different information or communication strategies). Our chosen content development model encourages an ongoing process of piloting and reviewing content, and our future research will aim to continuously improve the content developed in this study [28]. A range of different consumer and stakeholder engagement strategies can be used in the codevelopment of interventions [78,79], and many commercially available chronic pain apps (mHealth interventions) do not feature co-design [80]. The model selected for the co-design in this study was chosen because it is specifically for text intervention development [28]. However, any researchers engaged in future research into mHealth co-design should explore various models and methods to ensure that their design methodology meets the needs of their end users and the systems that they will develop (eg, texting, app, or browser-based).

Conclusions
Using a co-design methodology with 12 consumers and 12 clinicians, this study describes the development of a 28-day mHealth intervention consisting of a 10-minute video and 56 text messages. The intervention aimed to support people with chronic pain to taper prescription opioids. Overall, the content of the video and text messages were considered generally acceptable and likely to be useful and effective by both consumers and clinicians. Feedback provided by study participants informed improvements to both the script and texts, which should improve the acceptability of the intervention in a pilot randomized controlled trial. A randomized controlled trial will investigate the acceptability and feasibility of the mHealth intervention among a group of patients with chronic pain recruited from tertiary pain clinics who are tapering prescription opioids under the supervision of a pain specialist [75,76].
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Abstract

Background: COVID-19 exacerbated a growing mental health crisis among youths and young adults, worsened by a lack of existing in-person options for high-acuity care. The emergence and growth of remote intensive outpatient programs (IOPs) is a solution to overcome geographic limitations to care. However, it remains unclear whether remote IOPs engender equivalent clinical outcomes among youths with public insurance (eg, Medicaid) versus private insurance (eg, commercial) given the disparities found in previous research on place-based treatment in both clinical and engagement outcomes.

Objective: This analysis sought to establish, as part of ongoing quality improvement efforts, whether engagement and clinical outcomes among adolescents and young adults attending remote IOP treatment differed between youths with public and those with private insurance. The identification of disparities by payer type was used to inform programmatic decisions within the remote IOP system for which this quality improvement analysis was conducted.

Methods: Pearson chi-square analyses and independent 2-tailed t tests were used to establish that the 2 groups defined by insurance type were equivalent on clinical outcomes (depression, suicidal ideation, and nonsuicidal self-injury [NSSI]) at intake and compare changes in clinical outcomes. McNemar chi-square analyses and repeated-measure 2-tailed t tests were used to assess changes in clinical outcomes between intake and discharge in the sample overall. In total, 495 clients who attended the remote IOP for youths and young adults in 14 states participated in ≥7 treatment sessions, and completed intake and discharge surveys between July 2021 and April 2022 were included in the analysis.

Results: Overall, the youths and young adults in the remote IOP attended a median of 91% of their scheduled group sessions (mean 85.9%, SD 16.48%) and reported significantly fewer depressive symptoms at discharge (t₄₄₇=12.51; P<.001). McNemar chi-square tests of change indicated significant reductions from intake to discharge in suicidal ideation (N=470, χ²₁=104.4; P<.001), with nearly three-quarters of youths who reported active suicidal ideation at intake (200/468, 42.7%) no longer reporting it at discharge (142/200, 71%), and in NSSI (N=430, χ²₁=40.7; P<.001), with more than half of youths who reported NSSI at intake (205/428, 47.9%) reporting lower self-harm at discharge (119/205, 58%). No significant differences emerged by insurance type in attendance (median public 89%, median private 92%; P=.10), length of stay (t₄₁₆=−0.35; P=.73), or reductions in clinical outcomes (depressive symptom severity: t₄₄₄=−0.87 and P=.38; active suicidal ideation: N=200, χ²₁=0.6 and P=.49; NSSI frequency: t₄₂₆=−0.98 and P=.33).
Conclusions: Our findings suggest that youths and young adults who participated in remote IOP had significant reductions in depression, suicidal ideation, and NSSI. Given access to the same remote high-acuity care, youths and young adults on both public and private insurance engaged in programming at comparable rates and achieved similar improvements in clinical outcomes.

(JMIR Form Res 2022;6(11):e41721) doi:10.2196/41721
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Introduction

Background

The US Surgeon General recently declared youth mental health a state of emergency [1]. Nearly half of youths in the United States report feeling persistently sad or hopeless, and 9% report attempting suicide [2]. Left untreated, depression can lead to school dropout, unemployment, substance abuse, violence, and death [3-6]. It is critical for youths with depression to access effective treatments. When depression is severe and suicidality is high, intensive treatment can be life-saving [7]. However, less than half of US counties have facilities with programs for youths with severe mental health needs [8]. Telehealth may help address this critical shortage of services for youths with severe needs as telehealth intensive psychotherapy services can be accessed remotely from any location.

For telehealth to effectively address this gap, it must be able to serve youths of many demographic groups. However, previous research suggests that telehealth in intensive psychiatric services has poorer reach among youths on public insurance than among youths on private insurance [9], and previous research on intensive psychiatric telehealth among adults found poorer outcomes among those who were publicly insured [10]. Most public health insurance for youths is designed for low-income families, “making it imperative to monitor trends in access to services, including appointment attendance, among Medicaid-insured psychiatrically vulnerable youth” [9]. Research on disparities in reach and outcomes by insurance type is critical to ensure that services reach and meet the needs of all youths.

This paper presents the findings from ongoing quality improvement efforts conducted by Charlie Health, a national provider of remote intensive outpatient programs (IOPs) for adolescents and young adults whose program staff collect measurement-based clinical outcome data to assess treatment efficacy and meet the quality assurance reporting requirements of payers and providers as part of routine outcome monitoring. Routine outcome monitoring allows for the rapid translation of findings back into the refinement of a clinical care model and can be particularly useful for understanding what is or is not working in a newer treatment modality such as group telehealth [11,12]. The goal of the analysis reported in this paper was to determine (1) whether clinical outcomes improved during treatment and (2) whether programming provided equivalent engagement and clinical outcomes for all clients regardless of payer type. This outcome monitoring is essential to assess whether remote IOPs are engaging and effective for all clients and better understand and inform how the clinical treatment team approaches differences in barriers to care.

Clinical Outcomes

A primary diagnosis for which many of the youths at Charlie Health seek treatment is major depressive disorder and comorbid behavioral health issues associated with it, such as suicidal ideation and self-harm. As such, 3 of the primary clinical outcomes regularly assessed and analyzed by Charlie Health include depression, suicidal ideation, and nonsuicidal self-injury (NSSI).

Depression is one of the most common mental health disorders among youths and young adults, affecting nearly 1 in 5 [13]. It is linked to a host of difficulties across the life span, including unemployment, substance use disorders, and suicidality [3,4,14,15]. Suicide is the second most common cause of death among youths and young adults [6]. Among high school students, 19% have seriously considered suicide, and 16% have made a suicide plan [16]. Suicidal ideation and attempts are also linked to other high-risk behaviors such as substance and tobacco use [17,18]. NSSI commonly co-occurs with depression among youths and is a significant predictor of future suicide attempts [5]. Some methods of NSSI cause significant physical damage and health risks, and NSSI significantly increases the likelihood of hospitalization among youths with depression and suicidality [19].

Intensive Outpatient Services

Overview

Partial hospitalization, day treatment, and IOPs are important service offerings to address rising mental health needs and prevent emergency room visits and referrals to inpatient care for youths [20]. Moreover, these treatments are crucial service options given that emergency rooms are past capacity and there exists a current shortage of residential services for youths [21]. Furthermore, a growing research base on youth IOPs demonstrates significant symptom reduction and functional improvement [22-24] while being a more cost-effective alternative to inpatient or residential treatment [25,26].

Despite growing evidence of the effectiveness of IOPs in mitigating mental health severity, these programs are not accessible to all youths. Nationally, less than half (45%) of youths with a mental health diagnosis received treatment in the previous year [27] and, in a National Survey of Mental Health Treatment Facilities, only 63% of US counties had a facility providing mental health outpatient treatment for youths and less than half of US counties had a facility with programs for youths.
with severe mental health needs [8]. Even among young people who find intensive care, long drives and transportation challenges can lead to drop out [28]. Transportation and scheduling barriers are even more common among youths and families with low income [29]. Therefore, telehealth intensive services may address the critical need to tackle barriers such as the lack of local services and transportation challenges.

Providing IOPs via Telehealth

Overview

For intensive outpatient services to meet the growing mental health needs of youths, they must be both engaging and effective. Services must be engaging to youths and young adults for them to remain in treatment long enough to receive an adequate dose. This requires structuring treatment to address pressing barriers such as transportation and scheduling challenges as well as building strong relationships with both clients and their families. Services must then be effective in reducing symptoms and improving functioning.

Telehealth IOPs may address transportation and scheduling barriers that could contribute to engagement, and meta-analyses document that telehealth psychiatric care has equivalent outcomes to those of in-person care [30,31]. However, there is a critical need to investigate potential disparities in engagement and effectiveness by demographic factors [32]. Preliminary research has led to a call for greater attention to treatment disparities by insurance type [9,10,32,33]. Such research is critical for informing equitable care. If there are disparities in engagement, it may be that services have inequitable barriers to participation. If there are disparities in outcomes, there may be differences in either the quality of services by insurance type or in the stressors faced by families by insurance type that require more effective tailoring of services.

Telehealth IOPs, Engagement, and Insurance Type

Preliminary research suggests that telehealth attendance among youths with public insurance is lower than among privately insured youths. A study of psychiatric intensive outpatient services that transitioned to telehealth at the start of the COVID-19 pandemic found that adolescents’ attendance was higher only for privately insured youths but not for publicly insured youths [9]. Another investigation of claim data among publicly insured children similarly found that those with the lowest income had overall lower rates of telehealth use [34]. It is notable that research on adults shows no difference in attendance and retention for telehealth between publicly and privately insured individuals, although publicly insured adults had lower attendance for in-person services [10]. This suggests that, for children, attendance to telehealth sessions may be influenced by different barriers from those for adults and that children on publicly funded insurance plans may face other obstacles to attend.

Telehealth IOPs, Clinical Outcomes, and Insurance Type

In a recent study of publicly and privately insured adults in remote IOP services, clients with commercial insurance showed significantly greater improvement than those with public insurance despite having comparable treatment engagement [10]. No studies to our knowledge have investigated the differences in outcomes among youths attending telehealth IOP services. However, 3 studies have evaluated differences by insurance type in in-person intensive programs for youths. In each case, youths with private insurance had significantly greater improvements than youths with public insurance. A study of a transdiagnostic child partial hospitalization program found greater reductions in depression and emotional symptoms among children with private insurance relative to those with public insurance [32]. In the only study identified that collected data from multiple reporters, adolescents in an IOP treating self-harm reported no differences by insurance type, but parents of youths with private insurance reported significantly greater behavior improvement than parents of youths with public insurance [28]. A recent study of an IOP for self-harm examined treatment differences by insurance type with the largest sample to date (n=1327 [35]), finding a significantly greater increase in functioning for youths and young adults on private insurance than for those on public insurance. In each of these cases, the authors note that time and the financial commitments of the intensive program may cause greater stressors for youths and families on public insurance than for those on private insurance.

Aims and Clinical Implications

Charlie Health collects clinical outcome data from all clients to track changes in client needs as well as to iteratively inform organization-level processes. The analysis includes comparisons among client subgroups such as those defined by gender, sexual orientation, and—as reported in this paper—insurance type. This approach to quality improvement allows the program to identify the need for differential approaches that could increase engagement and improve patient outcomes. The ultimate goal of all Charlie Health quality improvement efforts is to assess and improve the quality of services for all youths and young adults in the program. Given the existing literature reviewed, the analysis presented in this paper sought to explore (1) whether depression, suicidality, and self-harm improved during treatment and (2) whether exposure to the same program engendered equivalent program engagement and changes in clinical outcomes for all clients regardless of insurance type (public vs private).

Methods

Overview

All youths attending Charlie Health are exposed to the same clinical program regardless of insurance type, thus allowing the program to make direct comparisons of engagement and outcomes across the 2 client groups in response to the same treatment. This paper represents one such analysis conducted to better understand the similarities and differences in outcomes and program engagement between clients with 2 different types of insurance: public and private. Data from self-reported intake and discharge assessments along with administrative program engagement tracking metrics (ie, rate of attendance and length of stay [LOS]) were used to explore differences between the 2 insurance subgroups.
Ethics Approval

This project was reviewed and determined by the University of Pennsylvania Institutional Review Board to qualify as quality improvement, indicating that these activities are not human participant research.

Client and Program Characteristics

Charlie Health clients come from many geographic regions across the United States, including rural, urban, and suburban communities where there is variable access to mental health services. Relatedly, the program accepts both public and private insurance in 10 of the 12 states in which it operates, removing a common access barrier to services for clients of varying socioeconomic backgrounds. Clients generally present with high-acuity primary and co-occurring mental and behavioral health needs. Approximately half of the clients have recent emergency room visits or inpatient stays related to mental health issues, whereas some clients are initiating mental health treatment for the first time and others are stepping up from a lower level of care. The client population comprises a myriad of marginalized cultural and social identities related to gender and sexual orientation.

Data for clients discharged from treatment between July 21, 2021, and April 28, 2022, were considered for inclusion in the analysis. Client cases were included if they met a minimum engagement threshold defined as ≥7 treatment sessions (approximately 21 hours) and 2 weeks in care and completed both intake and discharge surveys. Engagement criteria were based on neurological evidence suggesting that structural changes occur in response to cognitive and behavioral therapies after approximately 18 hours [36-39]. The resulting 495 cases included all client cases who met these criteria regardless of whether the client completed treatment. Reasons for client discharge before completing treatment vary and include discontinuing treatment against clinician advice, disengagement in treatment sessions, transfer to a higher level of care, and insurance denial.

The Charlie Health IOPs are all telehealth, offering a standard 9 hours of group therapy and an additional 1 hour of individual and 1 hour of family therapy per week. Group sessions are offered during the morning, afternoon, and evening hours to meet the demands of variable work, family, and school schedules. Charlie Health also offers additional optional family programs that include parent support groups that provide optional breakout sessions for parents who are members of the lesbian, gay, bisexual, transgender, and queer community. When clients are admitted to the program, they are placed on a group track that is informed by their mental and behavioral health challenges and demographic characteristics. The program is multimodal in its therapeutic approach, offering evidence-based interventions specific to client needs. For instance, clients with a significant history of trauma are placed in trauma-informed cognitive behavioral therapy groups, and clients who are at high risk of suicide are placed in dialectical behavioral therapy groups. In addition to evidence-based interventions, clients attend general therapeutic processes and experiential groups (ie, mindfulness, creative arts, and music therapy).

Data Collection Procedures

Clinical outcome data on depression, self-harm, and suicidal risk and behaviors were collected at intake and discharge. Assessments were performed during the clients’ first and last IOP sessions by program staff using a Qualtrics (Qualtrics International Inc.) link to the assessment survey. To ensure completeness of the data collected, clients who did not attend their closing IOP group were sent a small financial incentive to complete their discharge survey via an emailed link. All intake and discharge assessment data were downloaded, deidentified, and uploaded to a secure cloud-based folder that was shared with the University of Pennsylvania assessment team, which conducted analyses monthly.

Measures

Client demographic characteristics were collected at treatment intake (age) and discharge (age, gender identity, and sexual orientation). Treatment episode data came from administrative records that track admission and discharge dates, the number of weeks in treatment, the total number of sessions scheduled and attended, and the discharge reason (eg, treatment completion, leaving against clinical advice, insurance denial, or transferring to a higher or lower level of care).

Treatment Engagement

Charlie Health tracks program engagement administratively (vs self-report), monitoring client attendance by session, day, and week as well as overall LOS and type of discharge (ie, treatment completed or discharged for other reasons [insurance denial,erral to a higher level of care, or disengagement from treatment]). The data used to assess treatment engagement differences by insurance type in this analysis included attendance rate measured by the proportion of treatment sessions attended versus those scheduled for the client, LOS measured as the number of weeks between intake and discharge, and type of discharge (treatment complete vs discharged for other reasons).

Patient Health Questionnaire Modified for Adolescents

The Patient Health Questionnaire modified for adolescents (PHQ-A) is a screening tool for depression that is administered before and after treatment. The PHQ-A is a 9-item self-report measure that classifies clients into 5 depression severity categories based on their score from 0 to 27: minimal (0-4), mild (5-9), moderate (10-14), moderately severe (15-19), and severe (20-27) [40]. The instructions ask clients to rate how bothered they have been by symptoms of depression over the past 2 weeks (ie, feeling down, depressed, irritable, or hopeless or having thoughts that you would be better off dead, or of hurting yourself in some way). Responses are rated on a 4-point Likert scale from 0 (not at all) to 3 (nearly every day) wherein the sum scores range from 0 to 27. The PHQ-A has been established as an excellent diagnostic screening tool for depression in adolescent samples [41,42]. Reliability in this sample was excellent at admission and discharge, with a Cronbach α of .91 at both time points.
Suicide Risk

Suicidality was measured by the program using the 5-item Ask Suicide-Screening Questions (ASQ) Toolkit. The ASQ was developed as a suicidal risk screening toolkit for health care providers wherein, if clients responded yes to any of items 1 through 4, they would be screened as positive for suicide risk and asked an additional question about current suicidal ideation. The ASQ 1 and ASQ 2 ask clients to reflect on passive suicidal ideation (thinking you would be better off dead and felt that you or your family would be better off if you were dead), the ASQ 3 asks about active ideation (In the past week, have you had thoughts of killing yourself), and the ASQ 4 asks about previous attempts (Have you ever tried to kill yourself?). The 4 items were validated in a pediatric sample (ages 10–21 years) wherein the measure correctly identified 96.9% of the sample that screened positive for suicide risk [43].

NSSI Measure

NSSI was assessed by the program using Criterion A of the Alexian Brothers Assessment of Self-Injury (ABASI) scale [44]. The ABASI was created to measure clinical severity of NSSI behaviors. The scale is broken up into 4 criteria that mirror the Diagnostic and Statistical Manual of Mental Disorders criteria for NSSI disorders. For this assessment, the 21-item Criterion A subscale was used to assess self-harm frequency and clinical severity. The subscale asks clients to report the number of days they engaged in any of 21 different types of self-harm (ie, Cut yourself enough to tear the skin and/or bleed or scratched, rubbed, or pinched at your skin to the point of bruising or bleeding) over the previous 30 days. Washburn et al [44] suggest a cutoff score of 5 total days for any one NSSI type to be considered clinically significant NSSI.

Data Preparation

Before the analysis, 8 new variables were created, equivalence between insurance groups was assessed, and tests of normality of continuous variables were conducted.

Newly Created Variables of Outcome Change and Engagement

Depression

In total, 2 change variables were computed using the continuous PHQ-A scores. The first change variable was created by subtracting the raw PHQ-A intake score from the raw score at discharge, resulting in a continuous change score. To create the second change variable, continuous PHQ-A scores were recoded to classify clients into symptom severity categories based on their scores at intake and discharge, with scores of 0 to 4 indicating 1 (minimal), scores of 5 to 9 indicating 2 (mild), scores of 10 to 14 indicating 3 (moderate), scores of 15 to 19 indicating 4 (moderately severe), and scores of 20 to 27 indicating 5 (severe). Next, a change variable representing whether symptom severity improved between intake and discharge was created by subtracting the discharge severity classification variable from the intake severity classification variable and recoded with 1=improved (decreased at least one severity classification), 0=not improved (stayed the same or increased in severity classification), and −1=worsened (increased 1 severity class). Finally, to assess for changes in depression severity classification, the change variable was recategorized to classify clients as 1=improved (dropped 1 severity classification) or 0=not improved (stayed the same or worsened in severity class).

Suicide Risk

For this evaluation, 2 change variables were computed to assess outcomes by group. The first was a screening status change variable that categorized clients based on improvement wherein clients were classified as improved if their screening status changed from positive to negative across time and classified as not improved if their status remained positive or transitioned from negative to positive. First, a composite score was created for intake and discharge ASQ items 1 to 4. Then, 2 screening status variables were created wherein clients were categorized as 1=positive if their score was >0 and 0=negative if their composite score was equal to 0. Next, a change variable was created by subtracting the discharge screening variable from the intake screening variable. This variable was then recoded to reflect changes in screening status, which classified clients as 1=improved if their screening status change variable was equal to 1 and 0=not improved if their change score was either 0 (indicating no change) or −1 (indicating a negative prescreen status and positive postscreen status).

To assess for changes in active suicidal ideation, a change variable for the ASQ 3 was computed by subtracting the discharge assessment ASQ 3 score (1=yes and 0=no) from the intake response score to categorize clients as 1=improved (“yes” at intake and “no” at discharge) or 0=not improved (“yes” at intake and discharge or “no” at intake and “yes” at discharge).

NSSI Variable

In total, 2 change variables were created to explore differences in change in NSSI. First, scores on each of the 21 types of NSSI were recoded into dichotomous variables where 1=met the criteria (score of ≥5 days) and 0=did not meet the criteria (score of <5 days). A composite score for the 21 dichotomous items was used to create criteria variables for intake and discharge where 0=did not meet the criteria and 1=met the criteria (a score of >1 would indicate that the client met the criteria for at least one subtype). To assess change, a difference variable was created by subtracting the discharge criteria variable from the intake criteria variable. Finally, this variable was transformed into a dichotomous variable where 1=improved (difference score of 1) or 0=not improved (difference score of 0 or −1).

The second change variable created reflects a total change in frequency across subtypes of NSSI. To calculate this variable, 2 sum scores were computed across subtypes of NSSI at intake and discharge. The change variable was computed by subtracting the discharge frequency score from the intake frequency score. The instructions asked clients to reflect on their frequency of self-harm over the past month; therefore, a cap of 30 was used on total scores to improve the interpretability of the total score.

Program Engagement

To explore differences in engagement by group, 2 variables were created that reflected attendance rate and LOS. The attendance rate variable was created by dividing the total number of sessions attended by the client by the total number of sessions attended.
scheduled. The LOS variable was computed by subtracting the clients’ discharge date from their admission date and dividing by 7 to calculate the total number of weeks attended by the client.

**Missing Data**
The electronic survey used to collect client responses does not use a force response mechanism; as such, the sample sizes for each of the resultant analyses may differ slightly. The number of clients who met the eligibility criteria was 495; however, given the authors’ decision not to use imputation, the range of sample sizes in the subsequent analyses ranged from 459 to 495 (data coverage of ≥92.7% for each analysis).

**Test of Normality**
To inform decisions about the use of parametric versus nonparametric tests, the distributions for all continuous variables included in this analysis were evaluated for normality. The PHQ-A, NSSI frequency scores, and LOS were normally distributed; however, both age and attendance rate were positively skewed. Therefore, nonparametric tests were determined to be most appropriate for the analysis of the latter 2 variables.

**Equivalence of Insurance Groups at Intake**
A series of tests was conducted to assess the equivalence of the 2 insurance groups (public insurance vs private insurance) at intake that could plausibly explain differences at discharge. Independent t tests (2-tailed) were conducted using the PHQ-A intake scores and NSSI frequency. Differences at intake in depression symptom severity classification were also tested using the chi-square test of independence.

**Data Analysis Strategy**
Descriptive statistics were used to describe the sample as a whole by demographic and baseline clinical characteristics. Demographic characteristics included age and self-identified gender and sexual orientation. Clinical characteristics comprised baseline clinical assessment scores on the PHQ-A, ABASI, and ASQ.

**Program Engagement**
Program engagement was calculated for the sample as a whole. Differences between insurance groups were analyzed using a Mann-Whitney U test of median differences for attendance, an independent-sample t test (2-tailed) of mean differences for LOS, and chi-square analysis for discharge type.

**Program Effectiveness**
Before testing group differences in clinical outcomes by insurance type, changes in outcomes between intake and discharge across all clients were tested for each outcome variable. Differences by insurance type were then tested for those outcomes and were found to show significant improvement between time points.

**Depression**
A repeated-measure 2-tailed t test was run on the sample as a whole, and an independent-sample t test (2-tailed) was run on the continuous PHQ-A change variable. A McNemar chi-square test was used to assess the number of clients who moved from the moderate to severe depression classification at intake to a lower severity class at discharge. Two chi-square analyses were run on the dichotomous PHQ-A improvement variable: a McNemar chi-square test for the sample as a whole and a Pearson chi-square test to compare the 2 groups.

**Suicide Risk and Ideation**
McNemar chi-square analyses were run to explore changes in suicide risk and active suicidal ideation across groups in a subsample of youths who screened positive at intake. A Pearson chi-square test of independence was run to compare group differences within the subsample.

**NSSI Variable**
To test changes in the sample as a whole, a McNemar chi-square test was used between intake and discharge on the screening variable, and a repeated-measure 2-tailed t test was run for NSSI frequency. To explore between-group differences, a Pearson chi-square analysis was run on the NSSI improvement variable, and an independent-sample t test (2-tailed) was used to test changes in NSSI frequency. The chi-square analyses of between-group differences in NSSI were run on a subsample of clients who met the criteria at intake (205/459, 44.6%), excluding those who did not meet the criteria at intake.

**Results**

**Equivalence of Insurance Groups at Intake**
Differences in PHQ-A scores were nonsignificant between the public (mean 13.28, SD 7.58) and private (mean 14.35, SD 7.95) insurance groups (t_{475}=-1.297; P=.20). Similarly, no significant differences were found in NSSI frequency between the public (mean 12.40, SD 12.40) and private (mean 11.77, SD 11.77) insurance groups (t_{455}=0.49; P=.63). The results of a chi-square test on significant differences indicated no significant difference in severity classification by insurance type (N=477, \chi^2=6.3; P=.18). The results of a chi-square analysis conducted with suicide risk status also indicated no significant differences between the groups at intake (N=491, \chi^2=0.0; P=.98). Similarly, no significant differences were found on the ASQ 3 (N=490, \chi^2=3.2; P=.07). Finally, differences in NSSI clinical severity status were tested using chi-square analysis. The findings indicated no difference between the groups concerning the proportion of clients who met the criteria versus those who did not (N=459, \chi^2=0.1; P=.74). Given that no significant differences were found at admission on clinical characteristics, the 2 insurance groups were assumed to be equivalent; consequently, these scores were not included as covariates in the main analyses. See Table 1 for additional details.
Table 1. Chi-square clinical differences at intake.

<table>
<thead>
<tr>
<th>Depression severity</th>
<th>Insurance group</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public</td>
<td>Private</td>
<td></td>
</tr>
<tr>
<td>Minimal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>19(^b) (15.8)</td>
<td>52(^c) (14.6)</td>
<td>.18</td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.30</td>
<td>−0.20</td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>26(^b) (21.7)</td>
<td>55(^c) (15.4)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>1.20</td>
<td>−0.70</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>20(^b) (16.7)</td>
<td>67(^c) (18.8)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−0.40</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Moderately severe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>26(^b) (21.7)</td>
<td>61(^c) (17.1)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.90</td>
<td>−0.50</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>29(^b) (24.2)</td>
<td>122(^c) (34.2)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−1.50</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>Suicide risk status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>88(^b) (71)</td>
<td>260(^f) (70.8)</td>
<td>.98</td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>36(^b) (29)</td>
<td>107(^f) (29.2)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>ASQ 3(^g)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>62(^b) (50.4)</td>
<td>210(^f) (59.7)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−1.00</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>61(^b) (49.6)</td>
<td>148(^f) (40.3)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>1.20</td>
<td>−0.70</td>
<td></td>
</tr>
<tr>
<td>NSSI(^j) criteria status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Met criteria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>59(^b) (48.4)</td>
<td>157(^m) (46.6)</td>
<td>.74</td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.20</td>
<td>−0.10</td>
<td></td>
</tr>
<tr>
<td>Did not meet criteria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>63(^b) (51.6)</td>
<td>180(^m) (53.4)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−0.20</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)N=477.
Client Demographic Characteristics

There were a total of 1461 clients admitted to the program during the data collection period, of whom 995 (68.1%) met the engagement criteria of attending ≥7 sessions. Of those who did not meet the engagement criteria, 62.9% (293/466) were discharged within the first week of treatment at Charlie Health (≤3 sessions). Of the 995 remaining clients, 500 (50.3%) did not complete a discharge survey, resulting in 495 client cases included in the analysis.

The average age of the clients was 16.7 years, and over three-quarters of the sample were adolescents (385/495, 77.8%). The age range of this sample was 11 to 35 years (wherein clients aged between 11 and 25 years comprised 477/495, 96.4% of the sample; the remaining were between the ages of 26 and 35 years). Over half of the clients identified as women (249/495, 50.3%), almost a quarter (113/495, 22.8%) self-identified as a nonbinary, and 20.1% (99/492) self-identified as transgender. Most clients (321/495, 64.8%) identified as members of the lesbian, gay, bisexual, transgender, and queer community, with 34.9% (173/495) identifying as heterosexual. Approximately half of the clients (248/494, 50.2%) reported an admission to a higher level of care or a visit to an emergency room in the 30 days before IOP admission. The only significant difference in demographic factors between groups was transgender identity such that a significantly greater proportion of clients with public insurance identified as transgender compared with clients with private insurance (183/495, 37% vs 86/495, 17.4%). The ratio of public to private insurance among Charlie Health clients (370/495, 74.7% have private insurance and 125/495, 25.3% have public insurance) mirrors that of the national population aged <65 years (67.7% have private insurance and 20.7% have public insurance) [45].

Program Engagement

Table 2 presents the results of the Mann-Whitney U test and independent-sample t tests that were run to determine if there were differences in the attendance rate and LOS between insurance types. The median attendance of the sample as a whole was 91% (mean 85.9%, SD 16.48%). The results of the Mann-Whitney U test were nonsignificant, indicating no significant difference in attendance rate between clients with public (123/491, 25.1%; median 89%) and private (368/491, 74.9%; median 92%) insurance types (U=24,858.5; z score 1.65; P=.10).

The average LOS for the sample as a whole (N=491) was 10.8 weeks (SD 4.60). The results of the independent-sample t test (2-tailed) comparing LOS across insurance groups indicated no statistically significant difference between clients with public (123/491, 25.1%; mean 10.54) and private (368/491, 74.9%; mean 10.88) insurance (t489 = −0.72; P=.47).

Finally, significant differences were assessed on discharge reason by insurance type. The results of the chi-square analysis indicated no significant differences between the groups, wherein 67.2% (84/125) of clients with Medicaid insurance completed treatment and 71.2% (259/364) of clients with commercial insurance completed treatment (N=489, χ² = 0.7; P=.43).

Table 2. Client length of stay (LOS) and attendance by insurance type.

<table>
<thead>
<tr>
<th></th>
<th>Values</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LOS, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>10.54 (4.79)</td>
<td>−0.34</td>
</tr>
<tr>
<td>Private</td>
<td>10.88 (4.54)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Attendance, median; mean rank</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>89%; 227.90</td>
<td>N/A</td>
</tr>
<tr>
<td>Private</td>
<td>86.55%; 252.02</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*Note: N/A: not applicable.*
Depression

The repeated-measure 2-tailed t test indicated that, across the sample as a whole, clients scored significantly lower on the PHQ-A at discharge compared with at intake ($t_{447}=12.51; P<.001$). The independent-sample $t$ test (2-tailed) comparing changes in PHQ-A score by insurance type found no significant difference between the groups ($t_{444}=-0.87; P=.38$), suggesting that clients improved significantly from intake to discharge in depression severity regardless of insurance type. The McNemar chi-square test assessing change in symptom severity among the whole sample between intake and discharge indicated that a significant number (163/192, 84.9%) of those who scored moderate to severe at intake ($N=650, \chi^2=17.6; P<.001$) scored in a lower category at discharge, 83.2% (99/119) of clients who were classified as “moderately severe” at intake moved down at least one classification at discharge ($N=434, \chi^2=12.3; P<.001$), and 73.2% (82/112) of clients who were classified as “moderate” at intake dropped at least one classification level by discharge ($N=296, \chi^2=9.7; P<.001$). Pearson chi-square tests comparing changes in symptom severity between the 2 insurance groups indicated no significant differences ($N=446, \chi^2=0.1; P=.71$). See Table 3 for more details.

Table 3. Chi-square analysis of difference in depression severity by insurance type ($N=446$).

<table>
<thead>
<tr>
<th></th>
<th>Public (n=111)</th>
<th>Private (n=335)</th>
<th>Total</th>
<th>Chi-square (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved between intake and discharge</td>
<td></td>
<td></td>
<td></td>
<td>0.1 (1)</td>
<td>.71</td>
</tr>
<tr>
<td>Not improved</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>47 (42.3)</td>
<td>135 (40.3)</td>
<td>182 (40.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.30</td>
<td>−0.10</td>
<td></td>
<td>N/A$^{a}$</td>
<td></td>
</tr>
<tr>
<td>Improved</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>64 (57.7)</td>
<td>200 (59.7)</td>
<td>264 (59.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−0.20</td>
<td>0.10</td>
<td></td>
<td>N/A$^{a}$</td>
<td></td>
</tr>
</tbody>
</table>

$^{a}$N/A: not applicable.

Suicide Risk

The McNemar chi-square test assessing the number of clients who improved in symptom severity between intake and discharge across the sample as a whole found that, of the clients who screened positive at intake (330/470, 70.2%), significantly fewer (115/330, 34.8%) screened positive at discharge ($P<.001$). The results of the Pearson chi-square analysis indicated no significant differences in the number of clients who improved between intake and discharge by insurance type ($N=330, \chi^2=0.1; P=.89$). See Table 4 for more details.

The McNemar chi-square test assessing the number of clients who improved in active suicidal ideation symptoms between intake and discharge across the sample as a whole found that, of the clients who screened positive at intake (201/470, 42.8%), significantly fewer (92/201, 45.8%) reported active suicidal ideation at discharge ($N=470, \chi^2=19.2; P<.001$). The results of the Pearson chi-square analysis indicated no differences in the number of clients who improved between intake and discharge between the 2 insurance types ($N=200, \chi^2=0.6; P=.49$). In other words, both groups improved similarly on active suicidal ideation from intake to discharge (see Table 4 for additional details).
Table 4. Chi-square analysis of differences in suicide risk by insurance type.

<table>
<thead>
<tr>
<th>Screening status between intake and discharge</th>
<th>Insurance group</th>
<th>Total</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public</td>
<td>Private</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not improved</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>28 (33.7)</td>
<td>87 (35.2)</td>
<td>115 (34.8)</td>
<td>.89</td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−0.20</td>
<td>0.10</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Improved</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>55 (66.3)</td>
<td>160 (64.8)</td>
<td>215 (65.2)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.10</td>
<td>−0.10</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Total, n (%)</td>
<td>83 (100)</td>
<td>247 (100)</td>
<td>330 (100)</td>
<td></td>
</tr>
<tr>
<td>Active suicidal ideation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not improved</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>19 (32.8)</td>
<td>39 (27.5)</td>
<td>58 (29)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.50</td>
<td>−0.30</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Improved</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>39 (67.2)</td>
<td>103 (72.5)</td>
<td>142 (71)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−0.30</td>
<td>0.20</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Total, n (%)</td>
<td>58 (100)</td>
<td>142 (100)</td>
<td>200 (100)</td>
<td></td>
</tr>
</tbody>
</table>

\[a\] N=330.

\[b\] N/A: not applicable.

\[c\] N=200.

**NSSI Variable**

The repeated-measure 2-tailed t test run on all clients (n=430) indicated a significant reduction in NSSI frequency from intake (mean 12.09, SD 12.34) to discharge (mean 6.08, SD 9.38; t_{429}=10.41; \( P<.001 \)) across the 2 groups. The independent-sample t test (2-tailed) evaluating differences between insurance groups in changes in frequency (total days) of NSSI was not significant (t_{429}=−0.98; \( P=.33 \)). Thus, clients appear to have improved in NSI frequency across the sample regardless of insurance type.

Table 5. Chi-square analysis of differences in nonsuicidal self-injury by insurance type (N=205).

<table>
<thead>
<tr>
<th>Improved between intake and discharge</th>
<th>Insurance group</th>
<th>Total</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public (n=55)</td>
<td>Private (n=150)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not improved</td>
<td>26 (47.3)</td>
<td>60 (40)</td>
<td>86 (42)</td>
<td>.35</td>
</tr>
<tr>
<td>Standardized residual</td>
<td>0.60</td>
<td>−0.40</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Improved</td>
<td>29 (52.7)</td>
<td>90 (60)</td>
<td>119 (58)</td>
<td></td>
</tr>
<tr>
<td>Standardized residual</td>
<td>−0.50</td>
<td>0.30</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

\[a\] N/A: not applicable.

The McNemar chi-square test comparing changes in symptom severity among those clients who met NSSI criteria at intake (205/428, 47.9%) indicated a significant change such that 58% (119/205) did not meet the criteria at discharge (N=430, \( \chi^2_{1}=40.7; P<.001 \)). The results of the Pearson chi-square analysis indicated no significant difference between the public and private health insurance groups in the changes experienced between intake and discharge in NSSI symptom severity (N=205, \( \chi^2_{1}=0.9; P=.35 \)). See Table 5 for additional details.
**Discussion**

**Principal Findings**

The aims of the quality improvement analysis reported in this paper were to (1) assess whether clinical outcomes improved during treatment and (2) assess for differences in engagement or outcomes between adolescents and young adults engaging in remote IOPs on either public or private insurance. The findings of this analysis support the effectiveness of remote IOP treatment in reducing clinical symptoms across all clients, including reduced depression, suicidality, and self-harm. The findings indicate reduced symptoms regardless of insurance type; no differences among youth clients by private or public insurance type emerged across the clinical outcomes tested, evincing similar reductions in depressive symptoms, suicidal ideation, and NSSI. Similarly, youths on public and private insurance were equivalently engaged in treatment, attending treatment for comparable lengths of time and both groups attending nearly all scheduled group sessions (median 91%; mean 85.9%, SD 16.48%) during their treatment stay.

Across the entire sample and regardless of insurance type, youths in remote IOP reported significantly fewer depression symptoms at discharge, with nearly 60% (264/446, 59.2%) of patients evidencing a clinically significant reduction. Of the youths who were actively suicidal at intake, 71% (142/200) no longer reported the same at discharge. Finally, more than half (119/205, 58%) of those who met the criteria for clinical NSSI at intake no longer met the criteria for NSSI at discharge, indicating a significant decline in self-harming behavior. These results provide preliminary support for both the effectiveness of remote IOPs for adolescents and youths with complex mental health needs and the comparable effectiveness of group telehealth among publicly and privately insured patients.

These findings contrast with previous research comparing telehealth IOP outcomes by insurance type that found disparities in outcomes for adults [10] as well as disparities in in-person IOP outcomes for children [32], youths [28], and young adults [35]. In studies addressing youths and young adults, these different findings may be explained by the handling of dropout as these studies appear to have included all clients who initiated treatment [28,35]. It may be that there are higher dropout rates among clients on public insurance and that the resulting effect on outcomes from a smaller dose of treatment is inadequate for symptom improvement. However, a study of a child partial hospitalization program used a nearly identical methodology including only those who stayed for 2 weeks and completed both intake and discharge assessments, finding greater reductions in depression and emotional symptoms for youths on public insurance [32]. As their study focused on children aged 7 to 13 years, it may be that there are differences in treatment outcomes and disparities between children and young adolescents and the adolescents and young adults in our sample. This study also found that families with greater recent stressors had smaller treatment gains even after controlling for insurance type. The authors suggest that families with state-funded insurance may have had “additional stressors that created barriers to treatment use, such as difficulties with transportation and inadequate social supports” [32]. It may be that the telehealth option of these services posed lower stressors on the family, leading to more equitable outcomes.

This quality improvement analysis also found that program attendance among clients who met the inclusion criteria (at least 2 weeks of programming and 7 sessions attended) did not significantly differ in their engagement, both in the total number of weeks and rate of attendance to sessions. This finding also runs counter to recent research that found that, when adolescents were transitioned from in-person to telehealth IOP services during the COVID-19 pandemic, publicly insured and lower-income clients had significantly lower attendance rates [9]. The differences in the findings may be due to the different handling of dropout. In their study, Childs et al [9] measured attendance to all scheduled appointments. It may be that families with public insurance have greater initial barriers and higher early dropout rates. The comparable attendance and outcomes among those who engage suggests that telehealth IOP services can be accessible and effective across insurance types.

Previous studies have identified childcare, transportation, and scheduling challenges as primary barriers to attendance for low-income families [46,47]. Telehealth obviates some of these structural barriers to accessing intensive mental health treatment. Evening and weekend hours can further address barriers to attendance among low-income families [48] and particularly among families with public insurance. Children with public insurance are less likely to have a usual source of care during nighttime or weekend hours and are more likely to experience a delay in receiving care because they could not go when services were open or because of transportation challenges; these differences are significant even after controlling for health, demographic, and socioeconomic differences [49]. Charlie Health has carefully designed its scheduling for accessibility to all clients; services are offered during morning, afternoon, and evening hours to match demanding schedules. The next step in this quality improvement analysis would be to explore the outliers—those adolescents and young adults who had lower than average engagement and clinical improvement—to better understand barriers that might affect this subpopulation of clients who are within the reach of influence of Charlie Health.

Recent systemic changes likely influenced the findings of this analysis in the desired direction. For example, as a result of the pandemic, access to technology and the internet increased in many areas, which, in turn, has facilitated access to telehealth care regardless of income or resources [50]. Ultimately, the analyses conducted in this study suggest that, given access to the same remote high-acuity care, youths and young adults engaged in programming at comparable rates and achieved similar improvements in clinical outcomes regardless of insurance type.

**Strengths and Limitations**

These findings should be interpreted within the limitations of the available data, the most notable of which is that the inclusion criteria restricted cases to only those of clients who met the engagement threshold. This likely introduced a selection bias to recent research that explored differences in early disengagement may have revealed significant differences between insurance groups. In
this project, demographic data were not collected at intake, so it was not possible to assess differences in dropout by demographics. However, the results of this assessment were meant to inform and assess the program from which the client cases came, which is why the survey collection criteria predicated participation in at least 2 weeks of programming to be eligible for discharge surveys. However, future quality improvement efforts should be made to explore potential differences in early engagement that may necessitate program improvement. Future work should also assess a larger range of demographic factors. Notably, rural populations have less access to the internet than urban populations, although the divide is narrowing [51]. Studies are needed to assess the role of geographic location in telehealth IOP engagement.

There are also inherent limitations to solely relying on client self-report data in assessing meaningful clinical change. The data used in the pre-post analyses in this study were collected at 2 distinct points: intake and discharge. Thus, there is no way of knowing if there were specific facilitators or barriers to engagement and treatment effectiveness that emerged throughout the course of treatment. Furthermore, the timing of survey dissemination may have influenced clients’ responses in either direction—for instance, it has been noted by clinical staff that clients report a range of intense positive and negative emotions at the time of intake and discharge. Thus, responses about clinical symptoms may be influenced by heightened emotions elicited at these 2 points (minimizing or exaggerating clinical severity). However, for the purposes of this preliminary quality improvement analysis, the available data proved sufficient to explore high-level differences in engagement and outcomes by insurance type. Future analyses would be strengthened by the inclusion of observational data provided by program staff or treatment-involved family members. Additional data points throughout the course of treatment may also provide a more balanced and nuanced narrative of treatment experiences beyond what can be inferred from the pre- and postsurvey data.

A notable strength of the quality improvement analysis conducted in this study was the ability to compare outcomes and engagement between clients using public and private insurance who participated in the same program at the same time. Research has long noted that publicly insured clients have significantly fewer treatment options compared with privately insured clients [52,53]. Thus, comparing outcomes between populations with private and public health insurance precludes the investigation of the moderating influence of variable program quality as publicly insured clients have fewer options and likely fewer quality options. Poorer comparative outcomes that disfavor publicly insured clients may consequently affirm the damaging stereotypes that this population is less capable of clinical improvement [46]. However, these analyses remove the variable influence of program quality and suggest that socioeconomic factors are not deterministic of treatment outcomes, further impressing the importance of providing equitable access to quality treatment regardless of insurance type.

Implications

The finding that youths improved regardless of insurance type has direct implications for practice. Previous research suggests that low socioeconomic status adversely affects the likelihood of youths benefiting from mental health treatment [46]. However, the findings of this assessment demonstrate equitable outcomes among youths of varying socioeconomic status using health insurance as a proxy. A notable strength of the program setting is the variable times offered for groups, which addresses a barrier to services frequently shared by families with lower incomes or on public insurance [48,49]. Furthermore, the provision of services on a web-based platform may remove some of the common barriers to service attendance that caregivers report related to transportation, childcare, and time off work [47]. Mental health intensive outpatient service providers considering expansion to publicly insured clients should consider variable times for service offers and remote alternatives.

Conclusions

Given that these analyses investigated services from a multistate psychiatric care provider for youths and young adults, this assessment is larger in scope than previous investigations of outcomes by insurance type among telehealth intensive psychiatric services. This study contributes to the currently limited evidence base on disparities by insurance type for telehealth intensive psychiatric services. The results suggest that adolescents and young adults on public and private insurance engage in remote IOPs at similar rates, achieving comparable improvements in depressive symptoms, NSI, and suicidal ideation. This suggests that, when given access to the same quality of intensive care in a remote, flexible scheduling format, youths and young adults on either public or private insurance have equal engagement and outcomes. Remote IOPs lead to reduced symptoms for youths with mental health needs across insurance types at a time when such services are needed by millions of adolescents and young adults who do not frequently have access to care because of geographic or financial limitations.
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Abstract

Background: Smartphones are increasingly used in health research. They provide a continuous connection between participants and researchers to monitor long-term health trajectories of large populations at a fraction of the cost of traditional research studies. However, despite the potential of using smartphones in remote research, there is an urgent need to develop effective strategies to reach, recruit, and retain the target populations in a representative and equitable manner.

Objective: We aimed to investigate the impact of combining different recruitment and incentive distribution approaches used in remote research on cohort characteristics and long-term retention. The real-world factors significantly impacting active and passive data collection were also evaluated.

Methods: We conducted a secondary data analysis of participant recruitment and retention using data from a large remote observation study aimed at understanding real-world factors linked to cold, influenza, and the impact of traumatic brain injury on daily functioning. We conducted recruitment in 2 phases between March 15, 2020, and January 4, 2022. Over 10,000 smartphone owners in the United States were recruited to provide 12 weeks of daily surveys and smartphone-based passive-sensing data. Using multivariate statistics, we investigated the potential impact of different recruitment and incentive distribution approaches on cohort characteristics. Survival analysis was used to assess the effects of sociodemographic characteristics on participant retention across the 2 recruitment phases. Associations between passive data-sharing patterns and demographic characteristics of the cohort were evaluated using logistic regression.

Results: We analyzed over 330,000 days of engagement data collected from 10,000 participants. Our key findings are as follows: first, the overall characteristics of participants recruited using digital advertisements on social media and news media differed significantly from those of participants recruited using crowdsourcing platforms (Prolific and Amazon Mechanical Turk; P<.001). Second, participant retention in the study varied significantly across study phases, recruitment sources, and socioeconomic and demographic factors (P<.001). Third, notable differences in passive data collection were associated with device type (Android vs iOS) and participants’ sociodemographic characteristics. Black or African American participants were significantly less likely to share passive sensor data streams than non-Hispanic White participants (odds ratio 0.44-0.49, 95% CI 0.35-0.61; P<.001). Fourth, participants were more likely to adhere to baseline surveys if the surveys were administered immediately after enrollment.
Fifth, technical glitches could significantly impact real-world data collection in remote settings, which can severely impact generation of reliable evidence.

Conclusions: Our findings highlight several factors, such as recruitment platforms, incentive distribution frequency, the timing of baseline surveys, device heterogeneity, and technical glitches in data collection infrastructure, that could impact remote long-term data collection. Combined together, these empirical findings could help inform best practices for monitoring anomalies during real-world data collection and for recruiting and retaining target populations in a representative and equitable manner.
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Introduction

Background
Smartphones offer an unprecedented anytime-anywhere medium for researchers to engage with and assess health-related behaviors in large populations in real-world settings [1,2]. As of 2020, the rate of smartphone ownership in the United States has reached over 80% [3]. The large-scale, high-frequency daily use of such devices coupled with increasingly multimodal onboard sensing capabilities offers an effective approach for conducting large-scale health research [4,5]. The adoption of digital health tools to develop and deploy digitally augmented trials has been rising steadily since the first fully remote decentralized trial in 2011 [6-8]. Recent studies have shown the benefits of remote monitoring using smartphones for assessing real-world behavior [9,10], for managing chronic pain [11], cancer care [12], diabetes [13], Parkinson symptom severity [14], and cardiovascular health [15] and for the delivery of remote interventions [16]. The COVID-19 pandemic has further accelerated this growth, enabling over 220 digitally augmented trials in 2021 alone [17,18].

Using smartphones for health research can also help achieve operational efficiency by relying less on traditional research facilities or intermediaries for data collection, which require in-person contact between the study participants and the research team [6,19,20]. Researchers can communicate asynchronously and synchronously with participants and assess their health by actively and passively collecting individualized real-world data [4,21,22]. Active data are defined as data generated through effortful participation (eg, completing a survey). In contrast, passive data are collected without direct input from participants (eg, the number of daily steps estimated through onboard sensors) [23]. Such scalable remote observational models [6,20] could help investigators to understand people’s day-to-day experiences of living with a health condition [4] and the relationship between individualized real-world behavior and health outcomes [22].

Challenges in Remote Participant Recruitment and Retention
However, despite the promise of decentralized health research, several challenges related to the representation and inclusiveness of recruitment and the retention of target populations have surfaced [21,24,25], resulting in sparse, unbalanced, and nonrepresentative real-world data collection [21]. Typically, decentralized studies recruit from various web-based sources such as social media (Facebook [26] and Reddit [27]), crowdsourced platforms (Prolific [28]; Amazon Mechanical Turk, MTurk [29]; Centiment [30]; and CloudResearch [31]), and partnerships with patient registries or advocacy groups [32,33]. Although these recruitment channels have shown the potential to reach and recruit large populations remotely [34-36], the long-term and uniform retention of remote participants has been challenging. Recent findings show that retention rates vary from 1% to 50% [24], with monetary incentives being able to significantly improve long-term retention [10]. With large-scale open recruitment approaches, including the use of financial incentives, the risk of enrolling gamers or malicious actors increases [37].

With large studies using multiple web-based sources to reach and recruit participants remotely, there is a need to assess the impact that such strategies have on the characteristics of the enrolled cohorts and their retention in the studies. In addition, further research is needed to understand how variations in study participation incentives (eg, time and frequency of payments) and differences between Android and iOS operating systems [38] affect long-term data collection in decentralized studies.

Objectives
To investigate some of these challenges in collecting health data through smartphones in real-world settings, we examined the recruitment, retention, and passive data-sharing patterns of more than 10,000 participants in a large, decentralized research study. Specifically, we evaluated the following three key questions: (1) Does combining different recruitment and incentive distribution approaches lead to a heterogeneous cohort with varying characteristics? (2) Can the participant retention and uniformity of data collection in remote studies be affected by cohort heterogeneity? (3) What are the factors that can affect passive data collection in real-world settings?

Methods

Ethics Approval
This study was approved and monitored by the Institutional Review Board of the University of Washington (STUDY00004997) and the Department of Defense Human
Research Protection Office; the approval for the study was granted on February 11, 2020.

**Study Overview**

The participants in the Warfighter Analytics Using Smartphones for Health (WASH) study were volunteers who lived in the United States and agreed to engage in a 12-week smartphone-based study. The primary goal of the study was to understand the real-world factors that could help with the early prediction of cold, influenza, and the impact of traumatic brain injury on daily functioning. The eligible participants were individuals aged ≥19 years, English speakers, residents of the United States, owners, and primary users of iPhone or Android smartphones with internet access. The potential participants were required to complete an eligibility screener before consenting, and those who did not meet the inclusion criteria were not permitted to complete subsequent procedures.

**Recruitment**

Participant recruitment started on March 15, 2020, with rolling enrollment until January 4, 2022. The participants for the study were recruited in 2 phases, using different recruitment and incentive distribution approaches (Figure 1). Participants could receive up to US $90 for completing the baseline survey and 12 weeks of follow-up surveys. The final participation incentive was determined on the basis of the number of complete surveys. Participants were not informed about the financial breakdown during the consent process; however, additional details regarding when they would receive compensation and how much compensation they would receive were provided upon request.
Figure 1. (A) Schematic representation of different study recruitment and participation incentive distribution approaches during phases 1 and 2. Participants recruited during phase 1 were paid weekly (12 times) starting their first day in the study. Anyone who had participated up to October 3, 2020 (who was recruited close to the recruitment pause date) still received weekly payments. Participants recruited during phase 2 were paid every 3 weeks (a total of 4 times) starting their first day in the study. (B) Details of smartphone-based active and passive data collected through the study app during the study observation period (84 days). *Indicates that sharing of accelerometer and gyroscope was made mandatory on August 28, 2020.

Participation Incentives

Phase 1 (March 15, 2020, to July 11, 2020)

Participants were primarily recruited by placing advertisements on social media platforms that directed potential participants to a study recruitment website. Press releases in local news outlets also served as a recruitment source [39,40]. Participants recruited during this phase were paid weekly on the basis of the days a participant completed all daily surveys. The amount received per day increased throughout the 12 weeks (eg, approximately US $4 in weeks 2 to 4, approximately US $6 in weeks 5 to 8, and US $7 in weeks 9 to 11, with more significant payments made for weeks 1 and 12 because of higher incentives rewarding those who completed the baseline survey in week 1 and the exit survey in week 12). However, a significant increase in study enrollment in June 2020, which seemed to be inconsistent with planned recruitment, led the study team to pause enrollment on July 11, 2020. The analysis of participant activity during this period indicated that some malicious actors were engaged in the study. Further details on the assessment of malicious actors can be found in the study by Bracken et al [37].

Phase 2 (August 30, 2020, to the Data Freeze Date, February 9, 2022)

Recruitment resumed on August 30, 2020, after implementing additional strategies to stop fraudulent attempts to join the study,
such as disallowing the autofilling of surveys in the study app, changing recruitment sources, and changing incentive payment frequency [37]. Participants were recruited from 2 web-based recruitment platforms, Prolific and MTurk, from January 4 to December 28, 2021, and from May 15 to December 21, 2021. Prolific is a web-based research platform that includes several safeguards for preserving data quality [41-44]; minimizes gamers or malicious actors; and has been shown to be reliable, efficient, and affordable for remote data collection for behavioral research [45]. Similar to Prolific, MTurk is another web-based crowdsourcing platform regularly used in health research to recruit study participants to complete tasks such as data processing, problem-solving, and surveys [46]. In phase 2, participants were paid every 3 weeks, with the first participation incentive payment taking up to 5 weeks. The change in the payment schedule was implemented for allowing sufficient time to execute procedures intended to identify malicious actors.

**Active Surveys**

Assessments were divided into 1 longer baseline survey and brief daily assessments. The baseline survey assessing participants’ health history, mood, physical activity, and phone use was administered 24 hours after consent was obtained in phase 1 of the study. However, in phase 2, the baseline health survey was administered immediately after consent was obtained. In both phases, the participants were administered the same scheduled health-related surveys twice daily for 12 weeks. The survey asked participants about their mood, physical activity, and phone use.

**Sensor-Based Data Collection**

Sensor-based data were collected actively and passively from participants through the study app. Participants completed performance outcome measures [47] such as standing and walking tests and sharing voice recordings. The participants were also asked to allow the study app to collect passive data from their smartphones. Passive data included, but were not limited to, device movement and orientation; actual and relative location; the device’s status (eg, active use or connected to a data network); and local environmental information such as ambient light, temperature, and humidity. Participants had the option to not share the passive data and remain in the study. However, all participants enrolled in the study on or after August 28, 2020 (before the start of phase 2), were required to allow the study app to passively collect the accelerometer and gyroscope sensor data from their smartphones.

**Data Access**

**Overview**

All the data collected from the participants were deidentified. The data collected through the app were encrypted on the phone and stored on secure servers, separate from any identifiable information. Raw data, such as image, proximity, voice, and actual location data of participants, were stored separately from all other sensor data and were not shared with the research team. For this study, data from the enrolled participants between the study launch date (March 15, 2020) and the data freeze date (February 9, 2022) were used for analysis.

**Data Cleaning**

Before analysis, data from 6788 suspected malicious actors were removed based on the rules for flagging such actors that were defined in the study by Bracken et al [37]. Test data collected before the study launch date on March 15, 2020, were removed. If a survey was submitted more than once, we used the most recent submission to assess the participant’s compliance in the study. If participant responses had values outside the expected range of valid values, they were marked as invalid data.

**Data Harmonization**

To investigate participant retention in the study, we classified the data collected by the study app into two broad categories: (1) survey data, representing any active survey data shared by participants through the study app, and (2) sensor data, representing passive continuous sensor data gathered by the study app without active input from participants as well as active sensor data collected during a performance outcome assessment (e.g., walking test data collected from accelerometers and gyroscopes).

**Statistical Analysis**

**Overview**

Statistical analyses were performed using data from 10,768 participants after excluding 6788 malicious actors from the data set (6788/17,556, 38.66%). Descriptive analyses of recruitment and cohort characteristics for categorical variables were based on frequencies and percentages. Levels of categorical baseline variables that contained <5% of the cohort were omitted or combined with other levels that contained <5% of the cohort to reduce data sparsity in the analysis. We used median values with the 25th and 75th percentile (IQR) for summarizing continuous variables that were not normally distributed. The differences in cohort characteristics were compared using bivariate analysis methods. The chi-square test was used for testing statistically significant differences between categorical variables; the Fisher exact test was used when table cell counts were <5, and the Mann-Whitney U test was used for continuous variables. We used the logistic regression model to assess any statistically significant association between patterns of passive data sharing and participants’ sociodemographic characteristics and technical variables. These included race, ethnicity, age, sex, education level, income level, device type, and recruitment phase. Specifically, we compared 3 data-sharing patterns of participants sharing at least 25% (2/8), 50% (4/8), or 75% (6/8) of the 8 common passive data streams between Android and iOS devices. The 95% CIs and P values were computed using a Wald Z distribution approximation.

We adjusted P values by using false discovery rate correction to correct for multiple comparisons across different sensor types. The analyses were conducted using R (version 4.1.1). Statistical significance was assumed when the false discovery rate–corrected P value was <.05.

**Retention Analysis**

To examine overall retention in the study, we used the univariate Kaplan-Meier survival curves [48], which were tested for
statistically significant differences using the nonparametric log-rank test [49]. A participant’s last day in the study was determined by the last day of their data sharing. To assess the difference in retention between active and passive data sharing, we also computed study retention for active and passive data streams separately. We used right-censored data for the Kaplan-Meier estimator, given that participants could have continued to use the study app beyond the end of the study period (84 days).

To assess the joint effect of multiple variables of interest, including sociodemographics, on participants’ retention in the study, we initially used a multivariate Cox proportional hazards (CoxPH) model [50]. However, one of the key assumptions for CoxPH models (the effect of covariates should not change over time) tested using the Schoenfeld individual test was not met [51]. Multimedia Appendix 1 presents test statistics showing that the CoxPH model assumption is not being met. With the underlying retention data not supporting the CoxPH model assumption, we used a nonparametric log-rank test [52] to assess the statistically significant impact of individual variables on retention within each phase. We cross-compared the median retention for each level of a variable of interest across the 2 study phases.

Results

Recruitment

As of the data freeze date (February 9, 2022), the study recruited 10,768 participants. Most participants (6494/10,768, 60.3%) were recruited during phase 1, and the remaining (4274/10,768, 39.6%) were recruited during phase 2 (see the Methods section). A significant proportion of participants, most notably in phase 1, did not complete the baseline survey (phase 1: 3135/6494, 48.27%, vs phase 2: 918/4274, 21.47%). Figure 2 compares the recruitment rate of the study with the baseline survey submission rate over time. The number of baseline surveys completed generally was in line with the number of participants recruited during the study period. Recruitment peaked in mid-April and mid-May 2020 for phase 1 and in mid-January and early March 2021 for phase 2. However, during phase 1, between May and July 2020, the number of baseline surveys completed was significantly lower than the number of recruited participants, which explains the large proportion of missing baseline data in phase 1. We further assessed the effect of missing baseline surveys on participant engagement in the study (see the Retention Analysis section). Additional statistics on missingness and invalid data entries in the baseline surveys are summarized in Multimedia Appendix 2.

Cohort Characteristics

Most of the participants who completed the baseline sociodemographic survey were female (3817/6574, 58.06%). The median age was 30 (IQR 24-40) years, with a larger proportion of participants being aged 19 to 29 years (2949/6267, 47.05%). The non-Hispanic White population was the largest (3938/6677, 58.97%), followed by the Asian (931/6677, 13.94%) and Hispanic or Latino (783/6677, 11.72%) populations. Most participants were iOS users (5883/10,583, 55.58%). Table 1 summarizes the sociodemographic characteristics of the overall cohort.

The population recruited in phase 2 had a higher proportion of younger adults (aged 19 to 29 years; 1685/3194, 52.75%) and a lower proportion of older adults (aged ≥60 years; 94/3194, 2.94%) than that recruited in phase 1 (P<.001; Table 1). A higher proportion of Black or African American participants were recruited in phase 2 (phase 1: 267/3342, 7.98%; phase 2:
456/3339, 13.65%; $P<.001$). Notably, a larger proportion of participants (1942/3308, 58.71%) with lower levels of annual income (≤US $49,999) were recruited in phase 2 than in phase 1 (1062/2483, 42.77%; $P<.001$). The proportion of Android versus iOS users also varied across the recruitment phases. A significantly higher proportion of iOS users ($P<.001$) were recruited in phase 1 (3958/5883, 67.27%) than in phase 2 (1925/5883, 32.72%). Multimedia Appendix 3 further compares the sociodemographic characteristics of Android and iOS users across the 2 recruitment phases.
Table 1. Characteristics of the overall study cohort (N=10,768) along with comparison of participants recruited between phase 1 (n=6494) and phase 2 (n=4274).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall cohort</th>
<th>Participants recruited during phase 1</th>
<th>Participants recruited during phase 2</th>
<th>Test statistics, chi-square (df)</th>
<th>P value (phase 1 vs phase 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-29</td>
<td>6267 (58.21)</td>
<td>3073 (47.32)</td>
<td>3194 (74.73)</td>
<td>235.29 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-39</td>
<td>2949 (47.05)</td>
<td>1264 (41.14)</td>
<td>1685 (52.8)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>40-49</td>
<td>1637 (26.12)</td>
<td>739 (24)</td>
<td>898 (28.11)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>50-59</td>
<td>804 (12.82)</td>
<td>459 (14.9)</td>
<td>345 (10.8)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>≥60</td>
<td>490 (7.81)</td>
<td>318 (10.3)</td>
<td>172 (5.4)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Missing and invalid data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>6574 (61.13)</td>
<td>3304 (50.92)</td>
<td>3270 (76.54)</td>
<td>15.25 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>3938 (58.95)</td>
<td>1953 (58.44)</td>
<td>1985 (59.41)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic, Latino, or Spanish</td>
<td>783 (11.72)</td>
<td>424 (12.75)</td>
<td>359 (10.81)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Black or African American</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>6681 (62.03)</td>
<td>3342 (51.57)</td>
<td>3339 (78.15)</td>
<td>101.02 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married or in a domestic partnership</td>
<td>3938 (58.95)</td>
<td>1953 (58.44)</td>
<td>1985 (59.41)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Divorced</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income level (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>5793 (53.85)</td>
<td>2483 (38.24)</td>
<td>3310 (77.47)</td>
<td>245.48 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25,000 to 49,999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50,000 to 74,999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75,000 to 99,999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥100,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate school</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing and invalid data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aNot available.

bThe proportion is based on the number of participants who completed the baseline survey, and missing and invalid data are presented in Multimedia Appendix 2.
Passive Data Sharing

The number of data modalities that were passively collected by the study app varied across the Android (31 data modalities) and iOS (14 data modalities) operating systems. The variation in the number of passive data modalities available across Android and iOS devices is because of the available onboard sensors and data collection restrictions across the two operating systems [38]. Of the 31 Android passive data streams, 18 (58%) were shared by at least 50% of the Android users across the 2 study phases (Table 2). In contrast, 86% (12/14) of the distinct passive data streams were shared by at least 50% of the participants using iOS devices. Multimedia Appendix 4 summarizes data-sharing proportions per sensor stratified across Android and iOS devices. None of the participants with iOS devices shared passive data from the camera or barometer. Similarly, participants with Android devices did not share any data from some passive data streams, including temperature, camera, and humidity (Multimedia Appendix 4). This variation in passive data sharing could also be linked to the heterogeneity and nonavailability of specific sensors in some devices. It is worth noting that phase 2 of the study required participants to share accelerometer and gyroscope data passively. However, a small yet notable proportion of the cohort recruited in phase 2 did not share accelerometer (503/4089, 12.31%) and gyroscope (856/4089, 20.89%) data.

In addition, across the 8 passive data streams that were common between Android and iOS devices, the participants’ passive data sharing was linked to sociodemographic characteristics and device type. In total, 3 data-sharing patterns of participants sharing at least 2 (25%), 4 (50%), or 6 (75%) of the total 8 passive data streams were tested. Across all 3 data-sharing patterns, Black or African American participants were found to be statistically significantly less likely to share passive sensor data than non-Hispanic White participants (odds ratio [OR] 0.44-0.49, 95% CI 0.35-0.61; \( P < .001 \)). Furthermore, participants sharing ≥75% (6/8) of the passive data streams were more likely to be iOS device users (OR 1.98, 95% CI 1.71-2.28; \( P < .001 \)) and earning more than US $25,000 per year (OR 1.27-1.55, 95% CI 1.06-1.93; \( P < .001 \)). Multimedia Appendix 5 provides further details on the association between participants’ sociodemographic characteristics and passive data sharing.
Table 2. Comparison of the impact of individual sociodemographic variables on the median retention (95% CI) of participants (in days) in the Warfighter Analytics Using Smartphones for Health study across 2 phases.

<table>
<thead>
<tr>
<th></th>
<th>Phase 1 Retention median (95% CI)</th>
<th>Phase 2 Retention median (95% CI)</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data streams</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Passive</td>
<td>37 (37-37)</td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Active</td>
<td>36 (36-36)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Baseline data missingness</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>36 (36-37)</td>
<td>59 (57-62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>37 (37-38)</td>
<td>19 (16-24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>19-29</td>
<td>36 (34-37)</td>
<td>59 (55-63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>36 (34-37)</td>
<td>59 (53-64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>37 (36-38)</td>
<td>60 (50-66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>37 (37-38)</td>
<td>69 (61-79)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>38 (37-38)</td>
<td>83 (78-N/A)</td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>.50</td>
</tr>
<tr>
<td>Asian</td>
<td>39 (38-49)</td>
<td>60 (54-69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>6 (4-10)</td>
<td>68 (63-72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic, Latino, or Spanish</td>
<td>20 (14-25)</td>
<td>58 (50-65)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>37 (37-38)</td>
<td>57 (54-61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (3-17)</td>
<td>55 (35-67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Income level (US $)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>.56</td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>37 (36-38)</td>
<td>61 (56-65)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25,000 to 49,999</td>
<td>34 (31-36)</td>
<td>60 (55-66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50,000 to 74,999</td>
<td>36 (33-37)</td>
<td>62 (56-68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75,000 to 99,999</td>
<td>24 (19-30)</td>
<td>55 (49-64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>24 (19-30)</td>
<td>55 (50-61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
<tr>
<td>High school or lower</td>
<td>5 (4-10)</td>
<td>50 (46-56)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>38 (37-38)</td>
<td>60 (57-64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate school</td>
<td>36 (35-37)</td>
<td>62 (57-67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Device type</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Android</td>
<td>22 (17-27)</td>
<td>59.5 (56-63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>37 (37-37)</td>
<td>49 (46-52)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not available.

**Participant Retention**

The median retention time of the overall cohort was 38 days, within the 84-day study observation period. No meaningful difference was observed in cohort retention across the active (median 37 days) and passive (median 38 days) data streams (Multimedia Appendix 6). The sensitivity analysis of participant retention also showed no significant difference in median survival across the active and passive data streams (Multimedia Appendix 7). Consequently, all subsequent retention analyses were conducted by combining the active and passive data streams.

Notable differences in retention were observed across the population recruited between phases 1 and 2. Participants recruited in phase 2 had a significantly higher median retention (+14 days) than those recruited in phase 1 (phase 1: median 37 days; phase 2: median 51 days; P<.001; Figures 3A and 3B). Older participants (≥60 years), recruited in both phases, remained engaged in the study for the longest duration (phase 1 and phase 2 median retention 38 days and 83 days, respectively).
respectively) relative to the younger cohort (Figures 3E and 3F).

It is worth noting that certain characteristics, including socioeconomic factors, distinctly impacted participant retention across the cohorts recruited in phases 1 and 2 (Table 2). Participants who completed the baseline survey administered immediately after enrollment in phase 2 were retained for a significantly longer period (with median values of baseline survey: yes 59 days vs no 19 days in phase 2; Figure 3D). However, the same trend was not observed for participants recruited from social media platforms in phase 1. Similarly, in phase 1, the non-Hispanic White population was retained in the study for a significantly longer time (median 37 days) than the Hispanic or Latino population (median 20 days; Figure 3G). No meaningful differences were observed among non-Hispanic White and Hispanic, Latino, or Spanish populations in phase 2 (Figure 3H). Education level mainly impacted retention in phase 1. Participants reporting high school or lower education levels had the shortest retention (median 5 days) than other participants (median 236 days) in phase 1. Such a large difference in retention because of educational level was not seen in the population recruited in phase 2 from crowdsourcing platforms (Figures 3I-3K). Participants’ self-reported income was also found to be significantly associated with retention in phase 1 only. Participants with incomes of <US $49,999 were retained longer than participants earning >US $100,000 (phase 1: US $49,999 vs US $100,000 median retention 34 days vs 24 days, respectively; P<.001; Figures 3I and 3J). We also noticed a dramatic difference in median participant retention between Android and iOS users enrolled in phase 1 (iOS 37 days and Android 22 days; P<.001). Table 2 and Multimedia Appendix 8 provide additional results and details on the survival analysis.

Figure 3. Study retention patterns across the 2 recruitment phases using Kaplan-Meier survival curves. (A)-(B) Cohort retention stratified by active (purple), passive (orange), and overall (ie, active or passive; blue) data streams. (C)-(D) Difference in retention based on completion of the baseline survey; cohort retention by (E)-(F) age group, (G)-(H) race or ethnicity, (I)-(J) income level, and (K)-(L) education level. The shaded region shows the 95% CIs based on the survival model fit.

Discussion

Principal Findings

Our results from the analysis of over 330,000 days of engagement data collected from over 10,000 participants in real-world settings showed that combining different recruitment and incentive distribution approaches can yield heterogeneous cohorts. To the best of our knowledge, this is one of the first studies to empirically assess real-world differences in participants’ sharing of multimodal passive data collected from iOS and Android devices using a bring your own device (BYOD) approach.
Overall, there were 5 key learnings. First, recruiting participants using different media, for example, digital advertisements on social media and web-based newspapers or crowdsourcing platforms, could result in heterogeneous subcohorts with varying characteristics. Second, participant engagement could vary significantly based on the recruitment source (eg, social media vs crowdsourced platforms) and incentive distribution approaches. Third, passive data collection could be substantially affected by technical variations in Android and iOS devices and the sociodemographic demographics of the cohort. Fourth, there is a greater likelihood of participants completing baseline health surveys if they are administered immediately after consent or enrollment. Fifth, monitoring patterns in real-world data collection at the study level could reveal technical glitches that could help guide contextual data filtering and cohort selection, leading to more reliable evidence generation. We now contextualize our principal findings to inform strategies to recruit, retain, and monitor trends in remote data collection to help collect real-world health data in a representative and equitable manner.

Combining Recruitment Platforms Could Yield Heterogeneous Real-world Cohorts

Notable differences were observed between the demographic and socioeconomic characteristics of participants recruited from web-based advertisements in social media and newspapers (phase 1) versus crowdsourcing platforms (phase 2). This indicates that combining multiple web-based recruitment sources could yield heterogeneous cohorts, resulting in nonuniform data collection. Future remote studies should assess the potential impact of combining the real-world data obtained from participants enrolled through different recruitment media. Furthermore, the web-based advertisement–based open enrollment approach in phase 1 while successfully recruiting a large cohort quickly also resulted in a significant proportion of bad actors joining the study to receive monetary incentives [37]. On the other hand, crowdsourcing platforms (MTurk and Prolific) were slower in recruiting participants, but their retention was notably higher than that of participants recruited using social media advertisements in phase 1. Indeed, as we have noted in an earlier paper, news outlets and social media recruitment are more likely to attract malicious actors [38] and, as we demonstrate here, less-committed research participants. However, despite the benefits of paid crowdsourcing platforms in effectively reaching and recruiting participants, researchers should carefully consider other factors that could influence the findings of a study [53-57] when recruiting participants from such platforms. These include (1) the primary motivation to remain engaged in remote studies, which may be tied to monetary incentives linked to task completion, and (2) the recruited population may not be representative of the general population [58] or of target health conditions. The characteristics of recruited participants may also vary substantially across recruitment platforms. (3) Nonnaivety-recruited people could be routine participants in research, which could impact the assessment of the actual underlying effect and (4) assessment of the fitness for the purpose of crowdsourced workers for a particular task or study [59-61].

Changes in the Incentive Distribution Can Have an Impact on Recruitment and Retention

By increasing the interval at which participants were paid, a significant reduction was observed in the number of malicious actors joining the study in phase 2. Furthermore, keeping the total incentive paid the same, participants who received less compensation weekly (phase 1) remained engaged in the study for a significantly shorter duration than those receiving a larger sum every 3 weeks (phase 2). Although higher retention in phase 2 cannot solely be attributed to a change in incentive distribution (because of a lack of randomization), it is indicative of a potentially interesting behavioral economics model [62] that addresses the perceived burden of participants with episodic but more significant rewards. The value of incentives relative to the study burden also varied by socioeconomic characteristic. In both phases, participants in lower-income groups engaged for longer, likely driven by the incentives, than those in higher-income groups, a finding evident in other studies [63]. Past research has shown that incentives can be an effective way to retain such participants, as small incentives could constitute a way of dealing with monetary barriers [64]. However, researchers should use such incentive-based engagement strategies in a noncoercive manner [65,66] so that potential study participants are not unduly influenced to join and share their data in a research study.

Assessing Patterns in Real-world Data Collection Can Reveal Underlying Technical Issues

The evaluation of day-to-day study-level data revealed several patterns indicating transient technical glitches in data collection that, if unaddressed, could bias downstream evidence generation. First, a significant drop in the relative rate of enrollment for baseline survey completion was observed in phase 1 (Figure 2). This could be indicative of a technical glitch in the data collection system or an attempt by a large number of bad actors to join the study to gain monetary incentives (if applicable). Second, active and passive data collection patterns varied notably across the study recruitment phases. For example, we identified 2 periods during the second phase of the study, when the study app collected no passive data despite the completion of active tasks by participants (Multimedia Appendix 9). This is likely a technical glitch in passive data collection that could severely impact the passive data density for the participants who were active during this period. Understanding the context and period in which the data are missing can guide cohort and data selection for a reliable and unbiased downstream analysis. Third, a small but substantial subset of participants recruited in phase 2 did not share the 2 mandatory passive data streams, accelerometer (503/4089, 12.3%) and gyroscope (856/4089, 20.9%), but continued to remain active in the study (Table 2). Near-real-time comparison of data modalities shared by participants can help the study teams triage participants who do not meet the required inclusion criteria per the approved study protocol. Fourth, the retention analysis stratified by technical variables (eg, device type) revealed latent idiosyncratic patterns. We observed a notable trend in retention for the participants recruited in phase 1 (Multimedia Appendix 8; Figure 3G). Participants with iOS devices showed a dramatic drop in retention around day 37 compared with a gradual decline for
those with Android devices. There may be several plausible reasons for this significant yet idiosyncratic retention pattern, seen only in phase 1 of the study. The sociodemographic characteristics varied significantly between the iOS and Android cohorts in phase 1 compared with phase 2 (Multimedia Appendix 3). In addition, there could have been a bug in the iOS app around week 6 (days 35–42) that could have impacted participant experience and data sharing in phase 1. Taken together, these findings show an urgent need to prioritize real-time monitoring of data collection in real-world settings while the study is in progress. This also provides a just-in-time intervention opportunity to understand, document, and fix the root cause, preventing lower-quality data collection.

**Passive Data Collection Can Vary Substantially in BYOD Studies**

Passive data collected from the participants’ own devices showed that the onboard sensors available across Android and iOS devices can vary substantially. Even for the common passive data streams available on both Android and iOS devices, there can be substantial differences in the sharing of multiple passive data streams linked to participants’ sociodemographic characteristics and device types. For example, in this study, Black individuals or African Americans were significantly less likely to share multimodal passive sensor data (Multimedia Appendix 5). Researchers should expect a high degree of heterogeneity in passive sensor data streams in large BYOD studies and consider the impact of device heterogeneity on data collection, analysis, and evidence generation [38,67-70].

**Impact of Participants’ Sociodemographic Characteristics on Retention**

Older participants (aged ≥60 years) were retained in the study for the longest duration. This finding is consistent with a previous large cross-study comparison of retention [63]. However, the impact of sociodemographic characteristics on participant retention was considerably different between the cohorts recruited using social media advertisements (phase 1) versus crowdsourcing platforms (phase 2). The relative difference in median retention within individual categories (eg, non-Hispanic White vs Hispanic or Latino) was remarkably higher and aligned with prior research [63] in the phase 1 cohort than the cohort recruited in phase 2 (Table 2). This indicates a significant discrepancy in how sociodemographic characteristics may affect participant retention based on recruitment sources. Our findings offer evidence that the population recruited from web-based crowdsourcing platforms shows more homogeneous engagement in research studies than the general population, a behavior that is likely driven by underlying motivation and monetary incentives.

In addition, the demographic composition of the United States is becoming increasingly multiethnic and pluralistic, and it is projected that there will be no majority racial or ethnic groups by 2060 [71]. The sociodemographic characteristics of the enrolled cohort together with nonuniform participant attrition show that large observational studies may not enroll and collect health outcomes from a diverse and representative population uniformly. Future studies should emphasize enrolling diverse populations, such as an All of Us cohort [72], and retaining a diverse sample throughout the study period to ensure that their learnings apply to diverse populations. In addition, some of the challenges in recruiting a diverse cohort have been identified to be related to participants’ perceptions, trust, and willingness to enroll and share their data with researchers, governments, and academic institutions [46,71].

**Timing of Administration of Baseline Surveys May Impact Completion Rates**

The engagement data showed that the timing of administration of the baseline survey could be linked to survey completion rates. The missingness rates of the baseline survey were notably different between the 2 phases (phase 1: 3135/6494, 48.27%; phase 2: 918/4274, 22.47%; Figures 3C and 3D). This indicates that participants were more likely to complete the baseline assessments if they were administered immediately after consent or enrollment (phase 2). This is likely due to a higher level of engagement when enrolling for the study than at subsequent time points, when attention may be captured by other activities. This finding is aligned with some prior research in which participants were more likely to engage with a mobile health app within 24 hours if prompts were provided when participants are most receptive [73]. Moreover, Bidargaddi et al [73] revealed that the degree of engagement is also influenced by other contexts, such as the time of day and the day of the week. These results could help us understand the importance of time of administering an assessment and its impact on data quality in research studies.

**Limitations and Future Directions**

The analysis of participant recruitment and retention data from the WASH study should be interpreted within the context of certain limitations. First, large-scale, fully remote data collection started close to the declaration of the COVID-19 pandemic in the United States, which is known to have changed our behavior and interaction with technology and devices [74]. Indeed, Inverso et al [75] showed higher engagement rates during the COVID-19 pandemic because of an increased reliance on technology during the lockdown. The WASH study began recruitment on March 15, 2020, shortly after the World Health Organization declared COVID-19 a pandemic on March 11, 2020. Therefore, we did not have pre-pandemic data to account for the potential impact of the pandemic on participant engagement with technology and devices. Second, the original purpose of the WASH study was to use the study app to detect cold and influenza symptoms. Thus, participants were not randomized among different recruitment platforms, incentive distribution frequency, and timing of baseline surveys that varied between phases 1 and 2 of the study. Consequently, our findings are not causal or linked to the impact of 1 factor on participant recruitment and retention between phases. For example, this analysis compares the population characteristics of those recruited from web-based crowdsourcing platforms (phase 2) compared with participants enrolling based on social media and local advertisements (open enrollment phase 1) as a whole. We were not able to explore within-phase recruitment differences; that is, between those recruited from social media versus those recruited from local news media advertisements. This is mainly because of the limited information available in the study data,
which does not allow for such differences to be investigated. Further research studies using a randomized design are needed to investigate the impact of individual changes in recruitment and retention strategies and their effectiveness for use in decentralized research. Third, we could not control for the participants’ previous experience in crowdsourcing platforms and research tasks, which can be a confounder [41] depending on the nature of the assessment. Future research studies should assess participants’ prior participation in similar or other research studies to assess any differential impact on primary outcomes. Fourth, in phase 1, participant recruitment via press releases was centered in the Greater Seattle area, which may not be representative of the population of the United States. In addition, because of the high proportion of missingness in the baseline geolocation data, we could not determine the geospatial representativeness of the cohort. Future studies should prioritize collecting high-level geolocation data, such as the state, city, or zip code, to help assess the geospatial representativeness of the study cohort. Fifth, we could not account for all the underlying within-study differences in the outcomes; for instance, the probable technical glitches concerning the steep drop in participant engagement at the participant level on day 36 in phase 1 and fluctuations in sensor data collection or management in phase 2 (Multimedia Appendix 9). These technical issues could have impacted the participants’ willingness to remain engaged and increased the perceived burden of participants who were active in the study at the time of technical glitches. Sixth, despite our filtering out bad actors, some could still have been successfully enrolled by creating multiple accounts or using multiple devices. We suggest that future digital health research studies specifically report and compare the impact of different temporal recruitment and incentive strategies on enrolled cohorts’ characteristics and engagement metrics as well as fraudulent enrollments to allow for future replication and the establishment of a set of guidelines for successful methods of participant recruitment and retention.
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Abstract

Background: The detection of early changes in vital signs (VSs) enables timely intervention; however, the measurement of VSs requires hands-on technical expertise and is often time-consuming. The contactless measurement of VSs is beneficial to prevent infection, such as during the COVID-19 pandemic. Lifelight is a novel software being developed to measure VSs by remote photoplethysmography based on video captures of the face via the integral camera on mobile phones and tablets. We report two early studies in the development of Lifelight.

Objective: The objective of the Vital Sign Comparison Between Lifelight and Standard of Care: Development (VISION-D) study (NCT04763746) was to measure respiratory rate (RR), pulse rate (PR), and blood pressure (BP) simultaneously by using the current standard of care manual methods and the Lifelight software to iteratively refine the software algorithms. The objective of the Vital Sign Comparison Between Lifelight and Standard of Care: Validation (VISION-V) study (NCT03998098) was to validate the use of Lifelight software to accurately measure VSs.

Methods: BP, PR, and RR were measured simultaneously using Lifelight, a sphygmomanometer (BP and PR), and the manual counting of RR. Accuracy performance targets for each VS were defined from a systematic literature review of the performance of state-of-the-art VSs technologies.

Results: The VISION-D data set (17,233 measurements from 8585 participants) met the accuracy targets for RR (mean error 0.3, SD 3.6 vs target mean error 2.3, SD 5.0; n=7462), PR (mean error 0.3, SD 4.0 vs mean error 2.2, SD 9.2; n=10,214), and diastolic BP (mean error –0.4, SD 8.5 vs mean error 5.5, SD 8.9; n=8951); for systolic BP, the mean error target was met but not the SD (mean error 3.5, SD 16.8 vs mean error 6.7, SD 15.3; n=9233). Fitzpatrick skin type did not affect accuracy. The VISION-V data set (679 measurements from 127 participants) met all the standards: mean error –0.1, SD 3.4 for RR; mean error 1.4, SD 3.8 for PR; mean error 2.8, SD 14.5 for systolic BP; and mean error –0.3, SD 7.0 for diastolic BP.
Conclusions: At this early stage in development, Lifelight demonstrates sufficient accuracy in the measurement of VSs to support certification for a Level 1 Conformité Européenne mark. As the use of Lifelight does not require specific training or equipment, the software is potentially useful for the contactless measurement of VSs by nonclinical staff in residential and home care settings. Work is continuing to enhance data collection and processing to achieve the robustness and accuracy required for routine clinical use.

International Registered Report Identifier (IRRID): RR2-10.2196/14326
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Introduction

The regular measurement of vital signs (VSs) is an integral component of clinical care, as changes in VS often occur a few hours before an adverse event [1], providing an opportunity for intervention. However, the recording of VSs is often inadequate, such that clinical deterioration often goes unnoticed or is not detected in time to treat effectively [2]. In response to this challenge, the National Early Warning Score (NEWS) has been developed as a systematic approach to identify and respond to patients at risk of deterioration in health care settings based on the scoring of respiratory rate (RR), oxygen saturation, temperature, systolic blood pressure (SBP), pulse rate (PR), and level of consciousness [3]. The Recognise Early Soft Signs, Take Observations, Respond, Escalate (RESTORE2) system for use in care homes incorporates the NEWS alongside observations of soft signs to identify potential deterioration in clinical conditions [4]; however, this requires staff to be trained in the measurement of VSs.

VS measurement following discharge, for example, after surgery, is also important to identify deterioration. A European study of 193 readmitted patients identified marked deteriorations in PR (23%) and RR (28%) but only small changes (1%-2%) in blood pressure (BP) and oxygen saturation [5]. However, another study of 725 patients reported that, while 53% followed at least 10 of the recommended steps necessary for accurate BP measurement at home, only 1% followed all 15 recommendations [6]. Thus, home measurement of VSs is important—RR and PR in particular—but requires several pieces of equipment (BP monitor, pulse oximeter) and for patients to be educated in best practices.

Digital health technologies, such as wireless smart patches that measure PR and RR and finger clip BP monitors, have the potential to improve the ease and accuracy of VS measurement (Table 1). Photoplethysmography (PPG; the basis of pulse oximetry) enables the rapid and simultaneous measurement of VSs by detecting changes in the light reflected from the skin surface due to volumetric changes in the blood vessels. PPG has been used to measure PR [7,8], oxygen saturation [9], BP [10,11], and RR [7,12]. The COVID-19 pandemic has increased interest in using remote technology as a way to monitor patients with nonserious symptoms to reduce the burden on health care facilities, making them available for high-risk groups and the seriously affected, and to monitor patients with other medical conditions, thereby avoiding the risk of SARS-CoV-2 infection associated with visits to health care facilities [13]. Contactless technology is also potentially useful in situations where current care cannot be readily used, such as in mental health settings [14].

Lifelight (Xim Ltd) is a novel software being developed as a medical device for the measurement of VSs by remote PPG (rPPG), based on live video capture of the face using the integral camera on smart devices (eg, laptops or smartphones). The software captures the average color of multiple regions of interest 30 times every second for 60 seconds; subtle changes in coloration are used to determine VSs (Figure 1).

<table>
<thead>
<tr>
<th>Key innovative technology and vital sign</th>
<th>Target accuracy, mean error (SD)</th>
<th>Basisa</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wireless smart patches</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse rate (beats per minute)</td>
<td>2.2 (9.2)</td>
<td>Weighted average of performance of 3 devices</td>
<td>[15-17]</td>
</tr>
<tr>
<td>Respiratory rate (respirations per minute)</td>
<td>2.3 (5.0)</td>
<td>Weighted average of performance of 4 devices</td>
<td>[15,16,18,19]</td>
</tr>
<tr>
<td><strong>Finger photoplethysmography monitor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>6.7 (15.3)</td>
<td>Weighted average of performance of 6 devices</td>
<td>[20-25]</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>5.5 (8.9)</td>
<td>Weighted average of performance of 6 devices</td>
<td>[20-25]</td>
</tr>
</tbody>
</table>

aRelevance and quality scores: 3.0-3.16 for pulse rate, 2.83-3.16 for respiratory rate, 2.83-3.5 for systolic/diastolic blood pressure.
Here, we report early validation steps of the Lifelight software for the measurement of PR, RR, SBP, and diastolic BP (DBP; in line with the intended purpose of Lifelight) [26]. As Lifelight is a contactless technology, there are no relevant International Organization for Standardization (ISO) standards for validation. The most similar devices are wireless smart patches and finger clip BP monitors. We therefore developed a novel methodology for validation, informed by the standards for pulse oximetry [27] and noninvasive sphygmomanometers [28], and a validation study of the pyroelectric polymer for measuring RR [29]. A rigorous systematic literature review was performed according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines to identify the performance of relevant devices for each VS. Quality and relevance scores were used to weight the findings (average score out of 4 for methodological quality: study design, sample size, method of comparison; scientific validity; and relevance to Lifelight’s intended purpose). These performance targets (Table 1) were calculated in preparation for a Conformité Européenne (CE)–marking audit. As per criterion 1 of the standard for noninvasive sphygmomanometers [28], the mean error and SD of the Lifelight measurements are compared with standard of care (SOC) measurements recorded concurrently. The targets in Table 1 have been approved by the UK Health Research Authority (HRA) for the ongoing Vital Sign Comparison Between Lifelight and Standard of Care (VISION) Acute study (NCT03998098) was to validate the use of Lifelight software to accurately measure VSs.

**Methods**

**VISION-D**

VISION-D was a prospective observational study conducted over 12 months during 2018 and 2019 [26], involving 8585 inpatients, outpatients, and healthy volunteers aged >3 years. There were no exclusion criteria to ensure local representation in age, sex, health condition, and skin tone and the inclusion of a wide range of VS values within and outside normal healthy ranges. The sample size was expected to exceed 2000 volunteers but was not formally prespecified, as it would depend on the incremental improvement in accuracy of the Lifelight system. The study continued until acceptable accuracy was achieved through machine learning. The sponsor kept the study teams informed on progress.

The study was conducted at Queen Alexandra Hospital, Portsmouth Hospitals University National Health Service (NHS) Trust in accordance with Good Clinical Practice and was approved by the HRA (Integrated Research Application System number: 242581). All participants gave written informed consent.

Measurements were taken by trained nursing staff and clinical trial assistants. PR and BP were measured with a standard clinical automatic sphygmomanometer (Welch Allyn Connex Spot Monitor) on one arm, allowing both to be measured simultaneously, rather than also using an electrocardiogram to record PR. RR was determined via the manual counting of observed inspirations over 60 seconds. The Lifelight software was run on a sixth generation Apple iPad, held approximately...
1 meter from the participant and angled toward their face. Measurement started and stopped automatically, and the data were sent to a secure database without being displayed (to prevent clinical interpretation or analysis). Two sets of measurements were taken by two staff members during the same 60-second period and then repeated, giving 4 sets in total (Figure 2). Pre- and postmeasurement observations were made of background luminosity, temperature, the use of makeup, and facial features.

**Figure 2.** Data collection in VISION-D. SOC: standard of care; VISION-D: Vital Sign Comparison Between Lifelight and Standard of Care: Development.

Transmitted data were encrypted and stored in a secure database. No identifiable data were stored. Only data for adults (≥18 years) were reported. The data were used to train the software algorithms: the ensemble machine learning algorithm Extra Trees [30] was used for BP, and the filtering of the Fourier-transformed space followed by shape feature counting was used for PR and RR.

VISION-V

VISION-V (n=127) was conducted at the School of Sport, Health and Exercise Science at the University of Portsmouth, United Kingdom, during 2019. Measurements were performed as in VISION-D but in a normobaric hypoxic chamber (Figure 3). VSs were measured 3 times in each participant by two observers who were blinded to their device readings and to each other’s readings. Data collection was overseen by an independent supervisor. The study was conducted in accordance with Good Clinical Practice and approved by the HRA (Integrated Research Application System number: 258187). All participants gave written informed consent.

In addition to standard VSs measurement, healthy participants aged 18-39 years exercised on a recumbent cycle ergometer (maximum intensity 200 W) to generate a wide range of PR and RR values, per the laboratory’s standard operating procedure and under the advice of the independent medical officer. The exercise intensity and hypoxic environment were individually titrated to induce ≥80% oxygen desaturation. VSs were measured immediately after each exercise bout.
Ethics Approval

Ethical approval for VISION-V was granted by the London-Dulwich Research Ethics Committee (reference 19/LO/0427). The Medicines and Healthcare products Regulatory Agency issued a notice of no objection for the medical device to be used in VISION-V (reference CI/2018/0078). VISION-D was approved by the HRA and Health and Care Research Wales (reference 18-NS-0047). All participants provided written informed consent.

Statistical Analysis

In VISION-D, the enrolled set comprised all recruited participants; the full analysis set (FAS) comprised those for whom VS measurements are included. Reasons for exclusion were an age of <18 years, incorrect or incomplete data entry, physiologically implausible data (determined by the clinical investigator), and low signal quality (pulse signal quality indicator <0.85; e.g., because of excessive movement or insufficient light).

To ensure the accuracy of sphygmomanometers over a clinically useful range, the ISO standard for SBP requires that ≥5% of measurements are ≤100 mmHg, ≥5% are ≥160 mmHg, and ≥20% are ≥140 mmHg [28]. For DBP, ≥5% of measurements should each be ≤60 mmHg and ≥100 mmHg, and ≥20% should be ≥85 mmHg [28]. We therefore analyzed similar BP subgroups constructed using data randomly selected from the full data set; the distribution was calculated by up-weighting all SBP/DBP bands not meeting the minimum percentages to become ≥5% or ≥25% of the subgroup as appropriate and down-weighting bands exceeding the minimum percentages.

A subgroup was also created using the Fitzpatrick Skin Type Scale [31], comprising ≥5% each in groups 1 and 4-6 and ≥20% each for groups 2 and 3, with up- and down-weighting as described for the BP subgroup.

The primary analysis in both studies assessed the performance of Lifelight against the SOC measurements; an accuracy target was deemed to be met if mean error and SD for Lifelight measurements at least equaled the target (Table 1). Heat maps were generated for the VISION-D data, as the large amount of data rendered a scatter plot unclear. Scatter plots were developed for the smaller VISION-V data set (which was insufficient for a heat map).

Linear regression was used to assess the impact of skin tone on the accuracy of Lifelight for measuring each VS, using the Fitzpatrick skin tones as the exploratory variable.

Results

VISION-D

The enrolled set comprised 8585 participants; 60%-67% were included in individual VS analyses, and 17,233 measurements were collected, of which 43%-59% were included in the individual VS analyses (FAS). Demographic details are provided in Table 2. There were no protocol deviations or adverse events.

The performance targets were met for all measurements except SBP in the FAS and the BP subgroup (Table 3). Heat maps of the reference method (SOC manual measurement) versus the test measurement are shown in Figure 4. Values for RR fell within a narrow range, distorting the appearance of the heat map. Amplifying the proportion of DBP data at extreme values slightly reduced the accuracy whereas amplifying the proportion of SBP data at extreme values had little effect (analysis not shown).
Table 2. Characteristics of the final analysis set in VISION-Da.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participantsb</th>
<th>Value, range</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td>N/Ac</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>5649 (65.8)</td>
<td>N/Ac</td>
<td>N/A</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>2936 (34.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), n</td>
<td>8585</td>
<td>4-96</td>
<td>49.7 (17.1)</td>
</tr>
<tr>
<td>**Fitzpatrick skin tone, n (%)**d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>RR</td>
<td>197 (3.44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>170 (3.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>158 (2.98)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>149 (2.89)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>2967 (51.81)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>2646 (51.41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>2733 (51.54)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>2663 (51.69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>2292 (40.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>2068 (40.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>2162 (40.77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>2101 (40.78)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>189 (3.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>185 (3.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>175 (3.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>169 (3.28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>28 (0.49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>29 (0.56)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>23 (0.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>22 (0.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>5 (0.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>2 (0.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>5 (0.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>5 (0.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unassigned</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR</td>
<td>49 (0.86)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>47 (0.91)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>50 (0.94)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>43 (0.83)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. VISION-D: Virtual Interactive System for Education in Nutrition and Dietetics.
b. N/A is not applicable.
c. N/A is not applicable.
d. Fitzpatrick skin tone scored from 1 to 6.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants</th>
<th>Value, range</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR (beats per minute)</td>
<td>5727</td>
<td>32-183</td>
<td>73.6 (12.2)</td>
</tr>
<tr>
<td>RR (respirations per minute)</td>
<td>5147</td>
<td>8-23</td>
<td>16.1 (2.8)</td>
</tr>
<tr>
<td>SBP (mmHg)</td>
<td>5303</td>
<td>71-223</td>
<td>130.7 (19.4)</td>
</tr>
<tr>
<td>DBP (mmHg)</td>
<td>5152</td>
<td>46-136</td>
<td>79.9 (9.2)</td>
</tr>
</tbody>
</table>

aVISION-D: Vital Sign Comparison Between Lifelight and Standard of Care: Development.
bValues for sex and age data are for the enrolled set; data for vital signs are for the full analysis set; only data from adults (>18 years) were analyzed.
cN/A: not applicable.
dNot all measurements contributed to each vital sign (eg, not everyone with a Fitzpatrick skin tone of 1 had respiratory rate, pulse rate, systolic blood pressure, and diastolic blood pressure analyzed because of exclusions, such as poor signal quality).
eRR: respiratory rate.
fPR: pulse rate.
gSBP: systolic blood pressure.
hDBP: diastolic blood pressure.

Table 3. Performance of Lifelight in VISION-Da.

<table>
<thead>
<tr>
<th>Measurements (n=17,233), n (%)</th>
<th>Accuracy, mean error (SD)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target</td>
<td>Full analysis set</td>
</tr>
<tr>
<td>Pulse rate (beats per minute)</td>
<td>10,214 (59)</td>
<td>2.2 (9.2)</td>
</tr>
<tr>
<td>Respiratory rate (respirations per minute)</td>
<td>7462 (43)</td>
<td>2.3 (5.0)</td>
</tr>
<tr>
<td>Systolic BP (mmHg)</td>
<td>9233 (54)</td>
<td>6.7 (15.3)</td>
</tr>
<tr>
<td>Diastolic BP (mmHg)</td>
<td>8951 (52)</td>
<td>5.5 (8.9)</td>
</tr>
</tbody>
</table>

aVISION-D: Vital Sign Comparison Between Lifelight and Standard of Care: Development.
bBP: blood pressure.
cN/A: not applicable.
Figure 4. Heat maps for correlation between Lifelight (test methods) and standard of care (reference) measurements in VISION-D. The density of white points illustrates the extent of overlap. Correlation coefficients ($R^2$) were 0.89 for pulse rate, 0.11 for respiratory rate, 0.30 for systolic blood pressure, and 0.15 for diastolic blood pressure. The line of identity ($y=x$) illustrates when the Lifelight (test) measurement provided was the same as the reference. bpm: beats per minute; VISION-D: Vital Sign Comparison Between Lifelight and Standard of Care: Development.

For the Fitzpatrick subgroup, the performance targets were met for PR, RR, and DBP; for SBP, the standard was met for mean error but not SD (Table 4). The regression analysis for skin tone showed only small changes in error between one Fitzpatrick group and the next, with similar changes in error for the FAS and Fitzpatrick subgroup (Table 5).

As data accumulated, signal processing was used to improve the accuracy of PR and RR measurement and machine learning for BP. The SBP SD decreased from 22 to 14 mmHg over the 12-month study. The proportion of measurements ≤ 5 mmHg of the reference doubled from 15% to 30%, and the percentage of measurements ≤ 10 mmHg increased from 30% to 50%.

Table 4. Performance of Lifelight in VISION-D in the Fitzpatrick subgroup.²

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Eligible measurements, n</th>
<th>Target, mean error (SD)</th>
<th>Accuracy, mean error (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse rate (beats per minute)</td>
<td>6700</td>
<td>2.2 (9.2)</td>
<td>0.3 (4.0)</td>
</tr>
<tr>
<td>Respiratory rate (respirations per minute)</td>
<td>4520</td>
<td>2.3 (5.0)</td>
<td>0.4 (3.7)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>5152</td>
<td>6.7 (15.3)</td>
<td>3.6 (16.6)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>4960</td>
<td>5.5 (8.9)</td>
<td>−0.4 (8.5)</td>
</tr>
</tbody>
</table>

²VISION-D: Vital Sign Comparison Between Lifelight and Standard of Care: Development.

The subgroup comprised ≥5% each in groups 1 and 4-6 and ≥20% each for groups 2 and 3.
Table 5. Regression analysis for skin tone.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Full analysis set Measurements, n</th>
<th>Change in error</th>
<th>Fitzpatrick subgroup Measurements, n</th>
<th>Change in error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse rate (beats per minute)</td>
<td>10,131</td>
<td>0.45</td>
<td>6700</td>
<td>0.46</td>
</tr>
<tr>
<td>Respiratory rate (respirations per minute)</td>
<td>7391</td>
<td>0.11</td>
<td>4520</td>
<td>0.13</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>9148</td>
<td>0.5</td>
<td>5152</td>
<td>1.1</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>8870</td>
<td>−0.8</td>
<td>4960</td>
<td>−0.8</td>
</tr>
</tbody>
</table>

Values are the change in error from one Fitzpatrick group to the next in the full analysis set and the Fitzpatrick subgroup, comprising ≥5% each in groups 1 and 4-6 and ≥20% each for groups 2 and 3.

VISION-V

Characteristics of the FAS (n=125) are presented in Table 6. There were no protocol deviations or adverse events. For the different VSs, 61%-83% of measurements were eligible for the performance analysis (Table 7). The scatter plots showed good correlations between Lifelight and SOC measurements of VSs (Figure 5). The performance targets for the FAS were met for all VSs (Table 8).

Table 6. Reference data for the full analysis set in VISION-V (n=125 participants).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td>Value, mean (SD)</td>
</tr>
<tr>
<td>Male</td>
<td>55 (44)</td>
</tr>
<tr>
<td>Female</td>
<td>70 (56)</td>
</tr>
<tr>
<td>Age (years), range</td>
<td>18-66</td>
</tr>
<tr>
<td>Pulse rate (beats per minute), range</td>
<td>47-127</td>
</tr>
<tr>
<td>Respiratory rate (respirations per minute), range</td>
<td>6-27</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), range</td>
<td>96-176.5</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), range</td>
<td>62-109.5</td>
</tr>
</tbody>
</table>

VISION-V: Vital Sign Comparison Between Lifelight and Standard of Care: Validation.

Table 7. Eligible measurements in VISION-V.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants included in analyses, n</th>
<th>Eligible measurements(^b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse rate</td>
<td>72</td>
<td>308 (83)</td>
</tr>
<tr>
<td>Respiratory rate</td>
<td>67</td>
<td>143 (61)</td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>115</td>
<td>115 (69)</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>113</td>
<td>113 (64)</td>
</tr>
</tbody>
</table>

VISION-V: Vital Sign Comparison Between Lifelight and Standard of Care: Validation.

\(^b\) Complete measurement sets where the photoplethysmography signal quality was adequate to measure vital signs using Lifelight. Lifelight measurements were eligible for the analysis if the photoplethysmography signal quality was ≥0.85 and the measurement set was complete (one set each for pulse rate, systolic blood pressure, and diastolic blood pressure.)
Figure 5. Scatter plots with correlation lines for the vital signs measured with Lifelight (test) versus standard of care (reference) method. Correlation coefficients (R²) were 0.94 for pulse rate (PR), 0.30 for respiratory rate (RR), 0.21 for systolic blood pressure (SBP), and 0.17 for diastolic blood pressure (DBP); 95% Bland-Altman limits of agreement were −5.9 and 8.8 bpm for PR, −6.9 and 6.6 for RR, −25.6 and 31.2 for SBP, and −14.1 and 13.4 for DBP. bpm: beats per minute; rpm: respirations per minute.

Table 8. Accuracy of Lifelight in VISION-Va.

<table>
<thead>
<tr>
<th></th>
<th>Target accuracy, mean error (SD)</th>
<th>Accuracy in VISION-V, mean error (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse rate (beats per minute)</td>
<td>2.2 (9.2)</td>
<td>1.4 (3.8)</td>
</tr>
<tr>
<td>Respiratory rate (respirations per minute)</td>
<td>2.3 (5.0)</td>
<td>−0.1 (3.4)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>6.7 (15.3)</td>
<td>2.8 (14.5)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>5.5 (8.9)</td>
<td>−0.3 (7.0)</td>
</tr>
</tbody>
</table>

aVISION-V: Vital Sign Comparison Between Lifelight and Standard of Care: Validation.

Discussion

Principal Results

VISION-D and VISION-V demonstrate the accuracy of the Lifelight software in the simultaneous contactless measurement of VSs, based on more than 17,000 measurements. The predefined performance targets were met for PR, RR, and DBP in VISION-D; for SBP, the mean error was met but not SD (Table 3). All targets were met in VISION-V (Table 8). On the basis of these data, Lifelight achieved Level 1 CE mark certification as a medical device [14].

The use of mobile devices for measurement of VSs presents some challenges compared with controlled laboratory scenarios, for example [32]. To mitigate some of these challenges, we have compared VSs that were measured simultaneously by using SOC methods and Lifelight. We believe VISION-D to be the largest study to date to measure VSs using rPPG. As there are currently no standards for contactless measurement of VSs, we developed performance targets in discussion with the HRA and a CE-marking auditor (Table 1). The HRA has accepted these targets for the ongoing VISION-Acute study (NCT04589923), and the targets can therefore be considered applicable to the VISION-V and VISION-D studies. The software algorithms were refined continuously by using data collected during VISION-D, and the final algorithms were used in VISION-V. The accuracy targets (set before data analysis) were met in VISION-V. Although participants in VISION-V had a wide range of VS values, the ISO distribution criteria for BP were not met, likely because the participants were from a healthy population (few had hypotension or hypertension). However, amplifying the proportion of participants with high/low BP in VISION-D did not affect the accuracy of SBP measurement, but the SD for the DBP performance target was no longer met.

Although the accuracy targets were met for RR, values recorded by Lifelight were 10 to 20 respirations per minute (rpm), whereas the reference values were 5 to 22 rpm, indicating that...
there may be some loss of accuracy at the slower rates. An RR above 22 rpm is clinically important but was not captured in the VISION-V and VISION-D studies, likely because the participants were mostly healthy. This is being addressed in both the VISION-Acute and the VISION: Multisite Development (VISION-MD) studies (NCT04589923 and NCT04763746, respectively), which are enrolling a broader range of patients with VS values outside the normal range, including some who are critically ill, to improve the accuracy of Lifelight for clinical use.

Our substantial database from VISION-D includes medical history, temperature, light (lux meter), Fitzpatrick skin tone, facial tattoos, birthmarks, facial hair, etc, which can be used to explore potential interference factors (in contrast to the Medical Information Mart for Intensive Care PPG database of patients who are critically ill [33]).

Limitations and Future Work
Studies in 2018 and 2019 demonstrated the potential of PPG to detect changes in cardiovascular activity and the measurement of BP [34-36]; a recent study claims to meet the ISO standards for BP measurement (ISO 81060-2), based on 225 measurements in 85 volunteers [37]. The accuracy in VISION-V was also within the ISO 81060-2 standard (5 ± 8 mmHg) for DBP, and it was within the mean error but not within the SD for SBP, although this ISO relates to the cuff-based measurement of BP. In addition, based on the mean error in VISION-D, the performance of Lifelight was comparable to that reported in the literature for most of the devices on which the standards were based. BP is inherently more complex to measure than PR and RR, in terms of the data form and machine learning and because reference measurements are less accurate.

As with any recording device, signal quality may be compromised if the participant moves excessively or light levels are insufficient. The proportion of eligible measurements ranged from 61% for RR to 83% for PR. Ineligible measurements were largely due to the inadequate quality (blurring) of the video recordings. Higher-resolution video recording is being used in the current VISION studies (described in more detail below), which is expected to provide a cleaner and more robust signal. However, Lifelight is easy to use, and measurements can be repeated within a minute in the event of a poor signal.

Skin type is a potential source of error with PPG devices, as melanin absorbs green light, potentially increasing errors in measurements in dark-skinned individuals compared with light-skinned individuals [38]. However, skin type does not affect the accuracy of Lifelight: the performance targets were met for RR, PR, and DBP in the Fitzpatrick subgroup, and mean error was met for SBP but not SD. Moreover, amplifying the proportion of participants with light and dark tones did not affect accuracy. Bent and colleagues [38] also reported that Fitzpatrick skin type had no significant effect on the accuracy of PR measurements by wearable optical heart rate sensors; however, this was a small study (n=53). Although the Fitzpatrick Skin Type Scale is the current gold standard [31], its use has been criticized because of racial bias, weak correlation with skin color, and broad within-group variations in skin tone. Spectrocolorimetry, which uses multiple variables to categorize skin tone objectively, has been proposed as an alternative [31], which may be incorporated into later studies to confirm our findings.

The accuracy of the Lifelight algorithms will further improve with continuing data collection. The ongoing VISION-MD study is collecting data from a wide range of participants, including patients who are critically ill, which will be used for algorithm development and then testing. Higher-resolution video data are being collected in this study, and the algorithms are focusing on smaller but higher-quality regions of interest.

Comparison With Prior Work
The use of rPPG offers several advantages in addition to the rapid and contactless measurement of RR, PR, and BP simultaneously. There is no need for calibration, servicing, cleaning several pieces of equipment, or specialist training. Such advantages are particularly useful in residential care. Indeed, Lifelight has been piloted with the Hampshire Hospitals NHS Foundation Trust as part of a telemmedicine service during the COVID-19 pandemic [39]. Care teams found the software easy to use and care was improved, as residents did not need to travel and VSs could be recorded easily by a known carer; clinicians’ travelling time was also reduced. Another study of remote VS monitoring in residential care reported that 87% of emergency department attendances were avoided [40]. Less tangible but valuable benefits include reduced anxiety among staff and residents, particularly the fear of hospitalization [40]. Notably, RR is often missed from VS monitoring or measured inaccurately [41], but changes in RR can be a harbinger of physiological conditions such as hypoxia, hypercapnia, and acidosis [42]. During the COVID-19 pandemic, patients at risk in England were provided with pulse oximeters, with instructions to seek medical help if oxygen saturation fell below 92% [43]. However, changes to RR indicate increased ventilation and precede reductions in oxygen saturation [41], thus giving an earlier indication of clinical deterioration. A PPG device to record RR would therefore be invaluable in this situation. The COVID-19 pandemic also highlighted the importance of contactless VS measurement [13].

Conclusion
This preliminary evaluation of Lifelight demonstrates sufficient accuracy in the measurement of VSs to support Level 1 CE mark certification, with further work ongoing to develop Lifelight into a robust method for measurement of VSs in daily clinical use. As the use of Lifelight does not require specific training or equipment, the software is potentially useful for the contactless measurement of VSs by nonclinical staff in residential and home care settings.
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Abstract

Background: Public health programs are tasked with educating the community on health topics, but it is unclear whether these programs are acceptable to learners. Currently, these programs are delivered via a variety of platforms including in-person, virtually, and over the telephone. Sickle cell trait (SCT) education for parents of children with this trait is one of many education programs provided by the Ohio Department of Health. The novel SCTaware videoconference education program was developed by a research team after central Ohio’s standard program transitioned from in-person to telephone-only education during the COVID-19 pandemic.

Objective: Our objectives were to investigate the acceptability of the format and engagement with the SCTaware education and assess parental worry about having a child with SCT before and after receiving SCTaware.

Methods: This was a single-center, prospective study of English-speaking parents of children <3 years of age identified to have hemoglobin S trait by newborn screening. Parents who previously received SCT education by telephone, were able to be contacted, and had access to an electronic device capable of videoconferencing were eligible to complete surveys after receiving the virtual SCTaware education program. The SCTaware educator also completed a survey to assess participant engagement. Data were summarized descriptively and a McNemar test was used to compare parental worry before and after receiving SCTaware.

Results: In total, 55 participants completed follow-up surveys after receiving standard SCT telephone education and then completing SCTaware. Most (n=51) participants reported that the SCTaware content and visuals were very easy to understand (n=47) and facilitated conversation with the educator (n=42). All of them said the visuals were respectful and trustworthy, helped them understand content better, and that their questions were addressed. Nearly two-thirds (62%, n=34) reported that the pictures appeared very personal and applied to them. The educator noted most participants (n=45) were engaged and asked questions despite having to manage distractions during their education sessions. Many participants (n=33) reported some level of worry following telephone-only education; this was significantly reduced after receiving SCTaware (P<.001).
Conclusions: Our results suggest that SCTaware is acceptable and engaging to parents. While telephone education may make SCT education more accessible, these findings suggest that many parents experience significant worry about their child with SCT after these sessions. A study to evaluate SCTaware’s effectiveness at closing parents’ SCT knowledge gaps is ongoing.

(JMIR Form Res 2022;6(11):e38780) doi:10.2196/38780
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Introduction

Public health programs are tasked with educating communities on health topics such as diabetes, asthma, and heart disease. The Ohio Department of Health (ODH) oversees many such education programs, the format of which can vary from in-person to telephone to virtual. One example is the sickle cell trait (SCT) education program for parents of newborns identified as having hemoglobin S trait through newborn screening (NBS) [1].

Nearly 3 million people in the United States have SCT, and approximately 2000 infants are born annually with sickle cell disease (SCD) [2], a chronic blood disorder that can lead to pain, stroke, and early mortality [3]. Individuals with SCT are typically asymptomatic, but to make informed reproductive decisions, they must be knowledgeable about their SCT status, SCD, and if their reproductive partner also has SCT. This is pertinent since two parents with SCT have a 25% chance of having a child with SCD and a 50% chance of having a child with SCT. Despite universal NBS that reliably identifies infants with SCT, >80% of individuals of childbearing age with SCT do not know their status [4,5]. This suggests that public health programs that notify and educate parents of infants with SCT are not as well received, accessible, or effective as needed in practice. There have been studies to suggest that using videoconferencing to deliver genetic counseling information to other populations is a method that can increase the level of satisfaction and accessibility to counseling [6], but this format has not been studied in SCT.

The ODH supported one-on-one in-person SCT education of parents of children with SCT by a trained educator prior to 2020, which increased many parents’ knowledge and was well received, but approximately one-third of parents who were eligible to receive this education in central Ohio did not attend these sessions, likely due to difficulties in transportation and access. With the COVID-19 pandemic, ODH shifted to a telephone-only program. While changing to this format has potential benefits of reducing transportation barriers and increasing parental access to SCT education, it also adds challenges, including difficulty building rapport between the educator and parent and the inability to use supporting visual materials to explain SCT. Its effectiveness, acceptability, and impact on parents’ level of worry about having a child with SCT and/or SCD have not been studied. Given work that suggests parents with a trait for a genetic disease report that effective education about their trait decreases their anxiety, increases their preparedness, and increases their sense of control about the potential of having a child with a genetic disease [7], studies are needed to evaluate the effectiveness of novel SCT education programs.

According to Centers for Disease Control and Prevention guidance on providing health education curricula, effective education not only presents clear and understandable information but is also engaging and acceptable to learners in that it addresses their values, attitudes, and beliefs [8]. To overcome some limitations of both in-person and telephone-only education, we developed SCTaware, a health literacy (HL)–informed, videoconferencing-delivered SCT education program. SCTaware allows for at-home access to SCT education with visual materials and the opportunity to build rapport between parent and educator to facilitate engagement, question-asking, and understanding, and to reduce parental worry. Therefore, the aim of this study was to assess the acceptability of the content and format of this program and parental engagement with SCTaware. We also aimed to assess perceptions of worry among parents before and after receiving SCTaware.

Methods

SCTaware

SCTaware was developed by a multidisciplinary research team after evaluation of the existing in-person SCT program in central Ohio [9]. SCTaware is a one-on-one videoconferencing education that is delivered by a trained educator to parents of children with SCT identified by NBS. This program focuses on the reproductive implications of having SCT to encourage parents who do not know their SCT status to get tested. It includes having a trained educator provide the content, core knowledge objectives, a plain language–talking guide to support the educator, HL-based communication strategies to increase learner engagement and foster participation (eg, teach-back), and HL-informed and culturally sensitive visuals to support the verbal content [10].

Study Design

This was a single-center, institutional review board–approved, prospective study of parents of children identified to have hemoglobin S trait by NBS. English-speaking adult biological parents of children <3 years of age with hemoglobin S trait who received telephone education were identified from the telephone educator’s schedule within the electronic mearents who were able to be contacted via telephone by the virtual educator and member of the study team were eligible to participate if they did not have SCD or a child with SCD, had not received SCT education in central Ohio for another child, were not (or partner
was not) currently pregnant, and had access to an electronic device capable of videoconferencing

**Study Procedures**

Parents who consented to participate were asked to complete surveys after receiving the SCTaware content. In addition to completing a demographics survey and reporting the type of device they used to receive SCTaware, acceptability and level of worry were assessed using the Education Effectiveness Survey (EES). This survey includes an 18-item Likert scale of multiple-choice items and one open-ended item. The EES was developed using a modified version of the education satisfaction survey that was used in a prior SCT study [9]. It was used to evaluate parents’ satisfaction with the virtual educator and visual materials, to assess if SCTaware addressed parents’ learning barriers, to gauge parents’ level of worry (eg, not worried, a little worried, very worried) about having a baby with SCT before and after receiving SCTaware, and to obtain parent input on the best methods to provide additional SCT education after SCTaware. It also allowed participants to provide open-ended comments about their experience.

After each session, the virtual educator also completed a survey to assess parent engagement and distractions, to quantify the number of questions parents asked, to assess parents’ ability to teach-back key content, and to record the time it took to complete the session. The 5-item survey included 4 multiple-choice responses and 1 open-ended question. This survey was pilot-tested with the SCTaware development team. To assess reliability over time, 6 education sessions were also randomly observed by an additional SCTaware development team member who also completed the survey.

**Statistical Analysis**

Data were summarized descriptively. Frequency and percentage for qualitative variables and mean or median and IQR were calculated for quantitative variables. A McNemar test was used to compare parental worry before and after receiving SCTaware. A \( P \) value <.05 was considered statistically significant. Analyses were completed using the base R statistical package (R Foundation for Statistical Computing).

**Ethics Approval**

Documentation of verbal informed consent was required prior to study participation (Clinical Trials number: NCT03984500). This study was approved by the Nationwide Children’s Hospital Institutional Review Board (STUDY00000122).

**Results**

**Participants**

Of the 391 parents of children with SCT who received telephone education between October 2020 and October 2022, 154 (39%) were able to be contacted, and 86 (56%) consented to participate. Of these, 60 (70%) completed the SCTaware education session (Table 1), and 55 (64%) completed the EES.
Table 1. Characteristics of participants completing SCTaware education.

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Participants (N=60), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female sex</td>
<td>59 (98)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>7 (12)</td>
</tr>
<tr>
<td>25-39</td>
<td>51 (85)</td>
</tr>
<tr>
<td>40-64</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>46 (77)</td>
</tr>
<tr>
<td>White</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>57 (95)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Language spoken at home</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>50 (83)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Type of electronic device used for education session</td>
<td></td>
</tr>
<tr>
<td>Smartphone (Android or iPhone)</td>
<td>37 (62)</td>
</tr>
<tr>
<td>Computer</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Tablet or iPad</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Missing</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Type of internet connection used for education session</td>
<td></td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>47 (78)</td>
</tr>
<tr>
<td>Data plan</td>
<td>7 (12)</td>
</tr>
<tr>
<td>Hotspot</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Missing</td>
<td>5 (8)</td>
</tr>
</tbody>
</table>

**SCTaware Education**

The mean length of the SCTaware education session was 34.4 (median 30, IQR 10) minutes. A total of 14 parents reported having learning barriers (problems hearing, seeing, reading, understanding English, or other) that make it hard for them to learn new things.

**Understandability of Content**

Nearly all participants (n=54, 98%) reported the words used by the educator were somewhat to very easy to understand. All participants agreed that they had a chance to ask questions, that these questions were answered, and that they were given the opportunity to teach-back key concepts to ensure that they understood.

All participants agreed or strongly agreed that the SCTaware visuals helped them understand SCT. Most participants (n=47, 85%) reported that the visuals used were very easy to understand, appeared professional (eg, respectful, trustworthy; n=55, 100%), told helpful information (n=42, 76%), and facilitated conversation with the educator (n=42, 76%). Nearly two-thirds (n=34, 62%) reported that the pictures appeared very personal and applied to them, and 27% (n=15) felt that the visuals were actionable, in that they told the participant what to do (eg, directing a participant how to get tested for SCT).

**Education Format Preferences**

Most participants either preferred the virtual session (n=29, 53%) or having the combination of the telephone education and then the virtual session (n=21, 38%). A few (n=5, 9%) reported they preferred the telephone-only education to the virtual session. Those who preferred the virtual or the combination of virtual and telephone-only education reported that the virtual format “made it like we (Educator and Parent) were face to face,” and that “it allowed me (Parent) to feel present in the conversation and learning.” They also reported that it allowed the educator “to show them things,” and that “I (Parent) was able to learn at my own pace.” Participants reported their preferences about potential methods to receive additional SCT information after the SCTaware session (Table 2).
Table 2. Participant preferences for how to receive additional information on sickle cell trait.

<table>
<thead>
<tr>
<th>Participant preferences</th>
<th>Participants (n=55), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A sickle cell trait website on the internet</td>
<td>26 (46)</td>
</tr>
<tr>
<td>Another education session by smartphone, computer, tablet, or iPad</td>
<td>25 (45)</td>
</tr>
<tr>
<td>Mailed brochure or booklet</td>
<td>17 (30)</td>
</tr>
<tr>
<td>Another telephone call</td>
<td>13 (23)</td>
</tr>
<tr>
<td>A sickle cell trait mobile app</td>
<td>9 (16)</td>
</tr>
<tr>
<td>Video/DVD</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Group session</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Do not want any more information</td>
<td>5 (9)</td>
</tr>
</tbody>
</table>

**Educator Perceptions on Engagement**

The educator reported that most (n=45) of the participants who completed SCTaware were highly engaged in the education; however, 10 did not use their camera on their electronic device, making engagement assessment among these participants challenging. The educator noted that most (82%, n=49) asked at least one question and 40% (n=24) asked more than three questions. The educator also noted that distractions, frequently a young child crying, were common among parents (65%, n=39), but that many distracted participants were still “fairly engaged despite being distracted and made an effort to indicate listening.”

The observers’ and educator’s assessments of perceived engagement aligned for all 6 randomly observed sessions. Perceptions of level of distraction were aligned for 3 sessions and were closely aligned for the other 3 sessions.

**Parent Perceptions of Worry**

Of the 55 participants who completed the EES, 60% (n=33) reported some level of worry about having a child with SCT after receiving telephone-only education and before receiving SCTaware, 24% (n=13) of those being very worried. After receiving SCTaware, 55% (n=30) of parents had less worry; only 5% (n=3) had increased worry. Only 2% (n=1) remained very worried after receiving SCTaware (Figure 1).

**Participants’ Open-ended Feedback on SCTaware**

A few parents reported that the virtual educator “explained things very well” and “got me to think about getting blood work done to see if I’m a trait carrier,” that the education was “very enlightening,” and that “the educator was clear and explained everything in a systematic way that made it easy to understand.” One participant also reported that the teach-back method was “cool...but at times it made me feel like a kid being told to listen up.” However, this same individual also felt that teach-back “helped things to stick a little better [so] it’s a thin line between good and unsure.”
Discussion

Principal Findings

With an increase in reliance on digital technology use, especially to provide education [11], virtual education has emerged as a method with the potential to close knowledge gaps on important public health topics. Similar studies on genetic counseling provided through videoconferencing services have found that this method of delivery increases accessibility by reducing travel burdens and increasing convenience [6]; however, acceptability of and engagement with these programs among learners in public health education settings has not been extensively studied. This study demonstrated that the SCTaware virtual education program is highly acceptable to parents of young children with SCT. Most virtually educated parents reported that the visuals facilitated understanding of the content and conversation with the educator. This study also suggests that many parents have some level of worry about having a child with SCT after receiving education about it by telephone. This may indicate that telephone-only education is not adequate to fully address parental concerns or may leave parents feeling unable to ask additional questions that may arise after their telephone education session. This may also be because while telephone education is convenient, it may not support learning goals, may not facilitate adequate psychosocial support between educator and learner since educators are not face-to-face with parents, and may inadequately support learning since visual materials cannot be shared. Fortunately, most participants reported a reduction of worry after receiving SCTaware. Additionally, our educator reported high engagement with participants who completed SCTaware, with 82% (n=49) asking at least 1 question, and 40% (n=24) asking more than 3. These findings and parents’ open-ended feedback may reflect the effectiveness of our intentional use of HL strategies, such as putting responsibility on the educator to promote comfort with asking questions and to ensure parent understanding through teach-back. The parents’ positive reports of teach-back underscore its value to confirm understanding. The comment regarding both positive and unsure aspects of teach-back reflects the importance of using it correctly, that is, the educator taking responsibility for being clear [12].

This study found that 62% (n=34) of participants reported the pictures appeared very personal and applied to them. This was lower than expected when compared to the high rating of understandability of visuals by participants. This may reflect efforts to address cultural sensitivity and diversity such that the figures depicted in the visuals had a generic appearance. Additional research is needed to better identify optimal depiction of human figures in SCTaware and similar materials to promote both individual connection as well as inclusiveness. Nevertheless, participants reported high satisfaction, affirming the visuals were very easy to understand, professional, helpful, and facilitated conversation with the educator.

Notably, we observed that participants often faced distractions and interruptions, most of which were out of the parents’ control (eg, a crying child) during their virtual education session. These interruptions did not necessarily impact parental engagement as assessed through the educator survey. However, divided attention while learning has been shown to impair long-term memory retention and decrease one’s ability to apply learned knowledge to new context [13]. This may impact long-term knowledge gain about SCT. A potential strategy to reduce the impact of distractions on knowledge gain could be to ask parents to find a quiet and interruption-free space prior to the education. However, we recognize that this may not always be possible, especially since parents of children with SCT are educated shortly after their child’s birth. Alternatively, encouraging parents to attend to distractions and then re-engaging them may shorten the distraction and allow them to remain attentive to the material when it is being presented.

Comparison With Prior Work

We observed many parents had high levels of worry after receiving telephone-only SCT education, but this level of concern lessened after SCTaware. This is consistent with prior literature that suggests that effective genetic counseling for abnormal hemoglobin traits can lower anxiety among family members [14]. Future studies that test the effectiveness of virtual education at increasing SCT knowledge and reducing worry, potentially with a follow-up telephone call, are warranted, considering that many parents reported preference for a combination of virtual and telephone education, and nearly a quarter preferred to receive additional SCT information via telephone.

In contrast to our prior study of in-person SCT education [9], where parents rarely asked questions, we found that most parents who received SCTaware asked 1 or more questions. This is notable because question-asking can be used to confirm that learners are engaged with material and is an opportunity for the educator to correct misunderstandings when these may not have been otherwise identified. Furthermore, since parental information-seeking behavior, including collaborative question-asking between parents and genetic counselors, is associated with enhanced knowledge among parents of children with cystic fibrosis [15], this increase in question-asking may ultimately positively impact parents’ SCT knowledge.

Limitations

This study has a few limitations. First, since only English-speaking parents were recruited via telephone, we were unable to assess SCTaware’s acceptability among those who could not be contacted, were not proficient in English, who did not have the ability to access the virtual education, or who declined participation. It is possible that parents who participated were more motivated, worried, and engaged in learning about SCT and were, therefore, more likely to report high acceptability of SCTaware. While access to the technology required to complete SCTaware could limit the applicability of our program, we suspect this will be less of a limitation with time, since digital technology is becoming more ubiquitous [16]. Development and assessment of acceptable materials to serve parents who do not speak English as a primary language is also an important next step to increasing accessibility to SCTaware. Since genetic counseling sessions that utilize an interpreter have been shown to reduce the number of questions asked by patients and the overall levels of interaction between patients and providers [17],
training of future educators and interpreters to ensure thoroughness of education and acceptability by non-English speaking parents is vital, especially since most parents who have children with SCT worldwide may not be proficient in English.

Second, while mothers and fathers were eligible, mothers were primarily recruited. This is likely because mothers were listed as the primary contact for telephone SCT education in the electronic medical record. This finding is consistent with the literature. Studies have found that fewer than a third of fathers attended pretesting cancer genetic counseling appointments, yet findings suggest that attendance of both parents in a genetic counseling session may result in parents feeling more informed [18]. Future research is needed to identify how to reduce this disparity and to investigate if and how mothers communicate their SCT knowledge to their child’s father.

Third, SCTaware was provided by a single educator who was aware that some sessions were going to be randomly observed by members of the study team and evaluated by participants. This may have impacted how the educator provided the education, and future studies need to consider if ongoing evaluation is needed to ensure that the SCTaware program is consistently delivered. Additionally, the acceptability of the virtual program may be related to this educator’s ability to connect with parents and may not be generalizable. Careful selection criteria for future educators and standardized training will be needed to effectively disseminate SCTaware to a larger audience.

Lastly, survey responses may have been biased. For example, participants reported both their pre- and postlevel of worry about having a child with SCT after receiving SCTaware. Postsession impressions may have affected their rating of presession worry. Additionally, participants had an ongoing relationship with the educator as they completed the study activities, which may have influenced their responses. The educator and participants were also aware when an additional team member observed the education session, which may have impacted the parent’s engagement. Finally, it is necessary to determine if SCTaware closes knowledge gaps and if the program results in increased parental testing.

Conclusions

Virtual HL-informed SCT education was found to be highly acceptable as a method for distributing information about a common and important public health topic. This suggests that virtual education in the public health setting may be a promising intervention to increase accessibility to other public health information, especially among populations who may have challenges attending in-person education sessions. Future research is needed to determine if this format increases accessibility, whether it closes knowledge gaps and leads to actionable behavior, and if it is applicable to other health topics.
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Postpartum Migraine Headache Coding in Electronic Health Records of a Large Integrated Health Care System: Validation Study

Background: Migraine is a common neurological disorder characterized by repeated headaches of varying intensity. The prevalence and severity of migraine headaches disproportionately affects women, particularly during the postpartum period. Moreover, migraines during pregnancy have been associated with adverse maternal outcomes, including preeclampsia and postpartum stroke. However, due to the lack of a validated instrument for uniform case ascertainment on postpartum migraine headache, there is uncertainty in the reported prevalence in the literature.

Objective: The aim of this study was to evaluate the completeness and accuracy of reporting postpartum migraine headache coding in a large integrated health care system’s electronic health records (EHRs) and to compare the coding quality before and after the implementation of the International Classification of Diseases, 10th revision, Clinical Modification (ICD-10-CM) codes and pharmacy records in EHRs.

Methods: Medical records of 200 deliveries in all 15 Kaiser Permanente Southern California hospitals during 2 time periods, that is, January 1, 2012 through December 31, 2014 (International Classification of Diseases, 9th revision, Clinical Modification [ICD-9-CM] coding period) and January 1, 2017 through December 31, 2019 (ICD-10-CM coding period), were randomly selected from EHRs for chart review. Two trained research associates reviewed the EHRs for all 200 women for postpartum migraine headache cases documented within 1 year after delivery. Women were considered to have postpartum migraine headache if either a mention of migraine headache (yes for diagnosis) or a prescription for treatment of migraine headache (yes for pharmacy records) was noted in the electronic chart. Two trained research associates reviewed the EHRs for all 200 women for postpartum migraine headache cases documented within 1 year after delivery. Women were considered to have postpartum migraine headache if either a mention of migraine headache (yes for diagnosis) or a prescription for treatment of migraine headache (yes for pharmacy records) was noted in the electronic chart. Results from the chart abstraction served as the gold standard and were compared with corresponding diagnosis and pharmacy prescription utilization records for both ICD-9-CM and ICD-10-CM coding periods through comparisons of sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), as well as the summary statistics of F-score and Youden J statistic (J). The kappa statistic (κ) for interrater reliability was calculated.

Results: The overall agreement between the identification of migraine headache using diagnosis codes and pharmacy records compared to the medical record review was strong. Diagnosis coding (F-score=87.8%; J=82.5%) did better than pharmacy records (F-score=72.7%; J=57.5%) when identifying cases, but combining both of these sources of data produced much greater accuracy in the identification of postpartum migraine cases (F-score=96.9%; J=99.7%) with sensitivity, specificity, PPV, and NPV of...
100%, 99.7%, 93.9%, and 100%, respectively. Results were similar across the ICD-9-CM (F-score=98.7%, J=99.9%) and ICD-10-CM coding periods (F-score=94.9%; J=99.6%). The interrater reliability between the 2 research associates for postpartum migraine headache was 100%.

Conclusions: Neither diagnostic codes nor pharmacy records alone are sufficient for identifying postpartum migraine cases reliably, but when used together, they are quite reliable. The completeness of the data remained similar after the implementation of the ICD-10-CM coding in the EHR system.

Methods

Study Setting
This study was conducted using EHR data from KPSC. The KPSC health care system comprises over 4.8 million members, 15 hospitals, and 236 medical offices throughout southern California. Prenatal and postnatal care to the member patients is provided as outpatient care at KPSC. Although most members receive their care at KPSC hospitals and <10% utilize contracting hospitals, all diagnostic, procedural, and Rx data are captured and maintained by the KPSC EHR since its full implementation in 2008. Furthermore, the characteristics of KPSC members closely reflect the Californian population [12].

Ethics Approval
This study was approved by the KPSC institutional review board (approval 13114), and informed consent was waived, as the study was low risk and strictly involved the use of internal EHR data, that is, access permission was given to authorized personnel only when needed.

Cohort and Sample Selection
Data were obtained retrospectively from women who delivered live infants at the KPSC health system during 2 distinct time periods: (1) January 1, 2012 to December 31, 2014 (ICD-9-CM period) and (2) January 1, 2017 to December 31, 2019 (ICD-10-CM period). We carefully selected the 2 time periods to investigate the medical coding accuracy before and after the implementation of ICD-10-CM in the KPSC system. For each time period, we randomly sampled 25 cases in each of the following 4 strata based on EHRs: (1) those without any Dx codes or Rx for migraine headaches (neither Dx nor Rx), (2) those with only Dx codes for migraine headaches (Dx only), (3) those with only Rx selected a priori as a treatment for migraine headaches (Rx only), and (4) those with both Dx and Rx (Dx+Rx). Thus, a total of 200 individual deliveries were selected for this validation study via the stratified sampling scheme mentioned above. The accuracy for each of the 4 strata, either case ascertainment (Dx only, Rx only, or Dx+Rx) or
noncase ascertainment (neither Dx nor Rx), was expected to be around 85%. A sample size of 25 would provide less than 15% one-sided margin for a 90% CI of the accuracy for each stratum.

**Defining Postpartum Migraine Headache**

In this study, postpartum headache was defined based on documented clinical records within the first 12 months after delivery. In particular, primary clinical Dx codes, coded by medical coders from the clinical data management team (See Multimedia Appendix 1 for ICD-9-CM/ICD-10-CM codes) and pharmacy dispense records from all inpatient and outpatient services during the postpartum periods of the index pregnancy were used to ascertain its diagnosis (see Multimedia Appendix 1 for the medication list).

**Chart Abstraction Process**

Two trained research associates reviewed EHRs for documentation of a diagnosis or medication for migraine headache during the postpartum period. Women were considered to have postpartum migraine headache if either a mention of migraine headache or a prescription for the treatment of migraine headache was noted in the chart during the first year of the postpartum period. Research associates confirmed any medical diagnosis (yes/no) and prescription for treatment (yes/no) of migraine headaches for all 200 women. To ensure data quality and consistency of chart reviews between the 2 abstractors, interrater reliability assessment was performed on randomly selected charts stratified by the 4 strata (DX only, Rx only, Dx+Rx, and neither Dx nor Rx). Discrepant cases in clinical utilizations were adjudicated by the study investigators with clinical expertise (MJF and DG). The postpartum migraine headache cases abstracted through this process served as the gold standard.

**Maternal Characteristics**

Maternal characteristics for KPSC births included maternal age (<20, 20-29, 30-34, and ≥35 years), race/ethnicity (categorized as non-Hispanic White [hereafter referred to as White], non-Hispanic Black [hereafter referred to as Black], Hispanic, Asian/Pacific Islander, and others/unknown), educational attainment (less than high school, high school graduate, some college, bachelor's/associate degree, and master’s degree or higher), household income in USD (<$30,000, $30,000-$49,999, $50,000-$69,999, $70,000-$89,999, and ≥$90,000), timing of prenatal care (early or first trimester and none or late initiation), and self-reported smoking (yes/no). Gestational age at birth, reported in completed weeks, was derived from clinical estimates.

We obtained the characteristics of all births of State of California residents during the same time periods by using publicly available data that has been posted on the Centers for Disease Control and Prevention Wonder website [13]. Both the KPSC EHR and the Centers for Disease Control and Prevention Wonder website provided information on maternal characteristics, including maternal age, race/ethnicity, educational attainment, timing of prenatal care, smoking during pregnancy, and gestational age at delivery (in completed weeks of gestation). Data on median household income was estimated based on census tracts for KPSC deliveries.

**Statistical Analysis**

We described the characteristics of our study population, all women who delivered in KPSC hospitals, and the State of California residents with live births during 2012-2014 and 2017-2019 by using frequency distributions. We also calculated the kappa statistic ($\kappa$), which estimates agreement between the 2 abstractors. As mentioned above, abstracted chart reviews for migraine headache cases were set as the gold standard. We compared findings from the manual chart review with corresponding diagnosis and prescription medication utilization records for ICD-9-CM and ICD-10-CM coding periods through sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). These performance measurements were reported as weighted percentages with corresponding 95% CIs using normalized sampling weights ($W_i, i=1,2,3,4$), derived by dividing the number of deliveries in each stratum by the multiplication of the total study population and the number of samples from the corresponding stratum. To evaluate the overall performance, we also reported the summary statistics of $F$-score and Youden $J$ statistic ($J$), which are composite measurements of sensitivity and PPV ($F$-score) or sensitivity and specificity ($J$). All analyses were conducted using SAS statistical software version 9.4 (SAS Institute Inc).

**Results**

An overview of the patient characteristics for our sample, study population, and California state birth population is shown in Table 1. Overall, 157,501 deliveries from all KPSC hospitals were obtained during the 2 periods, with 72,471 for 2012-2014 and 85,030 for 2017-2019. Compared with California State birth data, KPSC deliveries had slightly higher percentages for maternal age over 30 years (1,465,998/2,874,396, 51% vs 96,157/157,501, 61.05%, respectively), education with college and above (1,605,882/2,874,396, 55.87% vs 114,297/157,501, 72.57%, respectively), and early prenatal care initiation (first trimester; 2,386,232/2,874,396, 83.02% vs 147,017/157,501, 93.34%, respectively). There were some discrepancies for race/ethnicity, likely due to the unknown information for 30.07% (864,311/2,847,396) of the state population versus only 3.67% (5784/157,501) for the KPSC population. Despite the stratified sampling, our sample of 200 deliveries was broadly representative of the KPSC study population with respect to maternal age, early prenatal care initiation, prenatal smoking status, and gestational age. However, Hispanics and lower household income populations (<US $69,999) were slightly oversampled.
Table 1. Characteristics of the women who delivered in all Kaiser Permanente Southern California hospitals and in the State of California (2012-2014 and 2017-2019).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Charts reviewed (n=200)(^a), n (%)</th>
<th>Study population (N=157,501), n (%)</th>
<th>California state (N=2,874,396)(^b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maternal age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>6 (3)</td>
<td>4665 (2.96)</td>
<td>1,44,945 (5.04)</td>
</tr>
<tr>
<td>20-29</td>
<td>76 (38)</td>
<td>56,679 (35.99)</td>
<td>1,263,453 (43.96)</td>
</tr>
<tr>
<td>30-34</td>
<td>71 (35.50)</td>
<td>54,810 (34.80)</td>
<td>843,010 (29.33)</td>
</tr>
<tr>
<td>≥35</td>
<td>47 (23.50)</td>
<td>41,347 (26.25)</td>
<td>622,988 (21.67)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>39 (19.50)</td>
<td>39,219 (24.90)</td>
<td>372,037 (12.94)</td>
</tr>
<tr>
<td>Black</td>
<td>15 (7.50)</td>
<td>10,862 (6.90)</td>
<td>68,195 (2.37)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>118 (59)</td>
<td>78,853 (50.07)</td>
<td>1,356,354 (47.19)</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>25 (12.50)</td>
<td>22,783 (14.47)</td>
<td>213,499 (7.43)</td>
</tr>
<tr>
<td>Others/unknown</td>
<td>3 (1.50)</td>
<td>5784 (3.67)</td>
<td>864,311 (30.07)</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>5 (2.50)</td>
<td>4355 (2.77)</td>
<td>435,360 (15.15)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>49 (24.50)</td>
<td>35,411 (22.48)</td>
<td>694,118 (24.15)</td>
</tr>
<tr>
<td>Some college</td>
<td>54 (27)</td>
<td>32,616 (20.71)</td>
<td>558,288 (19.42)</td>
</tr>
<tr>
<td>Bachelor’s/associate degree</td>
<td>61 (30.50)</td>
<td>54,293 (34.47)</td>
<td>729,896 (25.39)</td>
</tr>
<tr>
<td>Master’s degree/above</td>
<td>27 (13.50)</td>
<td>27,388 (17.39)</td>
<td>317,698 (11.05)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (2)</td>
<td>3438 (2.18)</td>
<td>139,036 (4.84)</td>
</tr>
<tr>
<td><strong>Household income (USD)(^c)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$30,000</td>
<td>3 (1.50)</td>
<td>5194 (3.30)</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>$30,000-$49,999</td>
<td>50 (25)</td>
<td>39,969 (25.38)</td>
<td>N/A</td>
</tr>
<tr>
<td>$50,000-$69,999</td>
<td>73 (36.50)</td>
<td>47,864 (30.39)</td>
<td>N/A</td>
</tr>
<tr>
<td>$70,000-$89,999</td>
<td>45 (22.50)</td>
<td>32,486 (20.63)</td>
<td>N/A</td>
</tr>
<tr>
<td>≥$90,000</td>
<td>29 (14.50)</td>
<td>31,925 (20.27)</td>
<td>N/A</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>63 (0.04)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Timing of prenatal care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First trimester</td>
<td>186 (93)</td>
<td>147,017 (93.34)</td>
<td>2,386,232 (83.02)</td>
</tr>
<tr>
<td>No or late care</td>
<td>14 (7)</td>
<td>9860 (6.26)</td>
<td>442,493 (15.39)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>624 (0.40)</td>
<td>45,671 (1.59)</td>
</tr>
<tr>
<td>Smoking during pregnancy</td>
<td>8 (4)</td>
<td>6420 (4.08)</td>
<td>46,977 (1.63)</td>
</tr>
<tr>
<td><strong>Gestational age (weeks)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;34</td>
<td>10 (5)</td>
<td>3412 (2.17)</td>
<td>66,099 (2.30)</td>
</tr>
<tr>
<td>34-36</td>
<td>18 (9)</td>
<td>9865 (6.26)</td>
<td>180,352 (6.27)</td>
</tr>
<tr>
<td>37+</td>
<td>171 (85.50)</td>
<td>144,192 (91.55)</td>
<td>2,624,620 (91.31)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.50)</td>
<td>32 (0.20)</td>
<td>3325 (0.12)</td>
</tr>
</tbody>
</table>

\(^a\)Sample is based on data from Kaiser Permanente Southern California electronic health records of 2012-2014 and 2017-2019.

\(^b\)Data from the natality information of Centers for Disease Control and Prevention webpage [13] (accessed on January 9, 2022).

\(^c\)Household income is not available for the California state data.

\(^d\)N/A: not applicable.
The overall κ between our abstractors was 100%. Table 2 gives the distribution and their sample sizes for the 4 strata (Dx+Rx, Dx only, Rx only, and neither Dx nor Rx) among our overall study population and by the 2 time periods. The majority (150,801/157,501, 95.75%) of the women did not have any record of diagnosis or pharmacy usage, while only 1131 (0.72%) women had Rx indicating obtaining prescription medication but without a diagnosis of postpartum migraine headache. Regardless of the uneven numbers among the 4 strata, we sampled 50 cases from each stratum. The corresponding chart review results and the normalized weights are provided in Table 2. For those with both Dx codes and Rx, our chart abstractors confirmed all 50 had a postpartum migraine headache, and those with neither were all confirmed to be noncases. The sample with postpartum migraine headache Dx codes only had 88% (44/50) of true positives, while having prescription Rx only resulted in 96% (48/50) of true positives.

Based on these comparisons against the chart review results, the performance measurements of our EHR are shown in Table 3. The overall weighted sensitivity, specificity, PPV, and NPV for postpartum migraine headaches were 100%, 99.7%, 93.9%, and 100%, respectively, if the postpartum migraine cases were determined by having either Dx or Rx. The corresponding $F$-score and Youden $J$ statistic were 96.9% and 99.7%, respectively. Compared with using Dx codes alone (either Dx+Rx or Dx only) for postpartum migraine case identification, using Rx alone (either Dx+Rx or Rx only) had poorer performance, especially on the sensitivity (82.7% for Dx codes alone vs 57.5% for Rx alone). Results were similar across the ICD-9-CM and ICD-10-CM coding time periods.

Table 2. Frequencies of the study population and chart review results by diagnosis codes and pharmacy records.

<table>
<thead>
<tr>
<th>Postpartum migraine headache case ascertainment method</th>
<th>Study population</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall (N=157,501), n (%)</td>
<td>2012-2014 (n=72,471), n (%)</td>
</tr>
<tr>
<td>Diagnosis codes + pharmacy records</td>
<td>2531 (1.61)</td>
<td>1261 (1.74)</td>
</tr>
<tr>
<td>Diagnosis codes only</td>
<td>3038 (1.93)</td>
<td>1488 (2.05)</td>
</tr>
<tr>
<td>Pharmacy records only</td>
<td>1131 (0.72)</td>
<td>393 (0.54)</td>
</tr>
<tr>
<td>Neither diagnosis codes nor pharmacy records</td>
<td>150,801 (95.75)</td>
<td>69,329 (95.66)</td>
</tr>
</tbody>
</table>
At KPSC, the process of coding and coding rules of the medical diagnosis recorded in patients’ EHRs is carried out by highly skilled medical coders from KPSC’s clinical data management team. Furthermore, the individual medical coder’s accuracy has been evaluated critically for consistency. Nevertheless, we may still need to develop reliable disease-specific algorithms by using diagnosis coding in combination with other EHRs, including but not limited to pharmacy and utilization records [17]. Therefore, we performed this validation study to evaluate (1) the accuracy of postpartum migraine headache case identification in EHRs and (2) the impact of implementing the ICD-10-CM coding system in extracting data on patients with postpartum migraine headache in the health system. The findings of this study suggested that the validity of EHR data for the identification of postpartum migraine headache cases differed depending on the EHR data sources (Dx and Rx). The accuracy of case ascertainment based on Dx was higher than that of case ascertainment based on Rx in this study. We speculate that the low performance of pharmacy data on case ascertainment may be driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients declining migraine medication to avoid infant exposure through breastmilk. Others may have been driven by lactating patients decline...
ICD-10-CM coding system had minimal impact on the overall accuracy of ascertaining postpartum migraine headache cases. The main strength of this study is the development of a valid and reliable method of postpartum migraine headache case ascertainment by using EHR data extracted from a large insured and socioeconomically diverse southern California population, which is likely generalizable to other health care settings with similar EHR database systems. In addition, in this study, the review process includes the entire medical health record, not limited to clinical Dx codes and prescription Rx, for determining the accuracy of postpartum migraine headache. A potential limitation of this study was the use of medical record abstractors who were not blind to the source of the data. Although it is possible that this could have biased the study in unforeseen ways, a previous study that evaluated the agreement between masked and unmasked medical records abstractors reported no impact of this [18].

In conclusion, our findings suggest that postpartum migraine headache is not reliably coded in the EHRs. The use of Rx along with clinical Dx codes improves the identification of true postpartum migraine cases more than the use of clinical Dx codes alone, and the transition to the ICD-10-CM diagnosis coding system had no impact.
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Abstract

Background: Due to the development of medical data, a large amount of clinical data has been generated. These unstructured data contain substantial information. Extracting useful knowledge from this data and making scientific decisions for diagnosing and treating diseases have become increasingly necessary. Unstructured data, such as in the Marketplace for Medical Information in Intensive Care III (MIMIC-III) data set, contain several ambiguous words that demonstrate the subjectivity of doctors, such as descriptions of patient symptoms. These data could be used to further improve the accuracy of medical diagnostic system assessments. To the best of our knowledge, there is currently no method for extracting subjective words that express the extent of these symptoms (hereinafter, “degree words”).

Objective: Therefore, we propose using the fuzzy c-means (FCM) method and Gaussian membership to quantify the degree words in the clinical medical data set MIMIC-III.

Methods: First, we preprocessed the 381,091 radiology reports collected in MIMIC-III, and then we used the FCM method to extract degree words from unstructured text. Thereafter, we used the Gaussian membership method to quantify the extracted degree words, which transform the fuzzy words extracted from the medical text into computer-recognizable numbers.

Results: The results showed that the digitization of ambiguous words in medical texts is feasible. The words representing each degree of each disease had a range of corresponding values. Examples of membership medians were 2.971 (atelectasis), 3.121 (pneumonia), 2.899 (pneumothorax), 3.051 (pulmonary edema), and 2.435 (pulmonary embolus). Additionally, all extracted words contained the same subjective words (low, high, etc), which allows for an objective evaluation method. Furthermore, we will verify the specific impact of the quantification results of ambiguous words such as symptom words and degree words on the use of medical texts in subsequent studies. These same ambiguous words may be used as a new set of feature values to represent the disorders.

Conclusions: This study proposes an innovative method for handling subjective words. We used the FCM method to extract the subjective degree words in the English-interpreted report of the MIMIC-III and then used the Gaussian functions to quantify the subjective degree words. In this method, words containing subjectivity in unstructured texts can be automatically processed and transformed into numerical ranges by digital processing. It was concluded that the digitization of ambiguous words in medical texts is feasible.

(JMIR Form Res 2022;6(11):e38677) doi:10.2196/38677
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Introduction
Owing to the development of medical data, several electronic medical reports such as clinical records have been created, which provide a large amount of clinical data to the medical professional [1]. They have been shown to have capabilities such as contributing to health care knowledge discovery processes, for example, disease phenotyping and diagnosis [2,3], identification of new associations [4], development of disease surveillance systems [5], and health care monitoring systems [6]. Electronic medical reports are categorized into structured and free-text formats [7]. Where unstructured clinical notes contain rich subjective information [8-10]. A radiology report records a patient’s condition created by a health care professional, such as a doctor, and contains medical evaluation information [11]. Although, with the advent of natural language processing (a branch of artificial intelligence applicable to unstructured textual data), clinical text mining is increasingly used in various health domains, there is still relatively little text-based machine learning research available compared to the more common structured numerical data-based analysis [12].


Reategui and Ratté [11] and Wu et al [19] extracted symptoms using the entity naming and extraction method. It improves the disadvantages of the manual extraction method by using a computer to automatically extract named entities from a large amount of text to extract symptoms, but unstructured data needs to be associated with entities to extract symptoms. Therefore, there is a risk of errors in modeling and naming entity relationships, which can affect the results.

De Silva et al [20] used the machine learning least absolute shrinkage and selection operator (LASSO) or ridge regularization method to extract symptoms from unstructured text (Marketplace for Medical Information in Intensive Care III [MIMIC-III]) and to predict mortality in patients with diabetes. Since LASSO uses a machine learning approach, it does not require association with entities and saves manual time and labor cost.

Notably, these methods were limited to the extraction of symptoms [11,14-17,21,22] and did not extract words that express the degrees of these symptoms (hereinafter, “degree words”). These degree words also contain information about doctors and patients if extracted from unstructured data that can provide a basis for judgment in medical diagnostic systems, and therefore, it is necessary to process these data to further improve the judgment accuracy of the medical diagnostic system [22]. However, unlike structured data, these degree terms include the subjectivity of doctors. They do not have a unified standard and cannot be processed directly by using a computer [21].

In 1965, Zadeh [23] of the University of California, Berkeley published the first paper on fuzzy theory, submitting for the first time the concept of fuzzy sets from the perspective of set theory to describe things with fuzziness and to describe things in everyday life by fuzzy logical reasoning, similar to the human thinking patterns and the probability theory proposed by Zadeh [24], describing the difference between randomness and probability, which is considered as the second milestone in the development of fuzzy mathematics. The emergence of fuzzy theory has provided a solid theoretical foundation and effective tools for the wide application of fuzzy mathematics in pattern recognition and other fields.

The concept of fuzzy theory emphasizes the use of fuzzy logic to describe things in real life and to make up for the shortcomings of classical logic (binary logic), which cannot describe things with unclear boundaries. Human natural language is vague in its presentation, and it is difficult to fully describe real-world problems using the dichotomy of “right or wrong” and “good or bad.” Therefore, fuzzy theory uses the definition of a fuzzy set to define and quantify the membership function (membership rank) of the degree to which an event belongs to this set, and solves different problems by quantifying the membership rank (membership value) [25].

Fuzzy c-means (FCM) is an unsupervised soft computing technology developed by Dunn [26] in 1973 and improved by Bezdek et al [27] in 1981. Unlike the hard clustering method, the soft clustering method uses fuzzy sets [23], which can solve the problem of text ambiguity better. In fuzzy sets, membership indicates the matching degree between the element and the set, with membership values ranging from 0 to 1. Furthermore, the concept of membership is extended in the FCM method, wherein the membership matrix represents the membership values of the elements in multiple clusters. FCM is one of the most commonly used methods to solve fuzzy problems. Compared with other clustering methods, it is more flexible and can represent the degree of data affiliation more appropriately [28]. The proposed method has two main advantages. First, it is unsupervised; therefore, labeled data is not required during training. Second, it can resolve subjective word ambiguity in fuzzy sets and medical texts such as a description of symptoms. Therefore, we propose using the FCM and Gauss membership methods to quantify the subjective degree words in the English-interpreted report of the MIMIC-III data set.
Methods

Overview
The overall structure of the proposed method is shown in Figure 1. It contains five parts: preprocessing, feature extraction, clustering, digitization, and visualization. All the calculation methods used in this experiment were implemented in Python.

Figure 1. Overall structure of the proposed method.

Data Set
The data set used in this study was an interpretation report of 522,279 physicians from the MIMIC-III data set [29]. Five lung diseases (atelectasis, pneumonia, pneumothorax, pulmonary edema, and pulmonary embolus) were selected from Normalized Clinical Knowledge (NCK) [30] as keywords for the searched MIMIC-III data set. The search results are presented in Table 1. The number of texts used in the experiment was 381,091.

Table 1. Search results for 5 diseases.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Texts (N=381,091), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atelectasis</td>
<td>119,765</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>72,553</td>
</tr>
<tr>
<td>Pneumothorax</td>
<td>138,785</td>
</tr>
<tr>
<td>Pulmonary edema</td>
<td>47,364</td>
</tr>
<tr>
<td>Pulmonary embolus</td>
<td>2624</td>
</tr>
</tbody>
</table>

Preprocessing
The input data set was preprocessed using normalization and Python code using the following tasks:

- Text classification: Filter text according to database keywords from NCK and classifications of various diseases
- Merge similar text: Merge all data for the same illness into one file to create a corpus of illnesses
- Remove special characters: All special characters (punctuation marks, question marks, exclamation marks, etc) are removed from the text and replaced with spaces
- Case exchange: Change all letters to lowercase to reduce vocabulary repetition
- Delete stop words: Delete stop words with no special meaning (eg, am, name)
- Tag words: To extract words, we used the Natural Language Toolkit to tag words.

Feature Extraction
Feature extraction must be used to convert natural language into computer-processable numerical data. We used word2vec skip-gram [31] to extract features from the collected data. For the word vector to reflect the contextual relationships, the data used in the word vector training were not the extracted words but the text with the stop words removed. The extracted words were used for cluster analysis. Furthermore, to exclude irrelevant words, we removed words with fewer than 10 occurrences. The dimension of the word vector was set to 100 [32]. This implies that each word was represented as a 1 × 100 vector. Text consisting of N words was represented as a matrix size of N × 100. These word vectors can contain the positional relationship and structural information of each word in the text.
Fuzzy C-Means

We used the FCM method to cluster the features. This method allows symptoms of the same disease in different texts to be grouped into the same category. Each element has a membership value for each category. The degree of membership depends on the distance from the element to the center of the cluster, and they are inversely proportional [33]. In this study, the number of clusters for each disease was set to 10. The fuzzy index m setting was set to 2 [34]. The loop was set to 50 times.

Fuzzification

To import the trained model as a basis for evaluation into a medical diagnostic system, digitization must be used to convert the FCM results into a numerical range. In this experiment, the Euclidean distance from each word to its center was used as a reference to digitize the word. The formula for calculating the distance is shown in equation 1.

$$d(x, c_k) = \sqrt{\sum_{i=1}^{n} (x_i - c_{ik})^2}$$

The more popular membership functions are the triangular membership function and the Gaussian membership function, and since the center of the triangular affiliation function is too steep, this experiment uses the Gaussian membership function for the numerical range conversion. This membership function is given by equation 2. The center of each Gaussian membership function can be determined based on these distances, where $x_{1k}$ is the $k$th coordinate value of the center and $x_{2k}$ is the $k$th coordinate value of the element.

$$f(x, c_k, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(x_{1k}-c_{1k})^2}{2\sigma^2}\right)$$

Where $\sigma$ is the width parameter to control radial range of function. For clustering problems, if the clustering structure in the feature space of sample points is compact, the smaller $\sigma$ can ensure the effect of the sample points clustering. If the clustering structure is dispersed, the larger $\sigma$ can help to obtain the explicit membership function distribution. We set the $\sigma$ value to 0.4.

It is necessary to ensure that the membership function takes values in the range of 0-1. Therefore, we set the boundary $c$ to 0.1.

Principal Component Analysis and Data Visualization

In addition, it is necessary to visualize the results of the two parts (ie, clustering and digitization). To visualize the results after clustering, principal component analysis (PCA) must be used to reduce the dimensions of the data. To make the data easier to understand, we used PCA [36] to project high-dimensional data into a low-dimensional space. PCA can reduce the dimensions of data while retaining key information and increasing readability. The numerical results will be transformed into easy-to-understand 2D plots. Figure 2 is the visualization result of the disease atelectasis.

Results

This section introduces the results of this study. First, the results of the clustering process, data dimension reduction, and visualization are described. Thereafter, the results of the proposed fuzzy method are presented.

Fuzzy C-Means

Textbox 1 lists the results of clustering different diseases. The [Atelectasis] cluster contained degree words such as “quickly” and “with small,” and symptom words such as “obstruction.” The [Pneumonia] cluster contained degree words such as “small” and “mid,” site words such as “pulmonary,” and symptom words such as “effusions.” The [Pneumothorax] cluster contained symptom words such as “pain” and “fever,” and degree words such as “expansion.” The [Pulmonary edema] cluster contained symptom words such as “nausea” and “neutropenic,” and degree words such as “copious.” The [Pulmonary embolus] cluster contained degree words such as “expansion.” Different diseases will produce different degree words and symptoms. These degree words and symptoms were used to judge diseases. To facilitate understanding of the variability of degree words between diseases, we have chosen the same words for explanation below.
Textbox 1. Clustering results. The italics indicate extracted degree words that are processed through fuzzification afterward.

**Atelectasis**

**Pneumonia**

**Pneumothorax**

**Pulmonary edema**

**Pulmonary embolus**

**Fuzzification**
Figure 3 shows a membership diagram of the degree word "low." The x-axis represents the distance from the center. The y-axis represents the membership value. The median Gaussian membership is the distance from this element to the cluster’s center. The greater the distance from the center point, the lower the degree of membership. The maximum value at the center point is 1.

**Table 2** shows the central values for membership of the same word for the five illnesses. The differences between conditions can be determined by comparing the same vocabulary for different conditions. By comparing the words of each degree, we can identify the presenting characteristics of each symptom and create a table of the possible symptoms of the patient by comparing them to the patient’s presenting characteristics.

**Figure 3.** Membership chart of the degree word low.
Discussion

Principal Findings

Our proposed method is capable of identifying and extracting degree words from unstructured text (Textbox 1) and transform them into computer-recognizable membership values (Table 2). The results in Textbox 1 show that all extracted words contain the same subjective words (low, high, etc), which allows for an objective evaluation method. These same ambiguous words can be used as a new set of feature values to represent the disorders. That is, the same subjective words can be used to determine a disease. Thereafter, we quantified the extracted subjective words using the Gaussian membership method to transform the features contained in the ambiguous words into numerical features.

For the fuzzification section, we used the Gaussian fuzzy function to transform the fuzzy words extracted from the medical text into numbers. The results in Figure 3 and Table 2 show that it is feasible to transform the features contained in the subjective words into digital features. The digitization of ambiguous words (symptomatology and degree words) can improve the use of medical texts, which is crucial for improving the accuracy and interpretability of medical diagnostic systems. Furthermore, we will verify the specific impact of the quantification results for ambiguous words such as symptom words and degree words on the use of medical texts in subsequent studies to improve the accuracy and interpretability of medical diagnosis systems.

Comparison With Other Methods

Fodeh et al [16] used a random forest classifier to identify clinical notes with pain assessment information. They extracted subjective words describing pain intensity such as mild, moderate, and severe from the EHR and used them to help determine whether the text described pain. The results showed higher accuracy for the method using subjective words. The conclusion that subjective words can be used to further improve the medical diagnostic system is the same as in this study. Unlike this study, they only classified the text by subjective words and did not further use subjective words as a basis for a new condition determination. This study translates the subjective words into features of the disorder by fuzzification.

Matheny et al [17] pointed out the importance of symptoms and proposed a rule-based approach to extract them. This method is compared to this study, which requires using detailed rules, the creation of which is limited to the medical personnel. Manually writing rules requires considerable time and may not be exhaustive. The unsupervised method in this study requires no manual processing and no human involvement, reducing time consumption and extraction omissions. Additionally, while they note the importance of symptoms for the disorder, they do not extract and analyze the subjective words.

The method that uses a dictionary to extract symptoms also requires considerable time to construct and is not general [37]. For different tasks, rules need to be adapted. Additionally, the rule formulation process involves deleting and adding rules and discussing the rule coverage. Therefore, substantial time cost is required. Whereas, the FCM method is not limited to a specific scope and has excellent generality. The rules are summarized and extracted from the text, so they are more broadly applicable.

De Silva et al [20] used the LASSO method to predict mortality for patients with diabetes in MIMIC-III. The prediction results suggest that the clinical text provides a resource for future optimization and personalization of diabetes care. Additionally, the LASSO method has strong generalizability. However, a large amount of data is required to obtain more accurate results, but currently there are far less data with fine-grained labels than unlabeled data in the medical field. This method is equally effective for unlabeled data since it is an unsupervised method, but the impact on the accuracy of the results needs further discussion.

Reátegui and Ratté [11] used a named entity extraction system to extract symptoms. It extracts symptoms by automatically extracting named entities from large amounts of text using a computer, but it can create errors in modeling and named entity relationships that can affect the results. As the methods in this study do not need to be bound to named entities, these errors do not occur.

Wu et al [19] developed a deep neural network (DNN) to generate word vectors from a large, unlabeled, Chinese corpus by unsupervised learning. The results show that the DNN-based approach can capture grammatical features by word vectors and achieves higher performance compared with the traditional conditional random fields approach. The time spent will be substantially reduced by unsupervised learning. It is noted that further performance improvement will be achieved if high-dimensional discrete features are used. However, it is difficult to use DNNs as a basis for diagnostic systems because of their black box effect. However, this study is able to give the basis (affiliation) of the results while outputting the results through the affiliation function. Therefore, it can be used as a reference for medical practitioners.
Limitations and Further Study

This study has some limitations. The first is data. There were abbreviations and misspellings in the data, which were not extracted. The study has confirmed the presence of a large number of abbreviations in unstructured texts that contain equally large amounts of information [17]. We will try to extract and analyze the presence of abbreviated words in the data in a subsequent study. Additionally, the word2vec method used has the limitation that the vector representation does not change when the words are used in different contexts. Due to the different clinical contexts of diseases, a comparative study using context-sensitive embedding algorithms is also needed. Finally, the results for each word calculated in this experiment need to be verified by the medical diagnostic system, and the method we propose will be verified in future studies.

This study is mainly about the training of the model and discusses whether it is possible to quantify the subjective word and use it as an indicator to determine the disease. In this study, we used data from different conditions to quantify the subjective words contained in them separately. Concerning future research, we envision using the quantified data to process hospital-specific data to give accuracy rates. For clinical application, we will perform disease prediction based on the subjective words in the data to get a list of possible diseases of the patient and give the correlation rate based on the fuzzy graph (Figure 3) generated in this study. Thus, it will assist physicians in diagnosis. Additionally, this method can solve the black box problem.

Conclusion

This study proposes an innovative method for handling subjective words. We used the FCM method to extract the subjective degree words in the English-interpreted report of MIMIC-III and then used the Gaussian functions to quantify the subjective degree words. In this method, words containing subjectivity in unstructured text can be automatically processed and transformed into numerical ranges by digital processing. The results show that membership medians of “low” were 2.971 (atelectasis), 3.121 (pneumonia), 2.899 (pneumothorax), 3.051 (pulmonary edema), and 2.435 (pulmonary embolus). This proves that the digitization of ambiguous words in medical texts is feasible. Our results proved the feasibility of using subjective words in medical texts. This makes it possible for medical researchers to further improve the use of electronic medical texts, thus affecting the accuracy and interpretability of the medical diagnostic system. In future research, we will consider how to extract abbreviations from abbreviation dictionaries and texts, as well as further validate the impact on the accuracy and interpretability of the medical diagnostic system.
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Abstract

Background: Regular HIV and sexually transmitted infection (STI) testing for men who have sex with men (MSM) is an important means of infection prevention, the adoption of which remains suboptimal in the community.

Objective: On the hypothesis that engagement plays an important role in sexual health monitoring, this study aimed to pilot-test internet-based HIV and STI testing with self-sampling to enhance engagement of MSM with regular testing.

Methods: This 1-year cohort study was conducted on HIV-negative MSM aged 18 years or older. A designated website was set up to enable participants to make appointments for baseline and follow-up visits at 3-monthly intervals. On-site blood sampling was performed for HIV and syphilis tests, along with self-collection of pharyngeal swabs, rectal swabs, and urine samples for Chlamydia trachomatis (CT) and Neisseria gonorrhoeae (NG) testing. Full engagement, as defined by having made at least 3 visits over a 6-12 months' follow-up period, was compared with partial engagement in the bivariable logistic regression model.

Results: Between August 2019 and October 2020, 204 MSM were recruited, after the exclusion of 2 baseline HIV-positive MSM. The majority (189/204, 92.7%) were Chinese, the median age was 31 (IQR 26-39) years, and 58.0% (116/200) had experience with pre-exposure prophylaxis (PrEP) at baseline. Full engagement (146/204, 71.6%) was associated with incident STI during the follow-ups (odds ratio [OR] 4.23, 95% CI 1.63-10.94), seeking a medical referral after STI detection (OR 10.25, 95% CI 3.25-29.79), and a synchronized schedule of HIV and STI testing with PrEP visits (OR 51.85, 95% CI 19.30-139.34). No incident HIV was detected in the follow-up period. At baseline, the overall STI (CT, NG, or syphilis) prevalence was 30%, with CT at 18%, NG at 13%, and syphilis at 5%. During follow-up, the incidences were 59.08/100 person-years (py) for any STI, 33.05/100 py for CT, 29.86/100 py for NG, and 10.4/100 py for syphilis. The detection rates of CT and NG in urine samples were lower than with pharyngeal swabs and rectal swabs. The scores for convenience, confidence of correct sampling, and accuracy of self-sampling were high (7 to 8 out of 10).

Conclusions: Both baseline prevalence and incidence of STI were high among MSM engaged in regular testing. A high degree of engagement in regular STI and HIV testing was positively associated with incident STI, history of health-seeking behaviors, and perceived convenience of self-sampling. Self-sampling could be introduced as a means of enhancing engagement in regular HIV and STI testing.
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Introduction
Worldwide, the prevalence of sexually transmitted infection (STI) is high in men who have sex with men (MSM), with a pooled syphilis prevalence of 7.5% (95% CI 7%–8%) [1], rectal gonorrhea prevalence of 6.1%, and rectal chlamydia prevalence of 9% [2], as summarized in systematic reviews. Although syndromic management of STI is advocated to facilitate care for infected persons, especially in limited-resource settings [3], the approach has a shortcoming of ignoring asymptomatic infections, which could be a driver of ongoing transmission [4].

In response to the high STI prevalence and high proportion of asymptomatic infections in MSM, HIV and STI testing at 3 to 6-monthly intervals has been recommended in guidelines from the US Centers for Disease Control and Prevention [5], professional bodies in other countries including Australia [6], and the Scientific Committee on AIDS and STI in Hong Kong [7]. However, adherence of MSM to regular testing, which involves undergoing HIV and STI tests at regular intervals, may not be high. In Australia, adherence of MSM to regular testing was poor, with an HIV and STI retesting rate of less than 40% at 1 year and below 20% within 6 months [8]. Similarly, the proportion of MSM undergoing regular STI testing at 6 months and 1 year was low in Europe [9-11].

Barriers such as cost, inconvenience, previous negative testing results, unawareness, confidentiality concerns, and lack of time might hinder uptake of HIV and STI tests, especially with regards to regular testing [12]. Apart from cost, the required sampling method for testing is an important factor affecting engagement in retesting [12]. Unlike urine, which is easily self-sampled, collection of pharyngeal and rectal swabs is commonly performed by health care workers in clinical settings. Self-sampled testing for HIV, Chlamydia trachomatis (CT), and Neisseria gonorrhoeae (NG) are preferred by some MSM as it overcomes the barriers of privacy concerns, time, and geographic limitations of services provided [12]. The cost of self-sampled testing for MSM could be lower by eliminating clinic attendance if the delivery cost is nominal. Combining an online service with self-sampling and self-testing may further reduce the burden of an on-site service, reserving the capacity for complex clinical management. The transition from on-site to online services for self-sampling and self-testing of STI has been shown to be effective in previous studies in the United Kingdom [13,14]. Also, a previous study of human papillomavirus (tested via oral fluid, penis, rectum specimens) in China and a study of CT and NG (tested via extragential samples) in the United Kingdom showed comparable accuracy and consistency between self-sampled and clinician-sampled specimens in MSM [15,16].

In Hong Kong, MSM accounted for less than 20% of attendees at Social Hygiene Clinics, which are the government’s STI service. The prevalence of asymptomatic CT and NG infections in MSM attendees in 2014-2015 was 19.6% [17]. The proportion of MSM with newly diagnosed CT and NG infection has increased over time [7]. We hypothesized that engagement plays an important role in the participation of MSM in regular HIV and STI testing. In this study, we aimed to pilot-test internet-based self-sampled HIV and STI testing from multiple anatomic sites to enhance engagement of MSM in regular sexual health monitoring.

Methods
Participants and Study Design
In this 1-year cohort study, MSM were recruited to participate in regular testing of HIV and STIs at 3-monthly intervals. Men aged 18 years or older who had had sex with men in the past 12 months, normally lived in Hong Kong, had a negative HIV test result, and could communicate in written and spoken English or Chinese were eligible to join the study. Recruitment was performed via referral from community-based organizations, online advertisements, peers, and an HIV pre-exposure prophylaxis (PrEP) pilot study conducted by the research team. Written informed consent was obtained from each participant.

In this study, a designated website was created to describe the study procedures and provide materials about HIV and STI prevention. After registration, the same website allowed participants to complete self-administered questionnaires, make appointments for HIV and STI testing visits, and check their HIV and STI test results (Figure 1). Monthly reminders to complete questionnaires and appointment confirmation emails were sent automatically. Help desk service supported by the research team was available via WhatsApp, email, and phone calls.

With written consent at the baseline visit, participants self-collected pharyngeal swabs, rectal swabs, and urine samples for CT and NG testing by following the procedures depicted on an instruction sheet (manufacturer’s materials). Blood samples for HIV and syphilis point-of-care (POC) tests were collected by venesection. At follow-up visits, participants followed the same procedures as for the baseline visit, except that finger-prick blood samples were either self-sampled by the participants with or without assistance from research staff or venesection by a doctor. Dried blood spots (DBS) were collected using a Whatman card for HIV and syphilis laboratory testing and archiving. As an alternative to attending follow-up visits, courier delivery of kits for self-sampling for CT and NG testing and HIV and syphilis self-testing was offered. Participants were asked to upload photos of self-testing results to the system or through WhatsApp and return the self-sampled specimens for free to the laboratory through the designated courier service. Test results were inputted to the system when available so the participants could access them. Medical referral was made upon request.
Participants were asked to complete a baseline questionnaire (sociodemographic information, sexual behavioral history, PrEP use, sex networking, HIV and STI testing history, and the latest use of sexual health services), monthly follow-up questionnaires (sexual behavioral history, sex networking, HIV and STI testing history and results, scoring of the self-sampling process if participated in follow-up visits, sexual health service utilization, and PrEP use in the past 1 month), and an exit questionnaire (future plans for HIV and STI testing, preferred channels of testing, history of checking HIV and STI testing results in the system, scoring of the self-sampling process) at the end of the study. Scoring on the self-sampling process ranged between 1 (strongly disagree) and 10 (strongly agree). Chemsex engagement was defined as the use of recreational drugs before or during sex, excluding single use of either poppers or erectile dysfunction agents. Incentives via a HK $25 (US $3.20) voucher were offered to participants who had attended 3 or more visits over a 1-year period.

Figure 1. Study flowchart.

Point-of-Care Testing and Laboratory Testing

The fourth generation Alere HIV Combo test was used for POC HIV testing. Participants never diagnosed with syphilis were tested with the SD BIOLINE Syphilis 3.0 (treponemal test). For participants who previously tested positive or were ever diagnosed with syphilis, their samples were further tested using the CHEMBIO DPP Syphilis Screen & Confirm (treponemal and nontreponemal test). To confirm the detection of HIV and syphilis infection, tests were performed on the collected DBS at the research laboratory. Briefly, a spot was punched from the DBS and suspended in 200 μl of phosphate-buffered saline in the well of a flat-bottomed uncoated microtiter plate. The plate was incubated at 4°C for 2 hours, and 150 μl of the eluate was subsequently used as the specimen for testing. Eluted DBS was separately tested for HIV and syphilis antibody using a commercial ELISA kit (Murex HIV AG/Ab Combo and Murex ICE-Syphilis, DiaSorin, Saluggia VC, Italy, respectively) following the manufacturers’ instructions. CT and NG nucleic acid amplification tests were performed on 3 types of specimens, namely, urine, rectal swabs, and pharyngeal swabs. CT and NG were detected using the Aptima Combo 2 Assay (Hologic, Marlborough, MA).
Ethical Approval
Ethical approval from the Joint Chinese University of Hong Kong-New Territories East Cluster Clinical Research Ethics Committee was obtained (approval number: CREC2019.167).

Data Analysis
MSM participants who had made at least 3 visits spanning over at least 180 days were regarded as fully engaged, while the rest were classified as partially engaged. Baseline characteristics and participation experiences during the follow-up period were compared between the 2 engagement groups in bivariable logistic regression models. Scores for the self-sampling processes were summarized, and their changes (dichotomized: 8-10 points for convenience, confidence, and accuracy coded as 1; 3-10 points for discomfort coded as 0) by visit were examined in a binary logistic generalized estimating equation (GEE), following unstructured working correlation matrices. Sensitivity analyses were performed with different cut-off values for the dependent variables in the GEE models.

We estimated the baseline STI prevalence by dividing the number of MSM with a positive STI result (including any sites for CT, any sites for NG, or reactive syphilis or HIV antibody) by the total number of MSM with baseline STI test results. The 95% CI was estimated using a binomial exact test. Incident STI referred to the first positive STI result after a negative result. Time to event was the interval (in months) from the baseline visit to either the date of an incident STI or the last visit, whichever was earlier. Incidence and 95% CI were calculated based on the Poisson distribution assumption. All statistical analyses were performed in SPSS 25 (IBM Corp, Armonk, NY), and complete case analyses were performed.

Results
Characteristics of Participants at Baseline
Between August 10, 2019, and October 9, 2020, a total of 242 participants were registered in the study; 206 MSM had provided consent and attended the baseline visit. Per the eligibility criteria, the 2 MSM who tested HIV-positive at baseline (2/206, 1%; 95% CI 0%-2%) were excluded from the study. Among the 204 successfully recruited MSM, the median age was 31 (IQR 26-39) years, 92.7% (189/204) were local Chinese, 92.5% (185/200) had attained a secondary educational level or higher, and 80.6% (162/201) were employed (Table 1). Most participants (158/204, 77.5%) had a synchronized schedule for HIV and STI testing with the PrEP study visit (ie, co-enrollment in the PrEP study). At baseline, 38.0% (76/200) reported a history of chemsex engagement, 87.0% (174/200) reported a history of group sex, 36.4% (68/187) reported a history of an STI diagnosis, 58.0% (116/200) had experience with PrEP, and 19.6% (39/199) had previously taken post-exposure prophylaxis (PEP) against HIV.

At baseline, the overall STI prevalence was 30% (95% CI 24%-36%), with CT at 18% (95% CI 12%-23%), NG at 13% (95% CI 8%-17%), and syphilis at 5% (95% CI 2%-8%). By anatomic site, the highest proportion of samples with a positive result was rectal swabs, at 12.9% (26/201) for CT, and pharyngeal swabs, at 9.0% (18/199) for NG. The lowest proportion of samples testing positive was in urine samples, at only 3.9% (8/202) for CT and 1.5% (3/201) for NG.
Table 1. Characteristics of recruited men who have sex with men (n=204).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic variables</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR) (n=203)</td>
<td>31 (26-39)</td>
</tr>
<tr>
<td>Recruitment source (n=200), n (%)</td>
<td></td>
</tr>
<tr>
<td>NGOs(^a)</td>
<td>69 (34.5)</td>
</tr>
<tr>
<td>Other research projects</td>
<td>109 (54.5)</td>
</tr>
<tr>
<td>Online</td>
<td>10 (5.0)</td>
</tr>
<tr>
<td>Peers</td>
<td>12 (6.0)</td>
</tr>
<tr>
<td>Local Chinese (n=204), n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>15 (7.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>189 (92.6)</td>
</tr>
<tr>
<td>Education level (n=200), n (%)</td>
<td></td>
</tr>
<tr>
<td>Secondary or below</td>
<td>15 (7.5)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>185 (92.5)</td>
</tr>
<tr>
<td>Employed (n=200), n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>38 (19.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>162 (81.0)</td>
</tr>
<tr>
<td>Monthly income level (HK $(^b); n=200), n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>17 (8.5)</td>
</tr>
<tr>
<td>1-15,000</td>
<td>40 (20.0)</td>
</tr>
<tr>
<td>15,001-30,000</td>
<td>72 (36.0)</td>
</tr>
<tr>
<td>30,001-50,000</td>
<td>42 (21.0)</td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>29 (14.5)</td>
</tr>
<tr>
<td>Channels ever used for seeking sex partners (n=200), n (%)</td>
<td></td>
</tr>
<tr>
<td>Local physical venue</td>
<td>142 (71.0)</td>
</tr>
<tr>
<td>Overseas physical venue</td>
<td>79 (39.5)</td>
</tr>
<tr>
<td>Virtual venue</td>
<td>186 (93.0)</td>
</tr>
<tr>
<td>History of sexual behavior (n=200)</td>
<td></td>
</tr>
<tr>
<td>Group sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>26 (13.0)</td>
</tr>
<tr>
<td>Ever</td>
<td>174 (87.0)</td>
</tr>
<tr>
<td>Chemsex engagement, n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>124 (62.0)</td>
</tr>
<tr>
<td>Ever</td>
<td>76 (38.0)</td>
</tr>
<tr>
<td>Sex with a woman, n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>170 (85.0)</td>
</tr>
<tr>
<td>Ever</td>
<td>30 (15.0)</td>
</tr>
<tr>
<td>STI(^c) diagnosis (n=187), n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>119 (63.6)</td>
</tr>
<tr>
<td>Ever</td>
<td>68 (36.4)</td>
</tr>
<tr>
<td>HIV prevention measures</td>
<td></td>
</tr>
<tr>
<td>Knowledge and usage of PrEP(^d) (n=200), n (%)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)\(^b\)\(^c\)\(^d\)\(^e\)\(^f\)\(^g\)\(^h\)\(^i\)\(^j\)\(^k\)\(^l\)\(^m\)\(^n\)\(^o\)\(^p\)\(^q\)\(^r\)\(^s\)\(^t\)\(^u\)\(^v\)\(^w\)\(^x\)\(^y\)\(^z\)
<table>
<thead>
<tr>
<th>Variables</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never heard of</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Have heard of but never taken</td>
<td>82 (41.0)</td>
</tr>
<tr>
<td>Have taken</td>
<td>116 (58.0)</td>
</tr>
</tbody>
</table>

**Knowledge and usage of PEP** (n=198), n (%)

<table>
<thead>
<tr>
<th>Never heard of</th>
<th>3 (1.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>156 (78.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>39 (19.7)</td>
</tr>
</tbody>
</table>

*NGOs: nongovernmental organizations.

*US $1=HK $7.8.

*STI: sexually transmitted infection.


*PEP: post exposure prophylaxis.

**Self-Sampling Preference for Regular STI Testing at Baseline**

From the baseline questionnaire (n=200), 65.5% (131/200) of MSM had heard of self-sampling for STI or HIV testing, and 82.5% (165/200) indicated a willingness to try (Table 2). Most MSM preferred POC testing with samples collected by a trained staff member (165/200, 82.5%), followed by self-testing (103/200, 51.5%) and sampling by health care workers with consequent laboratory testing (64/200, 32.0%). The lowest proportion preferred self-sampling with consequent laboratory testing (42/200, 21.0%). Most MSM supported regular HIV testing (192/194, 99.0%) and STI testing (187/194, 96.4%) at least once every 2 years, with more than one-half expecting to undergo testing once every 3 months (149/194, 76.8% for HIV testing; 129/194, 66.5% for STI testing). Among all sampling methods, finger prick, saliva, and urine were well-accepted (>70% MSM replied each was totally acceptable) by the participants, while urethral sampling was the least acceptable method (58/189, 30.7% of MSM replied it was totally acceptable).
Table 2. Preference of HIV and sexually transmitted infection (STI) testing at baseline (n=200).

<table>
<thead>
<tr>
<th>Preferences</th>
<th>Results, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Testing frequency (n=194)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Appropriate HIV testing frequency</strong></td>
<td></td>
</tr>
<tr>
<td>Test whenever necessary</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Once every 2 years</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Once per year</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>Once every 6 months</td>
<td>24 (12.4)</td>
</tr>
<tr>
<td>Once every 3 months</td>
<td>149 (76.8)</td>
</tr>
<tr>
<td>Once per month</td>
<td>15 (7.7)</td>
</tr>
<tr>
<td><strong>Appropriate STI testing frequency</strong></td>
<td></td>
</tr>
<tr>
<td>Test whenever necessary</td>
<td>7 (3.6)</td>
</tr>
<tr>
<td>Once every 2 years</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Once per year</td>
<td>10 (5.2)</td>
</tr>
<tr>
<td>Once every 6 months</td>
<td>34 (17.5)</td>
</tr>
<tr>
<td>Once every 3 months</td>
<td>129 (66.5)</td>
</tr>
<tr>
<td>Once per month</td>
<td>12 (61.9)</td>
</tr>
<tr>
<td><strong>Heard of self-sampled HIV and STI test (n=200)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>69 (34.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>131 (65.5)</td>
</tr>
<tr>
<td><strong>Willing to try self-sampling for HIV and STI testing (n=200)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes, even if paid</td>
<td>28 (14.0)</td>
</tr>
<tr>
<td>Yes, if free</td>
<td>137 (68.5)</td>
</tr>
<tr>
<td>Not decided yet</td>
<td>21 (10.5)</td>
</tr>
<tr>
<td>No</td>
<td>14 (7.0)</td>
</tr>
<tr>
<td><strong>Type of sampling and testing preferred (n=200)</strong></td>
<td></td>
</tr>
<tr>
<td>Self-test</td>
<td>103 (51.5)</td>
</tr>
<tr>
<td>Point-of-care test with samples collected by a trained staff member</td>
<td>165 (82.5)</td>
</tr>
<tr>
<td>Self-sampling and tested by a lab</td>
<td>42 (21.0)</td>
</tr>
<tr>
<td>Sampled by an HCW a and tested by a lab</td>
<td>64 (32.0)</td>
</tr>
<tr>
<td><strong>Level of acceptability of the different sampling methods</strong></td>
<td></td>
</tr>
<tr>
<td>Giving blood (n=198)</td>
<td></td>
</tr>
<tr>
<td>Totally acceptable</td>
<td>116 (58.6)</td>
</tr>
<tr>
<td>Acceptable</td>
<td>73 (36.9)</td>
</tr>
<tr>
<td>Unacceptable</td>
<td>4 (2.0)</td>
</tr>
<tr>
<td>Totally unacceptable</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Finger prick (n=197)</td>
<td></td>
</tr>
<tr>
<td>Totally acceptable</td>
<td>147 (74.6)</td>
</tr>
<tr>
<td>Acceptable</td>
<td>44 (22.3)</td>
</tr>
<tr>
<td>Unacceptable</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Totally unacceptable</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Urine sample (n=199)</td>
<td></td>
</tr>
<tr>
<td>Totally acceptable</td>
<td>153 (76.9)</td>
</tr>
</tbody>
</table>
Comparison of Participants by Study Engagement Level

Regarding study visits, among 204 participants, 28 (13.7%) attended the baseline visit only, while 29 (14.2%) visited twice, and 147 (72.1%) attended 3 or more visits including 1 visit with a follow-up period shorter than 180 days (Multimedia Appendix 1). Baseline characteristics were not significantly different between MSM with full (at least 3 visits) and partial (less than 3 visits) engagement (Table 3). MSM with an incident STI in the follow-up period (odds ratio [OR] 4.23, 95% CI 1.63-10.94), who had ever sought a medical referral following STI detection during the study (OR 10.25, 95% CI 3.25-29.79), and who had a synchronized schedule of HIV and STI testing with the PrEP visit (OR 51.85, 95% CI 19.30-139.34) were more likely to be fully engaged than partially engaged in the study.
Table 3. Comparison of participants' baseline characteristics by study engagement level.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Partial engagement (&lt;3 visits; n=58), n (%)</th>
<th>Full engagement (≥3 visits; n=146), n (%)</th>
<th>Bivariable logistic regression analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Sociodemographic variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)b,c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 (25-37)</td>
<td>31 (27-39)</td>
<td>1.01 (0.97-1.04)</td>
</tr>
<tr>
<td>Local Chinesec</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (6.9)</td>
<td>11 (7.5)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>54 (93.1)</td>
<td>135 (92.5)</td>
<td>0.91 (0.28-2.98)</td>
</tr>
<tr>
<td>Education leveld</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (7.4)</td>
<td>11 (7.5)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>50 (92.6)</td>
<td>135 (92.5)</td>
<td>0.98 (0.30-3.23)</td>
</tr>
<tr>
<td>Employedd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13 (24.1)</td>
<td>25 (17.1)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>41 (75.9)</td>
<td>121 (82.9)</td>
<td>1.53 (0.72-3.27)</td>
</tr>
<tr>
<td>Monthly income level (HKD)de</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 (9.3)</td>
<td>12 (8.2)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>16 (29.6)</td>
<td>24 (16.4)</td>
<td>0.63 (0.18-2.12)</td>
</tr>
<tr>
<td></td>
<td>14 (25.9)</td>
<td>58 (39.7)</td>
<td>1.73 (0.52-5.70)</td>
</tr>
<tr>
<td></td>
<td>10 (18.5)</td>
<td>32 (21.9)</td>
<td>1.33 (0.38-4.71)</td>
</tr>
<tr>
<td></td>
<td>9 (16.7)</td>
<td>20 (13.7)</td>
<td>0.93 (0.25-3.42)</td>
</tr>
<tr>
<td>Channels ever used for seeking sex partnersd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>35 (64.8)</td>
<td>107 (73.3)</td>
<td>1.49 (0.76-2.91)</td>
</tr>
<tr>
<td></td>
<td>19 (35.2)</td>
<td>60 (41.1)</td>
<td>1.29 (0.67-2.46)</td>
</tr>
<tr>
<td></td>
<td>51 (94.4)</td>
<td>135 (92.5)</td>
<td>0.72 (0.19-2.69)</td>
</tr>
<tr>
<td>History of sexual behavior</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of group sexd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 (20.4)</td>
<td>15 (10.3)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>43 (79.6)</td>
<td>131 (89.7)</td>
<td>2.23 (0.95-5.23)</td>
</tr>
<tr>
<td>History of chemsex engagementd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>31 (57.4)</td>
<td>93 (63.7)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>23 (42.6)</td>
<td>53 (36.3)</td>
<td>0.77 (0.41-1.45)</td>
</tr>
<tr>
<td>History of STI diagnosisbh</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34 (68.0)</td>
<td>85 (62.0)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>16 (32.0)</td>
<td>52 (38.0)</td>
<td>1.30 (0.65-2.58)</td>
</tr>
<tr>
<td>HIV and STI testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance of regular HIV testingd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (3.8)</td>
<td>0 (0)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>51 (96.2)</td>
<td>141 (100)</td>
<td>2.06 (0.44-9.51)</td>
</tr>
<tr>
<td>Acceptance of regular STI testingd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (5.7)</td>
<td>4 (2.8)</td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td>50 (94.3)</td>
<td>137 (97.2)</td>
<td>2.06 (0.44-9.51)</td>
</tr>
</tbody>
</table>
Types of sampling and testing preferred<sup>d</sup>

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Partial engagement (&lt;3 visits; n=58), n (%)</th>
<th>Full engagement (≥3 visits; n=146), n (%)</th>
<th>Bivariable logistic regression analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types of sampling and testing preferred</td>
<td></td>
<td></td>
<td>OR&lt;sup&gt;a&lt;/sup&gt; (95% CI)</td>
</tr>
<tr>
<td>Self-test</td>
<td>28 (51.9)</td>
<td>75 (51.4)</td>
<td>0.98 (0.53-1.83)</td>
</tr>
<tr>
<td>Point-of-care test with samples collected by a trained staff member</td>
<td>49 (90.7)</td>
<td>116 (79.5)</td>
<td>0.39 (0.14-1.08)</td>
</tr>
<tr>
<td>Self-sampling and testing by a lab</td>
<td>10 (18.5)</td>
<td>32 (21.9)</td>
<td>1.24 (0.56-2.72)</td>
</tr>
<tr>
<td>Sample taken by an HCW&lt;sup&gt;j&lt;/sup&gt; and tested by a lab</td>
<td>11 (20.4)</td>
<td>53 (36.3)</td>
<td>2.23 (1.06-4.68)</td>
</tr>
</tbody>
</table>

Research outcomes and participation

<table>
<thead>
<tr>
<th>Research outcomes and participation</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline positive STI result&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>No</td>
<td>38 (65.5)</td>
<td>105 (71.9)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (34.5)</td>
<td>41 (28.1)</td>
<td>0.74 (0.39-1.42)</td>
<td></td>
</tr>
<tr>
<td>Incident STI during the follow-up&lt;sup&gt;k&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>No</td>
<td>24 (80.0)</td>
<td>71 (48.6)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (20.0)</td>
<td>75 (51.4)</td>
<td>4.23 (1.63-10.94)</td>
<td></td>
</tr>
<tr>
<td>Sought medical referral during the study&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>54 (93.1)</td>
<td>83 (56.8)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4 (6.9)</td>
<td>63 (43.2)</td>
<td>10.25 (3.52-29.79)</td>
<td></td>
</tr>
<tr>
<td>Synchronized schedule with PrEP&lt;sup&gt;l&lt;/sup&gt; study visit&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>40 (69.0)</td>
<td>6 (4.1)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (31.0)</td>
<td>140 (95.9)</td>
<td>51.85 (19.30-139.34)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> OR: odds ratio.  
<sup>b</sup> Median (IQR).  
<sup>c</sup> n=204.  
<sup>d</sup> n=200.  
<sup>e</sup> US $1=HK $7.8.  
<sup>f</sup> Not applicable.  
<sup>g</sup> STI: sexually transmitted infection.  
<sup>h</sup> n=187.  
<sup>i</sup> n=194.  
<sup>j</sup> HCW: health care workers.  
<sup>k</sup>n=176.  
<sup>l</sup> PrEP: pre-exposure prophylaxis.

**Sampling and Testing During Follow-up**

During the follow-up periods, of 762 sets of samples collected, 638 sets (83.7%) were blood sampled by staff for HIV and syphilis rapid tests with self-sampling of swabs and urine, 44 sets (5.8%) were self-sampled (DBS, swabs, urine samples) and self-tested for HIV and syphilis at the site, and 80 sets (10.5%) were self-sampled (DBS, swabs, urine samples) and self-tested for syphilis at home with delivery to the laboratory. From visits 2 to 5, there was a decreasing proportion of participants who selected the home delivery option and the self-sampling with self-testing at the site option (Table 4). Regarding the scoring after self-sampling, the median score was 8 (IQR 5-9) for convenience, 7 (IQR 4-9) for confidence of correct self-sampling, 7 (IQR 5-9) for accurate reflection of his HIV or STI status from self-sampled specimens, and 3 (IQR 2-5) for discomfort during self-sampling at the baseline visit (Table 5). The proportions of high scores (8-10 points in Models A, B, and C; 3-10 points in Model D) were similar between baseline and follow-up visits 2 to 5, without significant changes identified in the GEE models. In the sensitivity analyses, cut-off values of 7-10 and 9-10 for Models A, B, and C; 3-10 points in Model D) were similar between baseline and follow-up visits 2 to 5, without significant changes identified in the GEE models. In the sensitivity analyses, cut-off values of 7-10 and 9-10 for Models A, B, and C; 3-10 points in Model D) were similar between baseline and follow-up visits 2 to 5, without significant changes identified in the GEE models. In the sensitivity analyses, cut-off values of 7-10 and 9-10 for Models A, B, and C; 3-10 points in Model D) were similar between baseline and follow-up visits 2 to 5, without significant changes identified in the GEE models. In the sensitivity analyses, cut-off values of 7-10 and 9-10 for Models A, B, and C; 3-10 points in Model D) were similar between baseline and follow-up visits 2 to 5, without significant changes identified in the GEE models. In the sensitivity analyses, cut-off values of 7-10 and 9-10 for Models A, B, and C; 3-10 points in Model D) were similar between baseline and follow-up visits 2 to 5, without significant changes identified in the GEE models.
scored 8 to 10 for accuracy, and 39.3% (59/150) scored 1 to 2 for discomfort. A high median score for convenience was positively associated with full study engagement (OR 2.68, 95% CI 1.14-6.30) in the logistic regression model, but no other markers had significant associations.

There was no incident HIV infection in the follow-up period. Among MSM with at least 2 rounds of testing performed during a median follow-up period of 12.53 (IQR 9.62-14.71) months, the incidence of any STI was 59.1 per 100 person-years (py; 81/137.11 years, 95% CI 47.2-73.1 per 100 py), with the highest incidence for CT (51/154.29 years; 33.1, 95% CI 24.9-43.1 per 100 py), followed by NG (48/160.77 years; 29.9, 95% CI 22.3-39.3 per 100 py) and syphilis (18/173.08 years; 10.4, 95% CI 6.4-16.1 per 100 py). By anatomic site, the highest proportion of samples testing CT-positive was in rectal swabs (46/539, 8.5%). The highest proportion of samples testing NG-positive was in pharyngeal swabs (37/546, 6.8%). Among urine samples, only 2.5% (14/554) were CT-positive, and 1.6% (9/555) were NG-positive. Comparing the positivity of one or more STI conditions at each or all anatomic sites during the follow-up in bivariable logistic regression analysis, no difference in STI positivity was identified between sampling by staff or participants nor between in-person visits or home delivery. However, no samples tested positive for syphilis in the home delivery group and self-sampling at site group, with the same syphilis rapid test kit (treponemal and nontreponemal test) provided to participants with or without a past history of syphilis.

A total of 113 participants completed the exit questionnaire. They were more likely to be fully engaged (OR 11.50, 95% CI 5.33-24.80) and be co-enrolled in the PrEP study (OR 5.02, 95% CI 2.41-10.46), compared with those who did not complete the exit questionnaire. Their sociodemographic characteristics (locality, employment status, and educational level) were however not significantly different. In the exit questionnaire data from the 113 participants, 103 (91.2%) had checked the testing results from the designated website, and 100 (99%) replied having a plan for regular STI testing (at least once a year) after the study.

Table 4. Distribution of sampling and testing options by participants and staff over visits (n=762).

<table>
<thead>
<tr>
<th>Visit number</th>
<th>Number of participants who completed the visit</th>
<th>In-person visit, n (%)</th>
<th>Blood sampled by staff, rapid test for HIV and syphilis by staff (n=638)</th>
<th>Blood self-sampled and self-tested for HIV and syphilis at the site (n=44)</th>
<th>Blood self-sampled and self-tested for syphilis at home (n=80)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>204</td>
<td>204 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>176</td>
<td>114 (64.8)</td>
<td>29 (16.5)</td>
<td>33 (18.8)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>147</td>
<td>111 (75.5)</td>
<td>9 (6.1)</td>
<td>27 (18.4)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>124</td>
<td>107 (86.3)</td>
<td>3 (2.4)</td>
<td>14 (11.3)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>79</td>
<td>76 (96.2)</td>
<td>1 (1.3)</td>
<td>2 (2.5)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>15 (75.0)</td>
<td>2 (10.0)</td>
<td>3 (15.0)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>7 (87.5)</td>
<td>0 (0)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>
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Table 5. Post-self-sampling scores (ranging between 1 [strongly disagree] and 10 [strongly agree]) and their changes across visits in binary logistic generalized estimating equation (GEE) models.

<table>
<thead>
<tr>
<th>Model and visit number</th>
<th>Participants, n</th>
<th>Median (IQR)</th>
<th>High score(^a), n (%)</th>
<th>GEE model results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Exp(B)</td>
</tr>
<tr>
<td><strong>Model A: It's convenient</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>60</td>
<td>8 (5-9)</td>
<td>31 (52)</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>105</td>
<td>8 (4-10)</td>
<td>57 (54)</td>
<td>1.03</td>
</tr>
<tr>
<td>3</td>
<td>97</td>
<td>8 (5-9)</td>
<td>52 (54)</td>
<td>0.93</td>
</tr>
<tr>
<td>4</td>
<td>75</td>
<td>8 (6-10)</td>
<td>45 (60)</td>
<td>1.11</td>
</tr>
<tr>
<td>5</td>
<td>51</td>
<td>8 (5-9)</td>
<td>31 (61)</td>
<td>1.45</td>
</tr>
<tr>
<td>Intercept</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.19</td>
</tr>
</tbody>
</table>

| **Model B: I am confident to self-sample correctly** |                 |              |                         |                   |           |
| 1                      | 62              | 7 (4-9)      | 23 (37)                 | 1                 | —         |
| 2                      | 106             | 8 (5-9)      | 55 (52)                 | 1.33              | .34       |
| 3                      | 97              | 7 (5-9)      | 46 (47)                 | 1.05              | .87       |
| 4                      | 76              | 8 (5-10)     | 42 (55)                 | 1.46              | .24       |
| 5                      | 50              | 8 (5-9)      | 26 (52)                 | 1.71              | .11       |
| Intercept              | —               | —            | —                       | 0.77              | .30       |

| **Model C: I am confident that self-sampled specimens can accurately reflect my HIV or STI status** |                 |              |                         |                   |           |
| 1                      | 61              | 7 (5-9)      | 30 (49)                 | 1                 | —         |
| 2                      | 108             | 8 (5-9)      | 61 (58)                 | 0.81              | .61       |
| 3                      | 96              | 7 (5-9)      | 47 (49)                 | 0.67              | .29       |
| 4                      | 76              | 8 (5-10)     | 42 (55)                 | 0.78              | .51       |
| 5                      | 49              | 8 (6-9)      | 29 (58)                 | 0.70              | .47       |
| Intercept              | —               | —            | —                       | 1.52              | .22       |

| **Model D: I feel discomfort during self-sampling** |                 |              |                         |                   |           |
| 1                      | 57              | 3 (2-5)      | 33 (58)                 | 1                 | —         |
| 2                      | 101             | 3 (2-6)      | 69 (68)                 | 1.95              | .10       |
| 3                      | 93              | 3 (2-6)      | 57 (61)                 | 1.42              | .38       |
| 4                      | 75              | 3 (2-5)      | 39 (52)                 | 1.11              | .81       |
| 5                      | 49              | 4 (2-7)      | 32 (65)                 | 0.93              | .82       |
| Intercept              | —               | —            | —                       | 1.08              | .82       |

\(^a\)The high score was coded 1 as a binary dependent variable in the GEE models: scores ≥8 for models A, B, and C and ≥3 for model D.  
\(^b\)Not applicable.

**Discussion**

**Principal Findings**

This is a longitudinal study involving a designated website and self-sampling method to enhance regular HIV and STI testing in MSM. Despite the low proportion (21.0%) of participants indicating a preference for self-sampled testing at baseline, the overall completion rate of regular self-sampled testing was high, at 72.1%. Scoring of the self-sampling process by participating MSM was high for its convenience, confidence of correct sampling, and perceived accurate reflection of STI status, and only very mild discomfort was reported.

**Comparison With Prior Work**

There was a positive association between seeking a medical referral subsequent to the detection of an incident STI and full engagement in regular HIV and STI testing. The detection of new STI may have alerted MSM about their health risk regardless of experiencing symptoms. With treatment as a follow-up action, STI knowledge may be enhanced in this group. The higher STI knowledge may have promoted engagement in frequent STI testing [18]. On the other hand, the compliance rate for MSM with a synchronized schedule of HIV and STI testing with a PrEP visit was higher than regular HIV and STI testing as an isolated component. Among MSM on PrEP for HIV prevention, a recent HIV test result is often a precondition.
for a PrEP refill [19]. Bundling STI testing with HIV testing for a PrEP refill, as has been packaged in many PrEP implementation studies [20-22], could be a useful strategy for individuals at higher risk of HIV and STI. Self-sampled testing may further increase uptake by providing the flexibility to undergo testing.

MSM who scored the convenience of self-sampling higher in the first 5 visits were more likely to be fully engaged with regular testing during participation in the study. This is consistent with the higher acceptability of internet-based testing with self-sampling, an approach that saved travel and clinic waiting times, as concluded in a systematic review [23]. Our participants’ preferences for self-sampling and self-testing at baseline were not significantly different by socioeconomic factors including educational level, Chinese locality, and employment. Potential barriers for self-sampling include a lack of confidence in correct self-sampling, inaccurate results in the self-sampled samples, and discomfort [23]. Although these factors were not significantly associated with full engagement, more than one-half of MSM scored confidence and accuracy high, and around 40% provided low scores for discomfort.

In this MSM cohort, the prevalence of overall STI was high at baseline, at 31%, which was higher than the baseline STI prevalence in PrEP studies in Amsterdam (17%) [20] and Australia (13.7%) [24], and the baseline CT and NG prevalences in this study (26%) were also higher than in a previous local study of CT and NG with MSM attending an STI clinic (19.6%) [17]. The incidence of any STI in the follow-up period of this study was however lower than that in previous PrEP studies [21,22]. The proportion of positive test results in extragenital site samples was higher than that in urine samples. The rate of detection of CT and NG from multisite samples highlights the insufficiency of collecting urine samples alone for CT and NG testing in MSM. This observation was consistent with previous studies [21,22] and supported by guidelines for CT and NG screening at extragenital sites in MSM [5-7] and results from a cost-effectiveness analysis [25].

Limitations

There were a few limitations in this study. First, a good proportion (77%) of participants had concurrently joined the PrEP study being conducted by the research team, which allowed synchronized scheduling of appointments for the 2 studies. The completion rate of the regular testing study was likely to be affected partly by the PrEP study. Comparison of PrEP-naïve and experienced participants was not performed because of the unbalanced distribution. Second, CT and NG test results from self-collected samples may be affected by the sampling technique of the participants. However, with high positivity rates and high proportion of detectable CT or NG in the test kits, incorrect sampling was unlikely to be a major concern. Studies have shown comparable accuracy and consistency results between self-sampled and clinician-sampled specimens [15,16]. Third, we did not use a validated tool to score self-sampling. As convenience was identified as a significant factor associated with the degree of engagement, further development of an evaluation tool for self-sampling may be useful. Fourth, self-selection bias might have arisen, with MSM at higher risk of HIV or STI being attracted to participate in the study, and recall bias might exist in the questionnaire survey even though it was completed on a monthly basis. Fifth, there was no control group who had samples taken by health care workers nor a non-web-based booking system, so we were unable to directly assess the outcome of the program.

Conclusion

The STI burden for MSM in the community in Hong Kong was high. MSM with an incident STI, seeking medical referrals, and who scored the convenience of self-sampling high were more likely to become fully engaged in a regular testing program. Self-sampling and the functioning of a website could enhance regular HIV and STI testing, supplementing conventional methods for implementing testing.
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Abstract

Background: Advances in medical treatments in recent years have contributed to an overall decline in HIV-related opportunistic infections and deaths in youth; however, mortality and morbidity rates in perinatally and nonperinatally infected adolescents and young adults (AYA) living with HIV remain relatively high today.

Objective: The goal of this project was to assess the use, utility, and cost-effectiveness of PlusCare, a digital app for HIV case management in AYA living with HIV. The app supports routine case management tasks, such as scheduling follow-up visits, sharing documents for review and signature, laboratory test results, and between-visit communications (eg, encouraging messages).

Methods: We conducted a single-group mixed methods pre-post study with HIV case management programs in 2 large urban hospitals in the Boston metro area. Case management staff (case managers [CMs], N=20) and AYA living with HIV participants (N=45) took part in the study with access to PlusCare for up to 15 and 12 months, respectively.

Results: The CMs and AYA living with HIV reported mean System Usability Scale scores of 51 (SD 7.9) and 63 (SD 10.6), respectively. Although marginally significant, total charges billed at 1 of the 2 sites compared with the 12 months before app use (including emergency, inpatient, and outpatient charges) decreased by 41% (P=.046). We also observed slight increases in AYA living with HIV self-reported self-efficacy in chronic disease management and quality of life (Health-Related Quality of Life-4) from baseline to the 12-month follow-up (P=.02 and P=.03, respectively) and increased self-efficacy from the 6- to 12-month follow-up (P=.02). There was no significant change in HIV viral suppression, appointment adherence, or medication adherence in this small-sample pilot study.

Conclusions: Although perceived usability was low, qualitative feedback from CMs and use patterns suggested that direct messaging and timely, remote, and secure sharing of laboratory results and documents (including electronic signatures) between
CMs and AYA living with HIV can be particularly useful and have potential value in supporting care coordination and promoting patient self-efficacy and quality of life.

**Trial Registration:** ClinicalTrials.gov NCT03758066; https://clinicaltrials.gov/ct2/show/NCT03758066

(JMIR Form Res 2022;6(11):e39357) doi:10.2196/39357
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**Introduction**

**Background**
Adolescents and young adults (AYA) are estimated to account for more than 1 in 5 new HIV diagnoses in the United States [1]. Advances in medical treatments and combination antiretroviral therapy have contributed to an overall decline in HIV-related opportunistic infections and deaths among youth in the United States and other high-income countries [2-5]. However, rates of mortality and morbidity in perinatally and behaviorally infected AYA living with HIV remain high in the United States, partly owing to poor HIV control [6]. By the end of 2019, it was estimated that only 35% of persons aged 13 to 24 years with HIV were virally suppressed and only 33% were retained in care, the lowest percentages for any age group [7]. AYA living with HIV require developmentally appropriate care and case management to achieve retention in care and viral suppression, as well as other developmental and health outcomes, as they become more responsible for their own care and adherence at the same time that they enter the turbulence of adolescent and young adult transitions [8,9].

Case management programs can help AYA living with HIV work toward achieving primary HIV outcomes, such as viral suppression, by providing support for fundamental HIV care needs, in addition to non–HIV-related health and developmental outcomes that may co-occur with or undermine HIV outcomes [10]. The use of case management has been associated with decreased unmet needs for supportive care of AYA living with HIV, such as health insurance, emotional counseling, and higher medication adherence in patients receiving HIV treatment [11]. Case managers (CMs) and other clinical care staff who serve as part of the case management team, such as physicians, nurse practitioners, nurses, and social workers (hereafter collectively referred to as CMs), play a vital role in the front line of care throughout the HIV care continuum, often starting with reporting a positive test result to a patient and then connecting youth to resources that can assist in fulfilling basic needs including insurance, medical care, housing, and transportation, as well as mental health and general emotional support [12-14].

Engagement and retention in care become critical as AYA living with HIV age and transition into adult care, and studies suggest that case management can contribute to the retention of AYA living with HIV in primary care, particularly in high-risk populations [15-19], by providing linkage to care most needed by hard-to-reach populations [14,20-25]. Logistical barriers, such as arrangements for transportation to the hospital or clinic, can prevent AYA living with HIV from receiving the care that they need. A case management team can support the fundamental aspects of AYA living with HIV care but is limited by constraints such as infrequent clinic visits and unreliable means of communication with patients.

Mobile health (mHealth) technology provides an opportunity to overcome these limitations and facilitates case management for AYA living with HIV. Pew research reported an estimated 95% of adolescents in the United States in 2018 owning or having access to a smartphone, and numbers are likely to be higher today [26]. The pervasiveness of mobile technology in the youth today, combined with its unique capabilities to securely handle data, presents a distinctive opportunity to support AYA living with HIV [27]. Although there have been many advances in mHealth to support persons living with HIV/AIDS, few tools have been developed to directly support case management through a shared platform between the clinical care team and AYA living with HIV, a capability that is desired and has the potential to streamline care [28]. Unlike adults living with HIV, AYA living with HIV likely require a more complex, individualized, youth-friendly approach provided by case management programs [29]. We designed and previously found high perceived usability of the prototype of a digital app system, PlusCare, to support HIV case management for AYA living with HIV, demonstrating its acceptability and feasibility [30].

Using a user-centered design approach, we developed a mobile and web app that can directly connect AYA living with HIV and members of their case management team by streamlining communication and facilitating comprehensive support to help overcome logistical barriers to care [31].

**Objectives**
The objective of this study was to assess the user experience of the PlusCare system for AYA living with HIV case management, cost-effectiveness, and potential effects on physical and psychosocial health.

**Methods**

A mixed methods, nonrandomized, single-group intervention study design (ClinicalTrials.gov NCT03758066) was used.

**Study Settings**
The study was conducted with 3 HIV/AIDS programs: 2 based at Boston Children’s Hospital (BCH), and 1 at Boston Medical Center (BMC). BCH’s programs are housed in both adolescent and young adult medicine and infectious diseases and BMC’s program belongs to the infectious diseases division. All 3 programs shared a similar focus on HIV counseling, prevention, screening, and linkage to care, retention, and adherence. They used a model of multidisciplinary team-managed care in which each AYA living with HIV is assigned to a designated team consisting of, at minimum, a CM, a medical provider, and a...
nurse. Program staff at both sites communicated similarly with patients, relying primarily on phone calls and in-person visits to connect with patients; for example, to share and discuss laboratory results and collect signatures on documents. At BCH, CMs also communicated with patients via the patient portal, and at BMC, SMS text messaging was occasionally used; both modalities were used for less confidential communication. Paper binders and electronic health record systems were used at both sites to document interactions. BCH and BMC are private, not-for-profit academic hospitals. BMC is the largest safety-net hospital in the region; that is, it serves a racially and ethnically diverse patient population with a large proportion of patients either uncovered or covered by Medicaid in commitment to its mission statement to provide health care to all patients, regardless of their ability to pay.

Recruitment and Eligibility
CMs at each site actively involved in the care of AYA living with HIV were identified and referred to the study site research assistant (RA) to confirm eligibility, consent, and enrollment in the study. Patients were eligible to participate if they were aged 13 to 25 years, living with HIV, had reliable access to a smartphone for 12 months, and were at the study site for at least 12 months before enrollment. A waiver of parental consent for participants aged 13 to 17 years was approved by the institutional review board (IRB) to protect participant confidentiality. All participants were recruited and enrolled between January 2019 and June 2019.

Baseline and App Training
CMs from each of the 3 programs participated in a baseline session that took place in January 2019. These sessions were led by study site RAs at each site who had in-depth knowledge and experience with the app. Written informed consent was obtained from each CM at the beginning of each session. A baseline survey was conducted to collect basic demographic data and information on professional roles and experience (eg, job title, years of CM experience, and number of AYA living with HIV managed). In this session, CMs received training on how to use the PlusCare mobile app and register AYA living with HIV participants.

RAs consented to the participation of eligible AYA living with HIV and then completed a baseline survey which included items to collect demographic information and assess technology use, familiarity, and health outcome measures. CMs were responsible for registering consenting and enrolled patients in the PlusCare system and setting up the patient’s care team contacts. Only the web app was tested with the patients at enrollment to ensure equivalent access agnostic to operating system, although PlusCare could theoretically be accessed as a mobile app via Android devices. A shortcut to the web app was created on the participants’ devices for easy access. Baseline training was considered complete after the PlusCare shortcut was installed and the participant successfully demonstrated that they could (1) access the app from their smartphone and (2) receive incoming SMS text messages from the CM.

Intervention
Study tablets with PlusCare preinstalled as a native app were provided to the case management programs at each site for use by CMs. CMs could access PlusCare via the app on the study tablets or the web app from any computer for up to 15 months from the start date of the study intervention to account for rolling patient enrollment. Patients had access to the PlusCare web app for 12 months after enrollment in the study and continued to receive usual care from their respective case management teams during that time, including communication with patients about upcoming visits, discussion about laboratory results, updating insurance information, renewing medications, and assistance with social determinants of health needs, such as food, housing, and transportation.

To assess the naturalistic use of the app, user-suggested modifications during the intervention period were restricted to those determined to be barriers to use. As such, only one modification was implemented and introduced in early August 2019, after all participants were enrolled, to allow CMs and patients to send asynchronous messages to one another within the app. Before this modification, only CMs could send messages to patients. However, patients were unable to send messages in response to CMs.

Outcomes and Measures
In this study, we evaluated (1) use, usability, and acceptability and (2) health and clinical outcomes (CD4 counts, viral load, clinic visits, medication adherence, self-efficacy in chronic disease management, quality of life, and cost savings).

Use, Usability, and Acceptability
The 10-item Likert-scale positive System Usability Scale (SUS) [32] was administered via a survey in the PlusCare app to assess CMs’ and patients’ perceived usability of and user satisfaction with the app at the end of the study. The SUS has been validated for use with mobile and web apps and scores range from 0 to 100, with higher scores indicating higher perceived usability [33]. A score >68 is considered above the industry average [34].

Data on which features of the PlusCare app were accessed (ie, forms that users submitted) were also collected passively and deidentified weekly use logs were analyzed separately for CMs and patients to explore use trends over the 15- and 12- month period, respectively.

RAs also conducted brief, structured check-ins following an interview guide with CMs every 6 weeks via phone or in person to address and log any issues with their own user experience and their patients. At the end of the study period, the RAs at each site also conducted brief structured one-on-one interviews with CMs at their respective sites to provide qualitative feedback on their experiences using the system with their patients. Qualitative notes were collected for analyses (see Multimedia Appendices 1 and 2 for sample guides used for check-ins and interviews).

Health and Clinical Outcomes
Viral load, CD4 counts, and scheduled clinic visits were compared between 1 year before enrollment (pre-enrollment) and 1 year during intervention (postenrollment). Values for
patient laboratory results and medical visit frequency were obtained from electronic health records.

Once a month, patients completed a medication adherence assessment, where they rated their adherence to their prescribed medication for the past month on a 6-point Likert scale ranging from 1 (“very poor”) to 6 (“excellent”) [35,36]. Patients received monthly SMS text messages alerting them to report adherence via survey forms created in the PlusCare app.

Responses to self-efficacy and health-related quality of life assessments, the self-efficacy for managing chronic diseases 6-item scale [37] and modified Centers for Disease Control and Prevention Health-Related Quality of Life-4 (HRQOL-4) healthy days core measures [38], respectively, were similarly collected via survey forms in the PlusCare app at baseline, 6 months, and 12 months. Self-efficacy scores were calculated by averaging patients’ self-reported confidence in keeping various symptoms from interfering with their everyday life and their confidence in engaging in activities that reduced the impact of their illness and the need to visit a clinician.

Outpatient, emergency, and inpatient per-patient charges were extracted from hospital billing data as deidentified data sets for analyses.

Data Analysis

Overview

Our analytical sample included 20 CMs and 45 patients enrolled in the study. The sample size of CMs was a convenience sample determined based on feasibility and the pool of potentially eligible case management staff at the 2 sites. The effect size was calculated using Cohen $d=0.35$ and the ability to detect a 38% increase in viral load, independent of sample size [39]. All statistical tests were based on 2-tailed alternatives at a significance level of .05 and analyses were performed using open-source R statistical software (R Foundation for Statistical Computing) [40] and SAS software (version 9.4; SAS Inc) [41].

To assess any differences between sites, baseline demographic characteristics for CMs and patients were compared between sites using 2-sample, 2-tailed $t$ tests for averages (ie, age and savviness with technology) and chi-square tests or Fisher exact tests for categorical variables (ie, ethnicity and race, sex, education, smartphone ownership, hours on phone, and health and HIV apps). Missing responses were excluded from the significance tests.

Use, Usability, and Acceptability

Descriptive statistics (mean, median, SD, and frequency) were used to summarize SUS scores collected at the end of the study and use patterns in data collected passively over the intervention period. Qualitative notes from check-ins and end-of-study interviews with CMs were coded and analyzed by 2 coauthors (CF and YXH) using directed content analysis with predefined categories of (1) facilitators, (2) barriers, and (3) recommendations for system implementation. Recurring themes in the responses were iteratively coded, reviewed, and refined [42].

Health and Clinical Outcomes

We used simple linear regression to test whether self-reported medication adherence improved over the course of the intervention. A 2-tailed nonparametric 1-sample paired sign test was used to determine whether to reject or fail to reject the null hypothesis that the mean difference of self-efficacy for managing chronic diseases 6-item scale and Centers for Disease Control and Prevention HRQOL-4 scores between any of the 2 of 3 time points was 0 (baseline vs 6-month, 6-month vs 12-month, and baseline vs 12-month).

Generalized linear mixed modeling was used to determine changes in HIV viral load and CD4 levels in the preintervention and postintervention periods. Owing to the skewed distribution of the outcome, we log transformed the values before modeling. We included random intercepts for each participant to control for the correlation between repeated measurements within the patient.

Cost-effectiveness analyses were performed following an approach used in other community programs [43-46]. We used data on HIV medical visit frequency, emergency department visits, and hospitalizations for the analyses. We based our analyses on potential cost savings resulting from a reduction in hospital visit frequency between the preintervention period (12 months before baseline) and the intervention period from baseline to the 12-month follow-up. We computed preliminary cost-effectiveness of the PlusCare intervention by dividing the cost savings attained by the program cost of the case management program using the net present value (net present value = present value of cost savings – present value of program costs) and return on investment (return on investment = present value of cost savings / present value of program costs). The cost savings estimate was adjusted for variations in age, sex, and race and ethnicity using a multivariate regression model to reduce treatment costs.

Ethics Approval

IRB approval for all study activities was obtained from and overseen by the Western Institutional Review Board (WCG IRB 120190387) and the IRB at each study site (IRB-P00029517 and H-38254).

Results

mHealth Study Tool

Overview

PlusCare was designed with 2 separate interfaces connected on a shared platform—one for CMs and one for the AYA living with HIV. The former can access the app via a native app installed on a study tablet or a web app through a computer browser. Patients could access the web app through a shortcut link on their smartphones. Figure 1 shows screenshots of the menu page for the 2 different users: CMs and patients. The app can support critical aspects of AYA living with HIV case management, and the following functionalities were validated through usability testing (corresponding menu items on the patient and CM interfaces shown in Figure 1 are indicated in parentheses): (1) enter, share, and view laboratory results (View...
Lab Results, Lab Results Graphs, and Send Lab Results; (2) send, receive, and sign documents via an external document sharing app, Docusign [31] (Manage Documents and Send and Receive Documents); (3) create and update contacts (Contacts and Patient Contacts); (4) schedule, send, and receive SMS text message notifications of app activity, for example, laboratory results, appointment reminders, and encouraging messages (Messaging); and (5) view and go to links to community resources (Resources). In addition, CMs could update patient information registered in the system (Update Patient Profile) and create and share notes between staff (Patient Notes). Both users could access user guides in the system at any time (How to Use PlusCare).

**Figure 1.** PlusCare dashboard for patient (left) as viewed on a smartphone and case manager as viewed in a web application on a laptop computer (right).

---

**Participant Demographics**

A total of 20 CMs were enrolled and trained to use PlusCare at our 2 participating study sites: 11 CMs from BCH and 9 CMs from BMC (Table 1). CM demographics are presented in Table 1. Reported professional roles of individuals performing CM duties included CMs (n=2), medical CMs (n=3), nurse practitioners (n=4), clinical social workers (n=3), physicians (n=2), nurses (n=2), pharmacists (n=1), and health services advocate (n=1). CMs owned either an iPhone (17/20, 85%) or Android (3/20, 15%) smartphone, and 15% (3/20) reported spending >7 hours on their mobile phones per day. On a scale from 1 to 10 for tech savviness, CMs reported an average score of 7.1 (SD 1.2) for their own tech savviness compared with 6.4 (SD 1.9) for a rating of perceived tech savviness in their workplace. An average score of 6.7 (SD 2) was reported for workplace effectiveness using information technology.

A total of 45 AYA living with HIV participants were enrolled across the 2 study sites. Patient demographics at the 2 sites are shown in Table 2. Of the 45 patients, only 8 (18%) were Hispanic and Latino; 34 (76%) were non-Hispanic, and roughly half (23/45, 51%) identified as female. The average age of the AYA living with HIV participant was 20 (SD 2.7) years with education level ranging from 4% (2/20) of individuals with no schooling completed to 9% (4/20) of individuals holding a bachelor’s degree. AYA living with HIV owned an iPhone (40/45, 89%) or Android smartphone (5/45, 11%), with 40% (18/45) of participants reporting >7 hours of phone use per day. Of the 45 AYA living with HIV participants, only 55% (11/20) reported using health/HIV apps. An average score of 8 (SD 1.6) was reported for self-rated tech savviness. Of the baseline demographics, only education was found to be statistically different between patients at the 2 sites, with a higher proportion of patients with a high school education or less at BMC (68% vs 35%; \(P=0.04\)).
Table 1. Case manager (N=20) demographics by site—Boston Medical Center (BMC) and Boston Children’s Hospital (BCH).

<table>
<thead>
<tr>
<th>Demographic</th>
<th>BCH (n=11)</th>
<th>BMC (n=9)</th>
<th>Total</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>3 (27)</td>
<td>1 (11)</td>
<td>4 (20)</td>
<td>.39</td>
</tr>
<tr>
<td>25-34</td>
<td>4 (36)</td>
<td>1 (11)</td>
<td>5 (25)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>0 (0)</td>
<td>2 (22)</td>
<td>2 (10)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>1 (9)</td>
<td>2 (22)</td>
<td>3 (15)</td>
<td></td>
</tr>
<tr>
<td>≥55</td>
<td>3 (27)</td>
<td>3 (33)</td>
<td>6 (30)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity and race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Hispanic and Latino</td>
<td>1 (9)</td>
<td>0 (0)</td>
<td>1 (5 )</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>6 (55)</td>
<td>6 (67)</td>
<td>12 (60)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>3 (27)</td>
<td>1 (11)</td>
<td>4 (20)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other (including American Indian or Alaska Native, Asian and Pacific Islander, or more than one)</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (5)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (9)</td>
<td>1 (11)</td>
<td>2 (10)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Female</td>
<td>11 (100)</td>
<td>7 (78)</td>
<td>18 (90)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0 (0)</td>
<td>2 (22)</td>
<td>2 (10)</td>
<td></td>
</tr>
<tr>
<td><strong>Education—highest level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>5 (45)</td>
<td>2 (22)</td>
<td>7 (35)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>2 (18)</td>
<td>5 (56)</td>
<td>7 (35)</td>
<td></td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>3 (27)</td>
<td>1 (11)</td>
<td>4 (20)</td>
<td></td>
</tr>
<tr>
<td>Professional degree</td>
<td>1 (9)</td>
<td>1 (11)</td>
<td>2 (10)</td>
<td></td>
</tr>
<tr>
<td><strong>Smartphone ownership, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>iPhone</td>
<td>9 (82)</td>
<td>8 (89)</td>
<td>17 (85)</td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>2 (18)</td>
<td>1 (11)</td>
<td>3 (15)</td>
<td></td>
</tr>
<tr>
<td><strong>Hours spent on phone per day, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>0-3</td>
<td>4 (36)</td>
<td>5 (56)</td>
<td>9 (45)</td>
<td></td>
</tr>
<tr>
<td>4-6</td>
<td>2 (18)</td>
<td>6 (67)</td>
<td>8 (40)</td>
<td></td>
</tr>
<tr>
<td>&gt;7</td>
<td>3 (27)</td>
<td>0 (0)</td>
<td>3 (15)</td>
<td></td>
</tr>
<tr>
<td><strong>Tech savvy, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>Personal score</td>
<td>7.09 (1.45)</td>
<td>7 (1)</td>
<td>7.05 (1.23)</td>
<td></td>
</tr>
<tr>
<td>Work score</td>
<td>6 (2.05)</td>
<td>6.89 (1.54)</td>
<td>6.4 (1.85)</td>
<td></td>
</tr>
<tr>
<td><strong>Workplace IT use, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Workspace IT use</td>
<td>6.36 (2.11)</td>
<td>7.11 (1.9)</td>
<td>6.7 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of patients</strong></td>
<td></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>37.44 (17.7)</td>
<td>43.7 (24.9)</td>
<td>38.95 (22.4)</td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>49 (10-54)</td>
<td>43.5 (2-80)</td>
<td>43.5 (2-80)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Patient demographics by site—Boston Medical Center (BMC) and Boston Children’s Hospital (BCH; N=45).

<table>
<thead>
<tr>
<th>Patients</th>
<th>BCH (n=20)</th>
<th>BMC (n=25)</th>
<th>Total</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>20.21 (2.5)</td>
<td>20.04 (2.9)</td>
<td>20.11 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>20 (16-26)</td>
<td>20 (14-25)</td>
<td>20 (14-26)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity and race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Hispanic and Latino</td>
<td>2 (10)</td>
<td>6 (24)</td>
<td>8 (18)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>3 (15)</td>
<td>1 (4)</td>
<td>4 (9)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>9 (45)</td>
<td>15 (60)</td>
<td>24 (53)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other (including American Indian or Alaska Native, Asian and Pacific Islander, or more than one)</td>
<td>4 (20)</td>
<td>2 (8)</td>
<td>6 (13)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (10)</td>
<td>1 (4)</td>
<td>3 (7)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>Female</td>
<td>11 (55)</td>
<td>12 (48)</td>
<td>23 (51)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (45)</td>
<td>13 (52)</td>
<td>22 (49)</td>
<td></td>
</tr>
<tr>
<td><strong>Education—highest level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>7 (35)</td>
<td>17 (68)</td>
<td>24 (53)</td>
<td></td>
</tr>
<tr>
<td>Some college credit or more</td>
<td>12 (60)</td>
<td>8 (32)</td>
<td>20 (44)</td>
<td></td>
</tr>
<tr>
<td>N/A a (missing)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>5 (25)</td>
<td>13 (52)</td>
<td>18 (40)</td>
<td></td>
</tr>
<tr>
<td>20,000-49,999</td>
<td>6 (30)</td>
<td>7 (28)</td>
<td>13 (29)</td>
<td></td>
</tr>
<tr>
<td>≥50,000</td>
<td>5 (25)</td>
<td>2 (8)</td>
<td>7 (16)</td>
<td></td>
</tr>
<tr>
<td>N/A (missing)</td>
<td>4 (20)</td>
<td>3 (12)</td>
<td>7 (16)</td>
<td></td>
</tr>
<tr>
<td><strong>Time in years since positive HIV diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>1-3</td>
<td>4 (20)</td>
<td>6 (24)</td>
<td>10 (22)</td>
<td></td>
</tr>
<tr>
<td>3-5</td>
<td>1 (5)</td>
<td>5 (20)</td>
<td>6 (13)</td>
<td></td>
</tr>
<tr>
<td>&gt;5</td>
<td>15 (75)</td>
<td>14 (56)</td>
<td>29 (64)</td>
<td></td>
</tr>
<tr>
<td><strong>Smartphone ownership, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>iPhone</td>
<td>20 (100)</td>
<td>20 (80)</td>
<td>40 (89)</td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>0 (0)</td>
<td>5 (20)</td>
<td>5 (11)</td>
<td></td>
</tr>
<tr>
<td><strong>Hours spent on phone per day, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>0-3</td>
<td>4 (20)</td>
<td>4 (16)</td>
<td>8 (18)</td>
<td></td>
</tr>
<tr>
<td>4-6</td>
<td>10 (50)</td>
<td>9 (36)</td>
<td>19 (42)</td>
<td></td>
</tr>
<tr>
<td>&gt;7</td>
<td>6 (30)</td>
<td>12 (48)</td>
<td>18 (40)</td>
<td></td>
</tr>
<tr>
<td><strong>Health or HIV apps, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>Yes</td>
<td>4 (20)</td>
<td>7 (28)</td>
<td>11 (24)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>15 (75)</td>
<td>17 (68)</td>
<td>32 (71)</td>
<td></td>
</tr>
<tr>
<td>N/A (missing)</td>
<td>1 (5)</td>
<td>1 (4)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td><strong>Tech savvy</strong></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Personal score, mean (SD)</td>
<td>8.3 (1.63)</td>
<td>7.6 (1.50)</td>
<td>7.9 (1.58)</td>
<td></td>
</tr>
<tr>
<td>N/A (missing), n (%)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>1 (2)</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Use, Usability, and Acceptability

Overview

Average SUS scores for CMs and patients were 51 (SD 7.9; n=13) and 63 (SD 10.6; n=38), respectively. We found intersite differences in overall use as measured by the number of forms submitted through the app; of the 290 forms submitted by CMs and 427 forms submitted by patients at both sites, the majority were submitted by BMC participants (624/717, 87% and 667/717, 93%, respectively). CMs used the asynchronous messaging feature with patients most frequently (197/290, 67.9%), followed by updating patient information (53/290, 18.3%), and uploading documents (32/290, 11%). CMs also used the app to upload laboratory results (6/290, 2.1%), add patient notes (1/290, 0.3%), and access the how-to guide (1/290, 0.3%). Among the 427 forms submitted, patients most commonly sent messages to CMs (228/427, 53.4%) and viewed and shared documents (149/427, 34.9%). Patients also updated their personal information (30/427, 7%) and viewed their laboratory results or laboratory results graphs (15/427, 3.5%); they rarely accessed resources (4/427, 0.9%) and the how-to guide (1/427, 0.2%).

Use data revealed that CM use was highest at the beginning of the intervention period, primarily owing to the enrollment of patients and increased use of messaging starting in week 3; however, use dropped to near 0 approximately after 9 of the 15 months. Patient use data revealed a different pattern—a slow increase in use early in the trial period with spikes of activity in the middle to later weeks, with messaging and document management being the most frequent tasks (Figure 2).

Content analyses of the CM interviews at the end of the study revealed potential facilitators, barriers, and recommendations for improving the usability of the app.

Figure 2. Frequency of patient and case manager app use by feature over week from participant enrollment date (top and bottom, respectively).
Facilitators, Barriers, and Recommendations for Use

Overall, CMs found the app helpful in communicating with patients. Several CMs perceived PlusCare as an alternative way to reach patients and send appointment reminders. At one site, CMs used PlusCare to send positive affirmations to patients via SMS text messages sent through the system. CMs reported that patients seemed to appreciate these messages and remarked that support for bidirectional messaging was particularly helpful for them, consistent with the increase in patients using the messaging feature observed in the latter half of the study after the feature was implemented. Many CMs also reported having the ability to share documents and laboratory results as useful features of PlusCare, although use data did not show frequent sharing of results.

A frequently cited barrier to using PlusCare was the inability of patients to respond or initiate messages. Although 2-way, asynchronous messaging was implemented partway through the study in August in response to the need for this capability, use data showed no remarkable increase in the CM use of the system after implementation. In addition, 22% (4/18) of CMs reported that without a read receipt, it was frustrating to know if a patient received a message. A couple described the experience as sending a message out to a “black hole” or into “oblivion.” Consequently, some CMs switched to using alternative methods of contacting patients, such as calling them.

A total of 39% (7/18) of CMs reported that PlusCare was not easy to use or generated extra work. For example, a few CMs found that using the app through the web link (including logging in and uploading documents) was cumbersome and having to manually synchronize the app (a feature inherent in the CommCare platform upon which it is built to enable offline data collection) before each use was a burden. Some CMs also disliked the way notification badges were implemented and indicated that it would have been preferable for the badge activity to reflect the individual’s own activity, as opposed to the activity of the CMs as a group.

Other reasons for low to no CM app use included that the app was not relevant to the tasks they performed with the patients and that their patients did not use the app. Some CMs did not have easy access to a computer or tablet with the app installed or linked to and would have preferred a true mobile phone app connection rather than a web link used on the study tablet. Another reason was the preference for other methods of communication (ie, in person or over the phone) because these methods are perceived as more personal and responses are immediate.

Despite these barriers, many CMs remarked that PlusCare has potential and made recommendations for improvement. To address some of the aforementioned barriers, several CMs suggested adding read receipts to messages, updating the messaging feature to facilitate “real-time” or synchronous conversations, and adding the option to send messages to an individual CM or a designated group of CMs. Other recommendations included support for telehealth visits, more support for platform-agnostic features, and interoperability with other systems, such as electronic medical records. A CM felt that the app was a “great idea,” but its implementation could be further improved by considering additional patient and provider inputs.

Health and Clinical Outcomes

We assessed the changes in viral load, CD4 count, and clinic visits between the preintervention and postintervention periods. There was no significant change in viral load (N=45; mean 32, 95% CI 17.9-60.4 vs mean 24.7, 95% CI 12.1-47.9; P=.30) or CD4 count (N=45; mean 996, 95% CI 857-1157 vs mean 1049, 95% CI 898-1224; P=.18) over time. Although there was an 8% absolute increase in the median appointment adherence rate, defined as actual completed appointments of the total number of expected appointments (completed appointments, no shows, and cancelations) in the postintervention period compared with the preintervention period, this change was not significant (P=.13).

Mean self-reported monthly medication adherence ratings across 12 months were 4.7 (SD 0.23) out of 6. The fitted regression model was medication adherence rating of 4.8±0.01x, and the overall regression was not found to be statistically significant ($R^2=0.1; F_{1,11}=1.24; P=.29$). Although in general, good adherence was reported, qualitative feedback from CMs nonetheless suggested that medication adherence remains one of the biggest problems with the AYA living with HIV they worked with and about one-third of AYA living with HIV at one site reported “medication” or “reminder” when sharing potential outcomes or improvements that could be achieved with better use of technology for HIV management, suggesting there remains potential value for mHealth systems to support this aspect of care.

Patient self-efficacy in chronic disease management and quality of life were assessed at 3 time points over the duration of the study trial (number of patient responses are indicated in parentheses): baseline (n=45), 6 months (n=40), and 12 months (n=38). We found a significant increase in self-efficacy from baseline to 12 months (mean 0.61, SD 0.28; P=.02) and from 6 to 12 months (mean 0.65, SD 0.20; P=.02) but not from baseline to 6 months (Figure 3). Qualitative feedback from several CMs suggested that PlusCare can help AYA living with HIV take more ownership over their health. CMs at BMC noted that sending affirming messages to patients they felt struggled with medication adherence and self-esteem seemed to have a positive effect on patients’ perceived self-worth and self-esteem.

Self-rated general health at 12 months was significantly higher than that at baseline (mean 0.32, SD 0.14; P=.03). However, no significant differences were found from baseline to 6 months and from 6 to 12 months (Figure 3).
Figure 3. Average (95% CIs) ratings of self-efficacy in chronic disease management (1=not at all confident to 10=totally confident) and health-related quality of life (1=poor to 5=excellent) among youth living with HIV (top and bottom, respectively). Dashed line represents change between baseline and 12-month time points, solid lines represent comparisons between baseline and 6-month and 6- and 12-month time points. Significant increases in self-efficacy were found from baseline to 12 months ($P=0.02$) and from 6 to 12 months ($P=0.02$). Self-rated general health at 12 months was significantly higher than that at baseline ($P=0.03$). Significant increases in ratings between time points are indicated (*).

We evaluated cost savings by comparing the total per-patient clinic charges during the 12-month pre-enrollment and postenrollment period at each of the 2 sites for emergency department, outpatient, and inpatient visits. Among these charges, the emergency department charges at both sites did not show any decrease between the preintervention and postintervention periods. However, results for inpatient and outpatient charges were mixed. A significant decrease of 65% in inpatient charges was found at BCH ($P=0.03$) and a slightly significant decrease of 41% was found in total charges (including emergency, inpatient, and outpatient charges; $P=0.046$); however, no decrease was found in outpatient charges alone. No decrease in inpatient charges and small, but not significant ($P=0.24$), decrease of 18% in outpatient and 9.5% in total charges ($P=0.37$) were found at BMC.

Discussion

Principal Findings

In summary, we developed a digital app, PlusCare, to support HIV case management for AYA living with HIV and tested its use with CMs and AYA living with HIV patients at 2 private, not-for-profit academic hospitals. The app was designed to facilitate sharing and viewing of laboratory results, sending and signing documents, updating contacts, scheduling and sending messages, and viewing community resources. We found that both CMs and AYA living with HIV used the messaging feature most frequently and qualitative feedback from CMs suggested that direct messaging between CMs and AYA living with HIV can be particularly useful. There were no significant changes in HIV viral suppression (ie, viral load and CD4 count), appointment, or medication adherence over the course of the
study. Slight increases in AYA living with HIV self-reported self-efficacy in chronic disease management and quality of life were observed. Results of the cost-saving analyses were mixed and varied by site.

In part owing to the ubiquity of smartphones among adolescents in the United States, mHealth holds great potential in helping AYA living with HIV overcome barriers to receiving care. mHealth interventions for adults have been studied and shown to have a positive effect on retention and clinical outcomes [47]. However, few mHealth tools have been developed to directly serve AYA living with HIV who face even greater challenges while transitioning to adult care [8,9]. Less than 15% of systematic reviews have focused on mHealth tools, specifically on support for AYA living with HIV [47-49]. Today’s community-based case management approach has become increasingly interdisciplinary, whereby a team of health professionals may play a role in the collaborative process of working with a given client throughout the HIV care continuum [12,50-52]. Recognizing the need for patient and care team coordination, we developed, tested, and deployed a shared platform for clinical care team members to perform case management duties and the AYA living with HIV they serve.

In this study, higher self-efficacy in chronic disease management and self-reported quality of health were found during the intervention period compared with 1 year prior in a within-participant comparison; however, we found no significant improvements in primary clinical outcomes of interest, that is, viral load or CD4 counts. This may be because our study included mostly healthy patients who were virally suppressed, which limited our ability to detect changes in primary clinical outcomes. No changes in medication adherence were observed, as self-rated medication adherence was moderately high throughout the intervention period and likely affected by other structural barriers not addressed by the app. Trends in the data suggested that PlusCare may be associated with an increase in clinic visit adherence and a decrease in per-patient charges, but neither was found to be significant.

Perhaps most surprisingly, we found lower average perceived usability ratings of the app—particularly for the CM interface—than the industry-average SUS score. There are several possible explanations for these findings. Although the SUS score distribution has been used for benchmarking a vast array of new technologies and more recently shown to be suitable for benchmarking mHealth or digital health apps (excluding apps just for self-monitoring physical activity), it is possible that the benchmark score could be subject to reporting bias in the literature, that is, the file drawer problem, where researchers may be more likely to report only higher usability [34,53]. Low mHealth usability has been found in previous studies in vulnerable, underserved populations based on other usability scales and metrics [54,55]; however, to the best of our knowledge, this is the first time SUS scores have been reported for a digital health app with 2 separate interfaces for 2 types of end users, CMs and AYA living with HIV participants. The usability ratings collected here were also found to be lower than the ratings collected in previous controlled, moderated usability testing conducted on an earlier prototype [30]. Qualitative feedback suggested that the features validated in usability testing may have been subject to limitations realized only when tested in naturalistic, unmoderated settings. As mentioned, a limitation in the handling of messaging between CMs and their patients was addressed earlier in the intervention period, which may have influenced the inverse use patterns, in which CMs used the app more during the early weeks of deployment and patients used the app in the latter half of their participation. We observed a steep decline in CM app use around 3 months after initial use, which is in line with data showing >60% decrease in the number of users 3 months after downloading an app [56]. By contrast, patients were less engaged with the app when they were first enrolled in the study, presumably owing to the inability to send or respond to messages, but they continued to use the app, naming accessing documents and messages, for several months toward the middle and end of their study participation, even when CMs were no longer using the app. This suggested that patients may have found continued utility in the app, but qualitative feedback from CMs suggests that they may have preferred to use other means to communicate with and respond to patients, such as phone calls. CMs reported a strong desire for synchronous 2-way messaging (vs asynchronous) or at least a way for them to be notified if a patient received a message.

Improving the utility for CMs could increase the potential for sustained use of PlusCare. There remains need for features that can effectively streamline and simplify CM and AYA living with HIV tasks and better support timely communication when needed.

Another example of enhancing provider-patient communication is the sharing of laboratory results, which even when passively shared, may be best conveyed with an opportunity for immediate follow-up and discussion between provider and patient. CMs suggested that the system was particularly useful in communicating with, including sending positive affirmations to, patients and supporting remote document sharing and sign-off, thereby reducing the need for in-person visits, which has been particularly challenging for patients with longer commutes. This is supported by use data, revealing that messaging and managing documents were the most used features. CM feedback also suggested that the system may be particularly helpful for engaging less-adherent individuals who can benefit from more frequent, directed communication and check-ins supported by a shared platform where multiple CMs can follow-up with a given patient. CMs at one site (BMC) reported that they use a tag team approach where a different CM is scheduled for different time windows to be the point person to follow-up with a nonadherent patient.

The discrepancy in perceived usability and actual use highlights the need to continually assess the acceptability of mHealth tools in real-world settings and to use an iterative design process that incorporates and focuses on system improvements based on direct feedback from users to the extent possible. Opportunities remain for the development of technologies that are responsive to the needs of AYA living with HIV, both in the United States and globally [57-59].

Limitations
This study was designed to explore the naturalistic use of this system in various settings. As such, participants were
encouraged to use the system as needed; however, there were no study requirements to ensure baseline use. Generally, low but variable levels of PlusCare app use were observed at both sites, making it difficult to attribute changes in health and clinical outcomes directly to the use of PlusCare.

Another limitation was the limited qualitative feedback and incomplete survey data from patients compared between the time points. The response rates to 6- and 12-month survey assessments were 89% and 84%, respectively. Qualitative check-ins and end-of-study interviews were conducted only with CMs to probe their experience using the system with their patients, while separate usability feedback was collected from patients via survey. It is possible that direct interviews with patients may have provided additional richer insights into, for example, the observation of inverse trends in use between patients and CMs.

Another limitation was related to the sample of participants in the study. Patients had to have been receiving care for at least a year before enrollment in the study. As such, our study population may have been more committed to managing their HIV care than other AYA living with HIV and thus were generally virally suppressed. Future studies could examine mHealth use across the HIV care continuum by including those who are newly enrolled, as well as those already enrolled in care. In addition, only patients with consistent access to the internet and mobile devices were included, excluding those who could potentially derive the greatest benefit from access to PlusCare.

External and temporal factors, such as changes in case management policies and the increasing age of the patient cohort, may have introduced bias to our results, given the quasi-experimental pre-post study design; thus, we cannot attribute our results solely to the intervention, and it is possible that these other factors may have contributed to any differences reported in the pre-post comparisons. Although it is possible that continuous access to PlusCare over the 12-month period could account for the overall high adherence rates and improvements in general health outcomes, it is difficult to attribute this result to PlusCare without a true comparison to usual care.

**Conclusions**

Following user-centered design principles, we designed and tested an HIV case management digital app with CMs and AYA living with HIV and found that access to this system correlated with increased self-efficacy in chronic disease management and health-related quality of life. PlusCare was designed to provide remote support for various day-to-day case management functions and decrease the need for in-person visits. The results suggested trends of decreased patient costs; however, there was no significant decrease in clinic visits or outpatient costs. Although it is difficult to attribute our results directly to the use of the PlusCare app given its low use and the lack of a control group, results from this study suggest that digital health tools supporting case management between the CM and AYA living with HIV hold promise in improving patient quality of life and self-efficacy in chronic disease management—a critical goal of care for CMs working with individuals who will one day need to take full ownership of their own health needs. As health care facilities continue to seek ways to reduce the paperwork burden, a shared digital platform, such as the one designed and studied here for AYA living with HIV and the frontline health workers they work directly with, has the potential to streamline and improve AYA living with HIV care across the United States and globally, in areas with increasing connectivity and access to mobile technology among youth and young adults.
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Abstract

Background: Asthma is a common chronic disease with various clinical presentations. Although most patients are able to reach good asthma control, some patients are not able to reach sufficient asthma control following the regular treatment guidelines and could be referred to high-altitude climate therapy (HACT). HACT includes environmental trigger avoidance in the alpine climate with multidisciplinary clinical treatment. Patients with severe and difficult-to-control asthma, who are unable to reach asthma control at sea level, can follow a 12-week lung rehabilitation program at 1600 m above sea level. Mobile health (mHealth) tools can be used to enhance self-management in these patients when they return home. For an mHealth system to be effective, it must meet the expectations of the end users.

Objective: In this Davos@home study, we explored the attitudes toward mHealth aimed at supporting the self-management of patients with severe, difficult-to-control asthma who underwent HACT and asthma health care providers.

Methods: In the first stage, interviews with referrers to HACT and focus groups with patients with asthma who participated in or completed HACT were conducted. The data were then analyzed thematically. On the basis of these results, a questionnaire was developed. In the second stage of the study, this questionnaire, combined with the Asthma Control Questionnaire and the Individual Innovativeness Questionnaire, was provided to patients who completed HACT.

Results: In total, 11 interviews and 3 focus groups (n=18, age 47.6, SD 12.1 years, Asthma Control Questionnaire score 2.6, SD 1.0) were conducted. A total of 3 themes were identified: potential goals, useful measurements, and perceived barriers and facilitators. The questionnaire developed in stage 2 included items based on these results. The most agreed-upon goal among the 52 patients who completed the questionnaire was to increase their asthma control (45/52, 86% of the patients).

Conclusions: Different patients reported that they would benefit the most from different functionalities. Therefore, it is important to tailor functionalities to individual (treatment) goals. When developing an mHealth intervention, it is important to allow personalization to avoid overwhelming the users.

doi:10.2196/26925
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Introduction

Background

Asthma is one of the most common chronic diseases worldwide, currently affecting approximately 300 million individuals [1]. Although a majority of the patients can be treated in primary care, some patients have persistent uncontrolled asthma and are referred to specialized asthma care [2]. Within the small group of patients with the most severe, difficult-to-control asthma, standard therapeutic treatments are unable to reach sufficient levels of asthma control [3]. Nonpharmacological interventions, including high-altitude climate therapy (HACT), are proposed for this group of patients [4].

The Davos Dutch Asthma Centre offers patients with severe, difficult-to-control asthma a 12-week high-altitude revalidation program in Switzerland, located 1600 m above sea level [5]. Owing to environmental trigger avoidance in the alpine climate, high-altitude areas may be helpful in to improve asthma control in some patients [6]. A recent study showed improvements in the quality of life and clinical outcomes in patients with severe asthma who completed high-altitude rehabilitation [7]. Following the Dutch guidelines [8], patients are only eligible for HACT when they have uncontrolled asthma (Asthma Control Questionnaire [ACQ] score ≥1.5 [9] and ≥2 exacerbations per year or the use of systemic steroids for ≥6 months per year) despite using high-dose inhalation corticosteroids and long-acting beta-2 agonists [8]. The inhalation technique and medication adherence need to be optimized, and patients are required to have stopped smoking for at least 6 months before referral to HACT is possible. Every year, approximately 80 patients visit the Davos Dutch Asthma Centre.

During their stay in Davos, patients work on different aspects of their rehabilitation, including physiotherapy, asthma education sessions, and self-management skills [10]. On discharge from Davos, the patients are referred back to their pulmonologists in the Netherlands. After discharge, the patients are transferred from 24/7 care to a normal home situation. Between visits to their pulmonologists, patients must manage their asthma themselves. With the help of their health care providers (HCPs), patients engage in self-management [6]. Patients with self-management support after HACT have a lower decline in their asthma control and quality of life compared with patients without self-management support [11]. It is also known that self-management programs have a beneficial effect on asthma control, as reported in a Cochrane review [12]. To improve long-term self-management at home, mobile health (mHealth) systems could be used as self-management support. Using mHealth, the transition to self-management after the patients return from Davos could be softened.

mHealth encompasses the use of mobile devices (such as smartphones, tablets, or wearable devices) to support health care delivery and self-management [13]. Although there are a lot of asthma apps available, not many are clinically validated. During the developmental stage of an mHealth system, it is important to consider the attitudes and expectations of the end users to ascertain the actual use of the system [14]. A user-centered design may allow for the technology to meet the end users’ expectations and, therefore, improve asthma-related outcomes [15]. The effective use of an mHealth tool requires a good fit between the system and end users [16].

Objective

The first step in designing a user-centered mHealth self-management support system is to determine the attitudes of patients with asthma and their HCPs toward the functionalities the mHealth system should include [17]. This manuscript describes the first part of the Davos@home study, and it is the first step in designing an mHealth system to assist patients with severe asthma with self-management after completing HACT. The aim of this study was to gain insights into the opinions of patients and HCPs on the role of mHealth after HACT to develop an mHealth system that would match their needs and expectations.

Methods

Overview

This study consisted of 2 stages. In stage 1, interviews with HCPs (pulmonologists and specialized asthma nurse practitioners) and focus groups with patients with asthma were conducted. Stage 2 involved the development and completion of a questionnaire for patients with asthma who completed HACT in Davos to quantify the opinions generated during the focus groups in a larger population.

Stage 1

HCPs from hospitals with frequent referrals to HACT in Davos were contacted by the research team for 30-minute interviews in their hospitals. In total, 10 different hospitals with specialized asthma care in the Netherlands were contacted. From every hospital, an interview with 1 pulmonologist and 1 specialized asthma nurse was planned. The interviews were semistructured (Textbox 1 provides a short interview format and the supplement presents the full interview plan). The goal of the interviews was to gain an insight into the attitudes of HCPs toward mHealth-supported self-management. The interviews were conducted between April and June 2019.

Next, a total of 3 focus groups were scheduled. For each focus group, 4 to 8 patients were invited. Patients were eligible if they were aged ≥18 years at the time of the focus group. The inability to understand or speak Dutch was an exclusion criterion. Focus groups were conducted in June 2019.

Every patient who was available in Davos during the visit of the research team was contacted by the medical staff of the revalidation center to participate in the focus groups and was given an information pamphlet. This resulted in 2 focus groups of patients with asthma who were undergoing HACT in Davos and 1 focus group of patients who had completed the HACT program and already returned to the Netherlands.
**Textbox 1. Interview and focus group format.**

<table>
<thead>
<tr>
<th>Interview with health care provider</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Introduction</td>
</tr>
<tr>
<td>• Questions relating to</td>
</tr>
<tr>
<td>• Health care providers’ current knowledge and use of mobile health apps for asthma care</td>
</tr>
<tr>
<td>• What measurements would be useful for self-management:</td>
</tr>
<tr>
<td>• Environmental factors</td>
</tr>
<tr>
<td>• Physiological factors</td>
</tr>
<tr>
<td>• Behavioral factors</td>
</tr>
<tr>
<td>• Psychological factors</td>
</tr>
<tr>
<td>• Use of alerts and reminders</td>
</tr>
<tr>
<td>• System-based feedback and recommendations</td>
</tr>
<tr>
<td>• Acceptable time investment</td>
</tr>
<tr>
<td>• Privacy</td>
</tr>
<tr>
<td>• Product design</td>
</tr>
<tr>
<td>• Additional functions</td>
</tr>
<tr>
<td>• Barriers preventing use</td>
</tr>
<tr>
<td>• Conclusion and summary</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Focus group with patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Introduction</td>
</tr>
<tr>
<td>• Questions relating to</td>
</tr>
<tr>
<td>• Participants’ current knowledge and use of mobile health apps for asthma management</td>
</tr>
<tr>
<td>• What measurements would be useful for self-management:</td>
</tr>
<tr>
<td>• Environmental factors</td>
</tr>
<tr>
<td>• Physiological factors</td>
</tr>
<tr>
<td>• Behavioral factors</td>
</tr>
<tr>
<td>• Psychological factors</td>
</tr>
<tr>
<td>• Use of alerts and reminders</td>
</tr>
<tr>
<td>• System-based feedback and recommendations</td>
</tr>
<tr>
<td>• Acceptable time investment</td>
</tr>
<tr>
<td>• Privacy</td>
</tr>
<tr>
<td>• Product design</td>
</tr>
<tr>
<td>• Additional functions</td>
</tr>
<tr>
<td>• Barriers preventing use</td>
</tr>
<tr>
<td>• Participants’ debrief</td>
</tr>
</tbody>
</table>

Upon arrival, the format of the focus group was explained, informed consent forms were signed, and general participant demographics were collected using a short questionnaire. Only the researchers and patients were present during the focus groups. Each focus group discussion lasted approximately 2 hours with a short break in the middle. The interviews and focus group discussions used a funnel-type method of questioning (from general to specific questions). Before the interviews and focus groups, the researchers constructed an interview plan with questions on different subjects. Prompts were used to probe further details if necessary. The interviews were audio recorded, and the focus groups were video recorded to assist with transcription.
Interviews and focus groups were conducted by RK or SK. RK (BSc in medicine and BSc in political science) is a male medical student and PhD candidate. SK (at the time BSc in medicine) is a female medical student and research intern. The researchers introduced themselves before the interviews and focus groups.

The focus groups and interviews were transcribed verbatim and underwent thematic analysis [18]. RK and SK coded each transcript independently. After transcription, discrepancies between codes or how parts of the transcripts were coded were discussed between RK and SK until consensus was reached [18]. Next, the codes were grouped into different applicable themes. Data management was supported by the ATLAS.ti qualitative analysis software (version 7).

The thematic analyses of the focus groups and interviews resulted in the construction of a closed-ended questionnaire aimed at quantifying the opinions generated during stage 1.

**Stage 2**

The web-based questionnaire consisted of 4 parts: baseline patient characteristics, 34 questions based on stage 1 of the study, the ACQ [9], and the Individual Innovativeness Questionnaire (19). The questionnaire generated during stage 1 consisted of questions that participants could rate on a 5-point Likert scale (strongly disagree, disagree, unsure, agree, and strongly agree). Favorable outcomes (agree and strongly agree) were considered as being in agreement with the statement. The Individual Innovativeness Questionnaire is a tool designed to measure individuals’ attitudes toward change, and participants can be fitted into 1 of 5 categories (innovators, early adopters, early majority, late majority, and laggards or traditionalists) [19].

The patient federation Vereniging Nederland Davos was actively involved in participant recruitment. They made the complete questionnaire available to patients who they knew had completed HACT in Davos in the past. Patients were also recruited through their social media handles, newsletters, and websites. The questionnaire was administered on the web for 2 months. No formal sample size calculations were performed because statistical analyses were not planned.

**Ethics Approval**

This study was conducted in accordance with the principles of the Declaration of Helsinki (2013). The Medical Ethical Committee of the Leiden University Medical Center offered exemption for the ethics approval of the study protocol (P19.039), as it was not required under Dutch law.

**Results**

**Participants**

In total, 11 HCPs from 7 different hospitals were interviewed, and no replies were received from 3 hospitals. From every hospital, 1 pulmonologist was interviewed, and from 4 of these hospitals, 1 nurse practitioner was also interviewed. In addition, 20 patients with asthma were contacted to participate in the focus groups. Of them, 1 patient declined and 1 patient did not show up at the focus group because of (not study related) sickness. In total, 18 patients with asthma participated in 3 separate focus group sessions (n=4, n=6, and n=8 per focus group).

A total of 52 patients completed the questionnaire from stage 2. Table 1 provides a combined overview of the baseline characteristics of the focus group participants and those who completed the questionnaires.

In addition to the described baseline characteristics, we also queried HCPs and focus group patients on the current use of mHealth and eHealth solutions. Overall, 1 HCP used mHealth in relation to immunotherapy, 1 HCP advised a smoking cessation app, 1 HCP used an allergy program (study phase), and 1 HCP had frequent video consultations. Among the focus group patients, 1 patient previously used the Fitbit app, 1 patient used an app named PatientCoach [11] (in the study setting), and 1 patient reported using an asthma diary app.
### Table 1. Baseline characteristics of the focus group patients and questionnaire respondents.

<table>
<thead>
<tr>
<th></th>
<th>Stage 1 (n=18)</th>
<th>Stage 2 (n=52)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td>Female 9 (50)</td>
<td>Male 15 (29)</td>
</tr>
<tr>
<td></td>
<td>Male 9 (50)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>49.2 (12.1)</td>
<td>47.2 (14.5)</td>
</tr>
<tr>
<td><strong>Current smoking status, n (%)</strong></td>
<td>Yes 0 (0)</td>
<td>No 44 (85)</td>
</tr>
<tr>
<td></td>
<td>Previously 5 (28)</td>
<td></td>
</tr>
<tr>
<td><strong>ACQ(^a) score</strong></td>
<td>Values, mean (SD) 2.1 (1.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Controlled (&lt;0.75), n (%) 1 (6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partly controlled (0.75-1.5), n (%) 4 (22)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Uncontrolled (&gt;1.5), n (%) 11 (61)</td>
<td></td>
</tr>
<tr>
<td><strong>Visits to high-altitude climate therapy (times), n (%)</strong></td>
<td>Once 24 (46)</td>
<td>Twice 15 (29)</td>
</tr>
<tr>
<td></td>
<td>≥3 times 13 (25)</td>
<td></td>
</tr>
<tr>
<td><strong>ACQ score</strong></td>
<td>Values, mean (SD) 2.6 (1.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Controlled (&lt;0.75), n (%) 4 (8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partly controlled (0.75-1.5), n (%) 2 (4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Uncontrolled (&gt;1.5), n (%) 46 (88)</td>
<td></td>
</tr>
<tr>
<td><strong>Innovator status, n (%)</strong></td>
<td>Innovators 8 (15)</td>
<td>Early adopters 18 (35)</td>
</tr>
<tr>
<td></td>
<td>Early majority 18 (35)</td>
<td>Late majority 7 (13)</td>
</tr>
<tr>
<td></td>
<td>Late majority 18 (35)</td>
<td>Laggards, traditionalists 1 (2)</td>
</tr>
</tbody>
</table>

\(^a\)ACQ: Asthma Control Questionnaire.
Themes Created in Stage 1

Three distinct themes were identified in stage 1: potential goals, useful measurements, and perceived barriers and facilitators.

Potential Goals

In total, 8 main categories of potential goals were formulated based on the data (Textbox 2).

Patients and HCPs reported that mHealth-supported self-management could improve or maintain disease-specific outcomes, including asthma control, quality of life, exacerbation rate, medication adherence, and lifestyle. The HCPs also mentioned that mHealth could reduce the number of in-person consultations by potentially replacing routine meetings with video calls or chats.

Other potential goals of an mHealth system named in the interviews and focus groups were specifically related to HACT. Patients wanted to maintain the (self-management) skills and knowledge they learned during their revalidation and would appreciate to have the education modules from the revalidation available to them electronically so that they could further train themselves.

Furthermore, patients reported that mHealth could improve their disease awareness with the help of monitoring. Being confronted by ACQ data helps the patients understand the severity of their symptoms and, therefore, could help patients respond to their symptoms sooner. Patients feel that they are so used to being sick that they claim to underestimate the worsening of symptoms, and they believe that monitoring could assist their HCPs in better understanding their disease progression. It is important to manage expectations of the end users. Although HCPs reported that they see mHealth primarily as a self-management support tool for patients, the patients would like to see it aid the HCPs in making treatment decisions.

Textbox 2. Potential goals with example quotes.

<table>
<thead>
<tr>
<th>Potential Goals</th>
<th>Example Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improving asthma control</td>
<td>“That is in fact the most important thing, so the patient should obtain a better quality of life or have a better asthma control.” [HCP3]</td>
</tr>
<tr>
<td>Improving the quality of life</td>
<td>“It (the goal) is very simple, the patient should benefit from it [...] having a better quality of life” [HCP3]</td>
</tr>
<tr>
<td>Reducing exacerbation rate</td>
<td>“If the app and the patient together have prevented an exacerbation, well yes that would be of course very nice.” [HCP7]</td>
</tr>
<tr>
<td>Improving medication adherence</td>
<td>“Because that is it eventually, if you talk about what might be the biggest issue with asthma, it is noncompliance with therapy.” [HCP2]</td>
</tr>
<tr>
<td>Sustaining or inducing lifestyle changes</td>
<td>“You know what might be a more important goal? eHealth/mHealth could induce lifestyle changes in a patient.” [HCP1]</td>
</tr>
<tr>
<td>Limiting consultations</td>
<td>“And perhaps that it is also more convenient for us [HCPs], and for the patient, that it may save outpatient visits.” [HCP1]</td>
</tr>
<tr>
<td>Retaining high-altitude climate therapy–learned skills and education</td>
<td>“What is also important [sic], is that you keep remembering what the advises were from Davos that you received when you were send back home.” [Patient 112]</td>
</tr>
<tr>
<td>Increasing disease awareness</td>
<td>“If you are confronted with the data and think, we are not doing so well, that you can intervene faster, which in principle prevents you from getting worse.” [Patient 111]</td>
</tr>
</tbody>
</table>

Useful Functions

Five different categories of functions an mHealth self-management intervention could contain were identified: “lifestyle,” “education,” “measurement devices,” “psychological functions,” and “other functions” (Textbox 3).

Within the lifestyle category, some patients wanted to record parameters related to their activity and weight. Other apps that could record food and calorie intake were also mentioned as useful tools that could be incorporated. Exercise was also considered a useful aspect to monitor. Pedometers provide more insights into the number of steps that are taken daily, and a function to set individual goals could motivate patients. However, some patients reported that tracking their physical conditions was not desirable for them. A patient also mentioned that tracking sleep quality would provide more insights into his asthma, as nocturnal symptoms are frequently present in patients with severe asthma. It was said that although it might be difficult to initiate lifestyle changes with just an app, it could support maintaining lifestyle changes.
Lifestyle

- “But for us it [medication reminders] is not necessary, then again, I do not rule out there are people who certainly do need it.” [Patient 111]
- “Since we often get prednisone or dexamethasone and then our weight after that increases, or some people lose weight. That you also can look at it [an app] and that it is motivating for others to lose weight, and to gain weight again.” [Patient 0217]

Education

- “What is asthma actually, a piece of background information, but also if you do not take you medication in time, what happens to the lungs. I got booklets for this, it is something small, but still important.” [HCP5]
- “I want to have it [education modules] as optional. If you think that you want it, that you can easily open it.” [Patient 616]

Measurement devices

- “Yes, I think it is like you said, measuring is knowing, how are you doing at the moment. I think that is very important.” [Patient 111]
- “With heart rate, that maybe people could insert a maximum heart rate and if you are too close to it you receive a notification. Often you can feel it already, but there are moments you do not realize it.” [Patient 1116]

Psychological functions

- “Well if we are talking about an app, quick access for those who need it with the psychologist or with the care coordinator [from HACT] would be practical.” [Patient 212]
- “Look in the end I think someone still needs a direct conversation. At the moment you fill in ‘well I am feeling a little depressed today’ or ‘I am not really feeling well’ if the app then says ‘come on you can do it!’ or ‘look, the weather is nice outside’ or ‘the glass is half full instead of half empty’...I think you do not want to receive those kind of messages.” [HCP3]

Other functions

- “Yes, you receive that [asthma action plan], but with me, it just hangs in my kitchen cupboard. If I open the door I see it and think ‘oh yes, that is useful,’ but I would personally find it convenient if I can find it on my phone.” [Patient 212]
- “To return to the asthma action plan, everything is nicely written down on paper and to be very honest, things like that often ends up in a drawer, the drawer is closed and you never use it again.” [Patient 0716]
- “I am missing the changes in weather for example. Pollen season, all indicators that are available that worsen asthma. It remains often a periodical thing, so yes, it would be nice to find it in there [in an app].” [Patient 516]

Patients reported that they wanted to have some form of education in an mHealth intervention. This varied from more general information about asthma to specific education about exacerbations and breathing techniques they learned during HACT. Patients reported that they also wanted information about inhalers. Patients from the focus groups reported that these videos could be presented in an app but thought that this might not be useful for themselves but rather for other patients. They also thought that medication reminders would be beneficial for these other patients because they reported that they mostly take their medication as prescribed. A 2-fold reminder system was suggested in a focus group: one reminder to take your daily inhalation medication as a push notification on your phone and another one after some time to check if the medication was indeed taken. With a single press, one should be able to dismiss these notifications.

Different devices were mentioned as useful additions to an effective mHealth self-management intervention. Heart rate and spirometry were often mentioned by patients as indicators that could be measured on a regular basis at home, with the addition of small home monitoring devices. Other parameters named in the focus groups were oxygen saturation, breathing frequency, and blood pressure. The HCPs thought that flooding the patients with numbers generated by these kinds of devices without proper medical guidance would not be helpful, as the patients also need to know what these values mean for their specific situation. Therefore, providing patients with data alone could create a false sense of security.

The patients also mentioned that they wanted a medication counter for their inhalers, indicating how many doses are left. Currently, only a few inhaler manufacturers include a counter on their casings. Patients are afraid that they will run out of (rescue) medication, and a counter would give them a feeling of security. They would like to receive a warning when they are running out of medication.

It was frequently mentioned by HCPs that severe asthma also has strong associations with psychological well-being. Severe asthma impacts the quality of life, and patients are provided with psychological consultations during their HACT revalidation if needed. Although both the patients and HCPs agreed that it would be difficult to incorporate adequate psychological support in mHealth, it is something that should not be overlooked when building an mHealth system. Although human interaction is key to psychological support, an mHealth system could provide a screening tool, for example, for anxiety and depression with
the help of a standardized questionnaire [21]. Opinions on this varied among patients; some thought it could be useful, whereas others definitely opposed it.

Other functions mentioned were having access to environmental data because many patients with asthma are hypersensitive to low air quality and allergens, including pollen. Patients and HCPs also wanted to monitor asthma-related parameters using questionnaires, including the ACQ and Asthma-Related Quality of Life Questionnaire. The frequency at which these questionnaires were suggested to be filled out varied between weekly and every 6 months or only when increased symptoms are experienced.

It was suggested that an asthma action plan be included in the app so that it would be available to patients when needed. Patients also wanted to have an option to share the data with their care team, including their pulmonologist, specialized asthma nurse practitioner, and, if necessary (varying per patient), general practitioner and physiotherapist. They would like to see treatment decisions based on the data collected, although this is not the primary aim of self-management. HCPs would also like to see the data of their patients if they help them make more informed decisions or gain insights into their patients’ symptoms.

Perceived Barriers and Facilitators

As an intervention is only effective if it is actually used, patients and HCPs were asked about the barriers that prevent them from using an mHealth system (Textbox 4 provides example quotes). The most important barrier that the patients perceived was ineffectiveness. If they feel that the mHealth system does not support them in reaching their goals, they do not use it.

Textbox 4. Perceived barriers and facilitators with example quotes.

**Effectiveness**
- “It should not be a gadget that delivers more work to the patient and us and, like, in outcome in care is useless.” [HCP1]

**Time consumptions**
- “The majority of thing should be automatic, so it will not cost us time, that it will not be a real burden. Look, if you tell me, like, I would think a minute a day is kind of acceptable to be actually actively involved with things.” [Patient 116]

**Too much information**
- “I do not think it should be too full [of option], then it will not be attractive, it would seem to me.” [Patient 0217]

**Too complicated**
- “But I think it will be very difficult to implement if it gets too complicated. So too many extra clicks on buttons, extra application and things.” [HCP 6]

**Privacy**
- “I think I want it to be really secure [privacy protected], because it is really personal data. Because your things [data] from your pulmonologist are in it, from you psychologist are in it, a lot will be in.” [Patient 212]

**User-friendliness**
- “It should be very user-friendly and I think it will be different in the future, that we can even have mHealth consultations.” [HCP6]

**Personalized**
- “I think the action plan is practical, yes. But what would be even more practical is if you are able to adjust it. So if you return home, and things are changed in the Netherlands by your pulmonologist or whomever. So they can adjust it.” [Patient 212]

Another important barrier is the time required for using the system. Patients would not use the system if entering data would take too much time. The use of automated data collection (with, eg, additional wearable devices) would partially address this problem. Patients were willing to wear additional devices, given that they were hypoallergenic, and if visible, it would be preferred if the devices were fashionable. The system must be part of their daily (or weekly) routine.

In addition to time consumption, the system should not contain too much information or be overly complicated. Patients were willing to use the system if the minimally required use to be effective was limited. The number of questionnaires that the patients were willing to fill varied, but they generally agreed that having a daily question to quantify their disease burden was too much work for insufficient disease gain. Implementing all previously named options into a single system could create an overly comprehensive system, which would prevent actual use because not all functions would be useful for all patients.

Privacy is also an important topic to consider, and the data need to be protected, as they are health data. Too many security measurements and log-in screens negatively affect user-friendliness.

Quantifying the Patient Opinions (Stage 2)

Stage 2 participants were predominantly female (37/52, 70%), and the vast majority had uncontrolled asthma (46/52, 89%; Table 1). The results of the questionnaire are provided in Table 2. Patients were positive with respect to all potential goals of
an mHealth system but were least positive about the possibility of preventing asthma exacerbation (31/52, 60%). With respect to potential use, the strongest agreement (>80%) was with the functionality to contact their care team; have information for important others; have their personal asthma action plan and outdoor air quality information available; and keep track of their rescue medication, lung function, and exercise behavior. However, only 69% (36/52) of the patients were willing to wear an additional wristwatch to track this. If a trade-off needed to be made between privacy and user-friendliness, 56% (29/52) of the patients preferred privacy.

In total, 65% (34/52) of the patients reported that they would like to have a smart inhaler that could record when they used their inhaler, and 58% (30/52) of the patients wanted medication reminders, although 78% (41/52) of the patients reported that they never forgot to take their medication (the remaining 11/52, 22% of the patients reported forgetting medication only sometimes).

In addition, 88% (46/52) of the patients found it important to customize an app according to their needs.

### Table 2. Distribution of results from the stage 2 questionnaire study.

<table>
<thead>
<tr>
<th>Potential goal of an mHealth&lt;sup&gt;a&lt;/sup&gt; system</th>
<th>Strongly disagree, n (%)</th>
<th>Unsure, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhance the quality of life</td>
<td>4 (8)</td>
<td>10 (19)</td>
<td>38 (73)</td>
</tr>
<tr>
<td>Make me more aware of my asthma</td>
<td>6 (12)</td>
<td>4 (8)</td>
<td>42 (80)</td>
</tr>
<tr>
<td>Improve asthma control</td>
<td>4 (8)</td>
<td>3 (6)</td>
<td>45 (86)</td>
</tr>
<tr>
<td>Prevent an asthma exacerbation</td>
<td>7 (14)</td>
<td>14 (30)</td>
<td>31 (60)</td>
</tr>
<tr>
<td>Bring about a healthy lifestyle</td>
<td>9 (18)</td>
<td>7 (13)</td>
<td>36 (69)</td>
</tr>
<tr>
<td>Retain what I learned in Davos</td>
<td>3 (6)</td>
<td>0 (0)</td>
<td>49 (94)</td>
</tr>
<tr>
<td>Monitor my symptoms</td>
<td>2 (4)</td>
<td>3 (6)</td>
<td>47 (90)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>I would like to</th>
<th>Strongly disagree, n (%)</th>
<th>Unsure, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receive medication reminders</td>
<td>19 (37)</td>
<td>3 (6)</td>
<td>30 (58)</td>
</tr>
<tr>
<td>Digitally track how often I use my maintenance medication</td>
<td>13 (25)</td>
<td>5 (10)</td>
<td>34 (65)</td>
</tr>
<tr>
<td>Digitally track how often I use my rescue medication</td>
<td>5 (10)</td>
<td>4 (8)</td>
<td>43 (83)</td>
</tr>
<tr>
<td>Keep contact with the care team from Davos</td>
<td>2 (4)</td>
<td>7 (13)</td>
<td>43 (83)</td>
</tr>
<tr>
<td>Have routine outpatient visits to be digital rather than in person</td>
<td>18 (35)</td>
<td>8 (15)</td>
<td>26 (50)</td>
</tr>
<tr>
<td>Receive psychological assistance through an app</td>
<td>16 (31)</td>
<td>9 (17)</td>
<td>27 (52)</td>
</tr>
<tr>
<td>Receive tips on inhalation technique through an app</td>
<td>28 (54)</td>
<td>5 (10)</td>
<td>19 (36)</td>
</tr>
<tr>
<td>Receive asthma education through an app</td>
<td>11 (21)</td>
<td>11 (21)</td>
<td>30 (58)</td>
</tr>
<tr>
<td>Have information for family or friend through an app</td>
<td>9 (18)</td>
<td>1 (2)</td>
<td>42 (81)</td>
</tr>
<tr>
<td>Have the asthma action plan available on my smartphone</td>
<td>4 (8)</td>
<td>2 (4)</td>
<td>46 (88)</td>
</tr>
<tr>
<td>See the outdoor air quality on an app</td>
<td>6 (8)</td>
<td>3 (6)</td>
<td>45 (87)</td>
</tr>
<tr>
<td>Monitor my lung function at home with a spirometer</td>
<td>3 (6)</td>
<td>6 (12)</td>
<td>43 (83)</td>
</tr>
<tr>
<td>Keep track of my diet through an app</td>
<td>14 (27)</td>
<td>6 (12)</td>
<td>32 (62)</td>
</tr>
<tr>
<td>Keep track of my daily steps</td>
<td>7 (14)</td>
<td>2 (4)</td>
<td>43 (83)</td>
</tr>
<tr>
<td>Wear a heart rate monitor or pedometer as a wristband on daily basis</td>
<td>8 (16)</td>
<td>8 (15)</td>
<td>36 (69)</td>
</tr>
<tr>
<td>Have a device that monitors my inhalation technique</td>
<td>14 (27)</td>
<td>4 (8)</td>
<td>34 (65)</td>
</tr>
<tr>
<td>I think it is useful for my asthma to monitor my heart rate through a wristband</td>
<td>10 (20)</td>
<td>9 (17)</td>
<td>33 (63)</td>
</tr>
<tr>
<td>I think it is important that I could customize an app to my needs</td>
<td>1 (2)</td>
<td>5 (10)</td>
<td>46 (88)</td>
</tr>
</tbody>
</table>

<sup>a</sup>mHealth: mobile health.

**Discussion**

**Principal Findings**

This study showed that patients and HCPs expressed many different potential goals for an mHealth self-management support system and thought that numerous functions were useful to them. At the same time, having an overly comprehensive system would prevent them from using it. Different patients reported that they would benefit the most from different functions, and making all functions available to all patients could overwhelm the patient, possibly limiting the use of the...
system. Therefore, creating a one-size-fits-all mHealth system is not the best strategy.

Personalization

As no 2 patients with asthma are the same, it is important to consider having different functions for different patients. In this group of patients with most severe asthma, some patients might benefit from reminders to take medication, whereas other patients might feel that these constant notifications interfere too much with their daily life and, because of these reminders, are more likely to ignore the app altogether. Many HCPs said that particular functions might work for some patients, but not for others, depending on the skills and willingness of the patient.

There is also a discrepancy between the views of HCPs and patients on the use of e-consultations. With e-consultations, patients could send messages to their HCP whenever they had a question regarding the management of their asthma. HCPs thought that new forms of HCP-patient communication could be more convenient for the patient. However, only 50% (26/52) of the patients from stage 2 reported that they wanted to replace their routine visits with e-consultations. HCPs reported that mHealth is unlikely to fully replace regular treatment; however, it could be used as an additional support tool.

Currently, many of the functions mentioned in the interviews and focus groups are already available in different apps or systems that focus on one specific function. However, it seems to be practical to integrate these numerous functionalities into a single system so that the patients do not have to familiarize themselves with all the different systems. Therefore, it is suggested that a single mHealth self-management support system that encompasses all these different functionalities be created. Patients in the focus groups also reported that they have more trust in a system developed and used in a care setting than in a system produced by a profit-based company.

According to international asthma guidelines, a (personalized) asthma action plan should be the backbone of asthma self-management. These guidelines describe that all patients with asthma should be provided with an asthma action plan to guide their self-management because it helps patients recognize and appropriately respond to the worsening of their asthma [6]. Although all patients receive such an action plan on paper during HACT, it is unknown to the HCPs if patients really use it. Although patients mentioned that written action plans (on paper) are often neglected, not received, or thrown in the trash, 88% (46/52) of them wanted the action plans to be available on their smartphone. By making it more accessible in an app, the action plan can be expanded and customized for the individual patient. Our suggestion is that the action plan can be the root of an app, whereas different additional functions mentioned as useful can be the possible branches. Although action plans are not often used in practice, they can help patients guide their self-management [6]. By adding an option to disable branches that are seen as irrelevant by or for a patient, we can prevent the patient from being overwhelmed. Personalization options are particularly important in this diverse group of patients with asthma, as indicated by the wide variety of potential goals and useful functions mentioned by patients and HCPs.

Strengths and Limitations

This study has several strengths and limitations. A strength of this study is the specific patient population studied. Patients with asthma undergoing HACT are among the patients with most severe asthma in the Netherlands. As conventional therapy is unsuccessful in accomplishing sufficient levels of asthma control, these patients must consider other forms of asthma management. Patients undergoing HACT spend 3 months in the desolated Swiss mountains, away from their friends and family, because HACT was their only solution left to improve the quality of life. Any tool able to assist them in increasing their asthma control at home would, therefore, be appreciated, and they are more likely to adhere to an (future) mHealth system.

The mixed methods study design allows for quantifying the attitudes expressed in qualitative stage 1 of the study. In the interviews and focus groups, the HCPs and patients were able to fully express their thoughts and ideas about mHealth in 30-minute or 2-hour sessions. Full train of thoughts could be formed and discussed, allowing for thoughtful considerations as to what is important and useful. Using the questionnaire, we tested whether these opinions were more widely supported by other patients.

A limitation of this study is the relatively modest number of respondents to the questionnaire. Every year, until 2019, approximately 80 patients in the Netherlands were admitted to HACT, and many of these patients went more often than once. This resulted in a small study population, and further research could help us better understand this population. The respondents agreed with most of the attitudes expressed in the focus groups, and the inclusion of the questionnaire was a useful addition to this study. As the first part of the study was qualitative, there could always be a selection bias. There were a limited number of patients and HCPs in the focus groups and interviews. This could have influenced the results. As we went to Davos at a random moment in time and invited all the patients present at that time to participate, we expected to have tackled the potential selection bias in these focus groups. We also tried to counteract bias by sending out the questionnaire to a larger group in stage 2.

Many different functionalities for the mHealth system were named. In our study, we did not ask patients to order the importance of different options. Therefore, we do not know whether every function is of equal importance or whether some can be left out without affecting user satisfaction. In this study, we gathered information on what was important to the end users but not on how important these options were to them. This could be explored further in future studies.

Comparison With Prior Work

In a previous study performed by Simpson et al [22], the perspectives of patients with general asthma and HCPs on mHealth were explored. Although most of the goals were similar to those of this study, the patients from the Simpson study reported that they wanted a system to assist them in emergency situations. The patients in this study did not mention this option. This could be attributed to the higher asthma severity of the
patients in our study because they are more used to having severe asthma symptoms.

In a 2017 review of the available asthma apps, 38 different apps were analyzed [23]. A total of 42 functions in 4 categories were identified: tracking, information, assessment, and notifications. Most of the tracking (monitoring) functions mentioned in the focus groups were available in these apps, except for the tracking of specific health data (eg, heart rate and oxygen saturation) and lifestyle parameters (eg, weight and exercise). An additional information (education) option mentioned in the focus groups was information for friends and family. “Assessment” provides the interpretation of recorded values, including the availability of the asthma action plan. Finally, all notification options implemented in these apps were reported in the focus groups, including medication reminders.

Van der Kleij et al [14] reported on 6 conditions that they regarded as vital for the development and implementation of safe eHealth apps in primary care [14]. The first condition they named was “together: stakeholder engagement and co-creation.” An eHealth system must be improved in an iterative setting based on the attitudes of relevant stakeholders [24]. The second condition is called “blended: combining eHealth with regular care” in which it is outlined that an eHealth system is combined with regular face-to-face care. The third condition, “individualized and inclusive,” poses that personalizing eHealth has the potential to be more effective than a one-size-fits-all app [25]. The next condition is “ethical: being attentive of ethical considerations, privacy, and patient safety.” It is said, for example, that the privacy of patient data needs to be accounted for. These 4 conditions were named in our focus groups and interviews as the major topics. The condition “evidence-based: continuous research and educational guidance” will be met in the next phase of the Davos@home study when the effectiveness of the future mHealth system will be evaluated. The last condition “global: eHealth in primary care in high- and low-resource settings” is at the moment not applicable because Davos@home is entailing a specific patient population.

**Future Perspective**

In the next Davos@home project, an mHealth system will be built based on the results of this study. The effectiveness of the system will be evaluated by assessing its effect on asthma control after the discharge of patients from HACT compared with the regular aftercare process. The use of mHealth to support the self-management of asthma opens up a lot of possibilities. Many different aims can be targeted when developing an mHealth system, which can be a pitfall. Therefore, it must be clear to the developers of the system what the goals of the end users are to enable cocreation. Although it might be challenging to create a system with different functionalities, it is better to invest in a system that meets most of its users’ demands than in a system that is unlikely to be used.

**Conclusions**

Different patients reported that they would benefit the most from different functionalities. Therefore, it is important to tailor functionalities to individual (treatment) goals. When developing an mHealth intervention, it is important to allow personalization to avoid overwhelming the users.
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Abstract

Background: Symptoms of depression and anxiety, suicidal ideation, and self-harm have escalated among adolescents to crisis levels during the COVID-19 pandemic. As a result, primary care providers (PCPs) are often called on to provide first-line care for these youth. Digital health interventions can extend mental health specialty care, but few are evidence based. We evaluated the feasibility of delivering an evidence-based mobile health (mHealth) app with an embedded conversational agent to deliver cognitive behavioral therapy (CBT) to symptomatic adolescents presenting in primary care settings during the pandemic.

Objective: In this 12-week pilot study, we evaluated the feasibility of delivering the app-based intervention to adolescents aged 13 to 17 years with moderate depressive symptoms who were treated in a practice-based research network (PBRN) of academically affiliated primary care clinics. We also obtained preliminary estimates of app acceptability, effectiveness, and usability.

Methods: This small, pilot randomized controlled trial (RCT) evaluated depressive symptom severity in adolescents randomized to the app or to a wait list control condition. The primary end point was depression severity at 4-weeks, measured by the 9-item Patient Health Questionnaire (PHQ-9). Data on acceptability, feasibility, and usability were collected from adolescents and their parent or legal guardian. Qualitative interviews were conducted with 13 PCPs from 11 PBRN clinics to identify facilitators and barriers to incorporating mental health apps in treatment planning for adolescents with depression and anxiety.

Results: The pilot randomized 18 participants to the app (n=10, 56%) or to a wait list control condition (n=8, 44%); 17 participants were included in the analysis, and 1 became ineligible upon chart review due to lack of eligibility based on documented diagnosis. The overall sample was predominantly female (15/17, 88%), White (15/17, 88%), and privately insured (15/17, 88%). Mean PHQ-9 scores at 4 weeks decreased by 3.3 points in the active treatment group (representing a shift in mean depression score from moderate to mild symptom severity categories) and 2 points in the wait list control group (no shift in symptom severity category). Teen- and parent-reported usability, feasibility, and acceptability of the app was high. PCPs reported preference for introducing mHealth interventions like the one in this study early in the course of care for individuals presenting with mild or moderate symptoms.

Conclusions: In this small study, we demonstrated the feasibility, acceptability, usability, and safety of using a CBT-based chatbot for adolescents presenting with moderate depressive symptoms in a network of PBRN-based primary care clinics. This pilot study could not establish effectiveness, but our results suggest that further study in a larger pediatric population is warranted. Future study inclusive of rural, socioeconomically disadvantaged, and underrepresented communities is needed to establish generalizability of effectiveness and identify implementation-related adaptations needed to promote broader uptake in pediatric primary care.
Introduction

Depression and anxiety are common in adolescents. [1,2]. If left untreated, these common illnesses can result in significant sequelae including school dropout, substance abuse, and suicide [3]. At any one time, 18% of adolescents report depressive symptoms [1,2], and about 3% are diagnosed with a depressive disorder [2]. Depression and anxiety often co-occur; 1 in 3 teens will experience clinically significant anxiety symptoms [4]. These numbers have risen in recent years due to the isolating effects of quarantine and the stress of virtual learning during the COVID-19 pandemic [5,6]. Even before the pandemic, suicide was the second highest cause of death in this age group [7-9], but in 2020, emergency department (ED) visits for suspected suicide attempts increased by 30% compared to 2019 [10]. The effects of the pandemic on mental health in general has been unprecedented; prepandemic mental health workforce shortages have become more dire. Thus, there is an urgent need to provide prompt, effective treatments that can be readily integrated into the day-to-day lives of adolescents and disseminated remotely during periods of quarantine and ongoing workforce issues.

Evidence-based treatments for pediatric depression and anxiety include selective serotonin and serotonin-norepinephrine reuptake inhibitor (SSRI, SNRI) medications and cognitive behavioral therapy (CBT), used separately or in combination [11-13]. Yet, few teens receive treatment with these therapies [13]. CBT is typically provided through a series of face-to-face interactions with a trained therapist over several months and is often preferred by families over medication [3,14]. However, CBT is seldom used due to pervasive and persistent problems with access, cost, and stigma [15-18]. Internet and mobile health (mHealth) interventions reduce these barriers to utilization and are acceptable and effective alternatives to live CBT for the treatment of depression and anxiety in adults [19]. Conversational agents or “chatbots” that deliver CBT via a text-based, semiautomated algorithm are known to reduce mild-to-moderate depressive symptoms in nonclinical populations [17,20-23]. However, few have been evaluated in clinical populations, with scarce rigorous study in youth [21,24,25].

About 95% of teens in the United States use smartphones [26] or other web-enabled mobile devices, and nearly half report being online almost constantly. Over half of US teens use their devices for accessing social media platforms, and this number may be higher in adolescents with known mental health diagnoses [27]. Although internet use—social media use in particular—has known serious negative effects on adolescent mental health [28], mobile technology can also promote social support and even assistance to young people dealing with emotional challenges [29]. Adolescents are increasingly using their devices to search the internet for information about mental health [18]. Many teens want to be self-reliant when coping with emotional distress and prefer to manage difficult situations virtually rather than through in-person interactions [18]. However, few digital therapeutic interventions have been specifically developed for children and adolescents [26]. Using mHealth to deliver CBT to teens merits further evaluation, as it is inexpensive, easy to access and administer, and scalable, which are important attributes for widespread dissemination, adoption, and public health impact [30].

Because the management of adolescents with depression and anxiety is often done by primary care providers (PCPs), the goal of this study was to investigate the feasibility of implementing an existing mHealth intervention [20,31] as part of the treatment plan for adolescents diagnosed with depression and anxiety by their PCP. The intervention, Woebot for Adolescent Depression, or W-GenZ, is an mHealth application that uses a relational conversational agent known as Woebot to deliver CBT to adolescents presenting with mood and anxiety concerns. W-GenZ is one among a suite of emotional support Woebot-based applications that have been previously studied. Previous research demonstrated Woebot’s feasibility and acceptability as well as efficacy to reduce (1) depression and anxiety among young adults [20], (2) depression among postpartum women [32,33], and (3) substance abuse among adults [34,35]. In addition, data indicate that Woebot establishes a therapeutic working alliance with users [33]. The W-GenZ app was developed specifically for use in adolescents, and while preliminary effectiveness data among this population are promising [36], it has not yet been rigorously tested for effectiveness. Moreover, the application has not yet been implemented in real-world clinical settings, where such interventions would ideally track and report progress to PCPs and parents, which is critical for maintaining safety and treatment adherence.

In this open-label, randomized pilot study, our objectives were 2-fold: (1) to establish that the app is usable, acceptable, and likely to provide benefit for adolescents, and (2) to determine the optimal way to integrate mHealth interventions such as the app into primary care management of adolescent depression. This study focused on adolescents newly diagnosed with depression and anxiety, as we anticipated immediate benefit from using the app while awaiting a therapeutic response from usual care, including antidepressant medication and/or referral for psychotherapy. We hypothesized that the app would be
acceptable and easy to use and that use of the app [16] would lead to greater improvement in symptoms for adolescents newly diagnosed with depression and anxiety compared to the wait list control group.

Methods

Methodology

Study activities were conducted within the Washington University Pediatric and Adolescent Ambulatory Research Consortium (WU PAARC), part of the WU Institute for Clinical and Translational Science (ICTS). The practice network includes over 100 pediatric care providers from approximately 60 practices in the greater metropolitan St Louis area and serves approximately 175,000 patients. Across the consortium, 25% (approximately 44,000) of the patients are publicly insured (eg, Medicaid) and 28% (approximately 50,000) are Black. Participation was restricted to patients and PCPs from 11 practices from the practice-based research network (PBWN) who had completed a 12-month quality improvement (QI) initiative targeted at improving care for adolescents with depression [37], specifically by establishing systems of care that follow the current national guidelines [12,13]. Study activities included a small pilot randomized trial to gather data from teens and their parent and semistructured interviews with PCPs. The study was conducted from October 2020 to April 2021, encompassing the second wave of COVID-19 infections in the region, which limited or at times completely shut down in-person clinical care delivery during the study period.

Ethics Approval

The study was approved by the Washington University Institutional Review Board (202005103). Parents or legal guardians provided informed consent, and adolescents provided informed assent to participate in the study. The consent/assent process was initiated by phone due to pandemic-related barriers to in-person participation. Formal consent/assent was conducted using a Research Electronic Data Capture (REDCap)–based electronic consent form. Following a prescreening phone call, the parents or legal guardians of potential adolescent participants received an email with a unique link to review the informed consent form online. After the research team explained the study and answered any questions, parents or legal guardians and potential participants clicked an “agree” button, which was accompanied by text indicating that by clicking the button, they were providing consent/assent to participate. They were then asked to type their full name, which served as their electronic signature confirming consent/assent. Upon completion of the form, participants were presented with the option to download an electronic copy of the executed form. A digital copy was also emailed to each participant’s parent or legal guardian. Participating parents or guardians and adolescents each received up to US $40 as reimbursement for their time to complete study assessments ($5 to $10 per survey).

Randomized Pilot Study

Participants were randomized 1:1 for 12 weeks either to a wait list control or to the app intervention. Time points for clinical assessments were based on clinical care guidelines (baseline, 4, 8, and 12 weeks) [13], with the primary analysis at 4 weeks. The primary outcome was depression symptom severity on the 9-item Patient Health Questionnaire (PHQ-9). Secondary outcomes included anxiety symptom severity assessed with the 7-item Generalized Anxiety Disorder questionnaire (GAD-7), which uses scoring similar to the PHQ-9 to indicate the frequency and severity of anxiety symptoms, and mental health self-efficacy assessed with the Mental Health Self-Efficacy Scale (MHSES). All patients in the intervention and wait list control groups received usual care for their depression and anxiety from their PCP. Participants in the control group were offered use of the app at the end of the 12-week study period.

Intervention

W-GenZ delivers evidence-based therapeutic elements via brief “conversations” with a fully automated, relational conversational agent named Woebot. Powered by natural language processing and machine learning techniques, the brief, self-guided intervention draws from CBT, interpersonal psychotherapy for adolescents (IPT-A), and some elements of dialectical behavior therapy (DBT), tailoring the conversation to the present situation to help the adolescent develop emotion regulation skills in the context of their everyday life for the problem at hand. The user experience is centered around mood tracking and goal-oriented, tailored conversations. Woebot checks in with the user, and depending on the user’s reported mood or desire to work on a problem or learn something new, Woebot will offer and guide the user through CBT-based psychoeducation and tools, tailored to the reported need in that moment. Daily push notifications prompt users to check in. Using proprietary neurolinguistic programing and artificial intelligence, the platform designs a personalized program to meet the user’s needs in real time. The app conforms with safety recommendations from the American Psychiatric Association (APA) and American Medical Association (AMA) [38,39]. As part of the app’s onboarding process, users are provided with the privacy policy, theoretical underpinning, targeted difficulties, expected results, research findings, and other information requested by potential young users [18]. Safety features include informing the user they are talking to a robot and not a real person, reminding them that the app is not a crisis intervention for suicidal ideation, encouraging them to seek additional support if they are feeling unwell, and providing helplines for assistance. The safety net protocol detects concerning language, confirms it with the user, and provides a local suicide crisis hotline number as needed.

Study Population

Adolescents were eligible for inclusion if they were 13 to 17 years old and had a new diagnosis of depression and anxiety in the past 3 months, as reported by their parent or legal guardian. Adolescents were excluded if their parent reported any lifetime history of severe depression, substance use disorder, psychotic illness, obsessive compulsive disorder, posttraumatic stress disorder, panic disorder, or specific phobias, as this could indicate that the current reported episode was a more complicated or severe presentation of depression or that the current episode was recurrent. Those who reported a psychiatric hospitalization in the previous month, were not accompanied by a guardian to the diagnostic visit, did not have access to a
mobile device (cell phone/tablet) for regular use, and were unable to read and write English were excluded.

**Recruitment Procedures**

Five of the 11 eligible practices referred patients to the randomized controlled trial (RCT). Potential participants were informed about the study via a flyer distributed by their PCP at the diagnostic visit or within the first 3 months after diagnosis. For those interested in participation, the parent completed the online eligibility screen. If the adolescent was eligible, the parent and adolescent reviewed the electronic consent document and had a telephone conversation with a member of the study team to review participation requirements and answer questions.

If the family decided to participate, the adolescent and 1 parent signed the electronic consent and completed baseline web-based surveys via REDCap. Subsequently, the adolescent was randomized using REDCap [40]. Those randomized to the intervention received a link and a unique password to download the intervention app on their mobile device, proceed through the enrollment screens, and initiate the program. All participants were followed for 12 weeks with assessments, as indicated in Figure 1. After data collection was completed, participants’ medical charts were reviewed to confirm any additional mental health diagnoses and record their initial treatment plan.

**Measurement**

In both study groups, study surveys were administered to adolescents and parents through a secure digital link to a REDCap survey. For each survey, participants were directed to a URL via email or text, with up to 2 push notification reminders. Time points for the primary (4 weeks) and safety (2 and 4 weeks) outcomes were selected based on the practice guidelines for PCPs managing adolescent depression [13]. If the measurement was not completed within 1 week, participants received a phone call from a study team member to assess study engagement. The surveys varied in duration and took 5 to 20 minutes to complete. Gift cards were provided to compensate participants for their time to complete data collection and were distributed immediately upon survey completion (up to US $40). Study design and assessments are indicated in Figure 1.

Depression symptoms were assessed using the PHQ-9 [41] modified for use in adolescents (PHQ-A) [42]. The PHQ-A also consists of 9 questions, but with wording changes to accommodate an adolescent reading level, and was used to screen for adolescent depression according to Diagnostic and Statistical Manual of Mental Disorders fifth edition (DSM-5) criteria. Although the unmodified version has good validity and reliability in adolescent populations, the PHQ-A has modified the wording of the questions so that it can be entirely self-administered in individuals with a grade 6 reading level. The overall PHQ-9 score ranges from 0 to 27, with individual item symptom severity scores of 0, 1, 2, and 3, which correspond to “not at all,” “several days,” “more than half the days,” and “nearly every day,” respectively. Overall cumulative scores of 5, 10, 15, and 20 represent cut points for mild, moderate, moderately severe, and severe depression, respectively.

Anxiety symptoms were assessed using GAD-7 [43]. This is a reliable, valid, and responsive screening instrument commonly used in primary care settings [44] and has been extensively studied and validated in diverse adolescent populations, including for screening in primary care settings in Finland [45].
China [46], Korea [47], Ghana [48], and Canada [49]. GAD-7 has also been validated in the United States in a clinical population of adolescents with generalized anxiety disorder [50]. Respondents use the same item scoring system as the PHQ-9 to indicate frequency and severity of anxiety symptoms, and a cut point of >10 is used to identify clinical cases of anxiety. Confidence in self-management of mental health issues was measured using the MHSES [51], which has 6 items that address confidence in managing stress, depression, and anxiety and are scored on a 10-point scale (1: not at all confident, 10: very confident). Ratings are summed for an overall measure of self-efficacy (range 6 to 60), with higher scores indicating more self-efficacy.

Safety was assessed at 2, 4, 8, and 12 weeks. Parents were asked to report any hospitalizations or ED visits made by their child for depression/anxiety-related problems in the preceding 2 weeks up to 1 month.

Utilization, Acceptability, and Feasibility

Deidentified aggregate app usage data were obtained from the app developer. Metrics included aggregate descriptive summaries of engagement metrics, including total number of check-ins, days in app, and messages sent during the 4-week intervention period. Each conversation with the app is tailored to the users’ reported needs at the moment and thus necessarily varies in length and composition. Nonetheless, these metrics are provided as examples to demonstrate various ways that users engaged with the app’s offerings.

The acceptability and feasibility of using the intervention was assessed after 2 weeks from the perspective of the adolescents (n=10, 56%) and their parent or adult legal guardian (n=10, 44%) randomized to the intervention group of the RCT. Parents completed the 4-item Acceptability of Intervention Measure (AIM) and the 4-item Feasibility of Intervention Measure (FIM) developed by Weiner et al [52]. To aid understanding by the 13- to 17-year-old adolescent participants, only 1 item from each of these measures was used.

Adolescents assessed the usability of the app using 5 items from the 10-item System Usability Scale (SUS) [53] that includes statements about the effectiveness, efficiency, and satisfaction with use (score range 5 to 25). For the AIM, FIM, and SUS, respondents used a 5-item response scale (1: completely disagree, 5: completely agree) to indicate their agreement with item statements, and a summary score was created. For the AIM and FIM, higher scores indicated greater acceptability and feasibility [52,54].

Acceptability and feasibility for PCPs were assessed by semistructured interviews (described in the subsequent section).

Safety

For all participants, an additional layer of safety monitoring was provided by the study team through surveillance of the digital PHQ-9 assessment at baseline, 2, 4, 6, 8, and 12 weeks. Parents provided consent for communication between the study team and the PCP for this purpose. When the PHQ-9 flagged suicidal ideation, an email alert was sent to the study team, and the PI then contacted the participant’s PCP to share information and discuss next steps regarding assessment of suicide risk. The principal investigator (PI; author JG) summarized the relevant information and alerted the psychiatrist. Management options included (1) the PCP electing to alert the family to the situation and complete additional suicide risk assessment themselves or (2) the PCP requesting further assessment be completed by the pediatric study psychiatrist, who then conducted additional assessment with patients and their legal guardians over the phone and provided a brief written assessment and recommendations back to the PCP. The PCP also had the option of further discussing the case with the study psychiatrist by phone. The PCP’s preferred management approach was prioritized, and the psychiatrist provided further assessment by phone and offered treatment recommendations to the PCP when requested using an evidence-based telephone consultation model [55].

Statistical Analyses

Summary statistics are reported as percentages for categorical variables and mean and SD for continuous variables. We evaluated the Cohen $d$ effect size and 95% CIs on the mean PHQ-9, GAD-7, and MHSES scores achieved by treatment group at the primary end point of 4 weeks. All statistical analyses were completed using SAS software version 9 (SAS Institute Inc).

PCP Interviews

We completed semistructured interviews with PCPs to better understand current attitudes toward and practices related to recommending CBT to pediatric patients as well as toward the use of mobile health applications for delivering behavioral mental health interventions to youth.

PCPs who participated in the PBRN quality improvement (QI) initiative were eligible to participate in the interviews, and all received an email invitation. Interviews were conducted concurrently with the pilot RCT portion of the study between October 2020 and April 2021. A total of 13 PCPs from the 11 participating clinics completed a 30-minute virtual video interview with the PI, who was also the PBRN director. She used a semistructured interview guide to ask PCP about their use of apps as part of a treatment plan to improve physical and mental health, how they found out about apps to recommend, and positive and negative features of the app considered when selecting an app to recommend. After these general questions, participating PCPs were provided with some promotional material about the intervention app that included a picture of the chatbot (without its name) and information about how it interacts with the user. They were asked about their first impressions, how likely they were to recommend it, and for which patients and when in the treatment course it would likely be most useful. Interviews were continued until thematic saturation was achieved. All interviews were digitally recorded and transcribed verbatim. Participants received a US $50 gift card for participation.

Qualitative Analysis of PCP Interviews

Transcripts were analyzed using an inductive coding approach based on pragmatic-variant grounded theory [56]. Authors JG
and GN independently reviewed interview transcripts for emergent themes in PCP perspectives on the use of mobile applications to augment physical and mental health care.

Results

Pilot RCT

Figure 2 shows participant flow through the pilot RCT. Of the 40 families that completed the eligibility screening for the RCT, 17 (43%) were ineligible, 2 (5%) declined to participate, 3 (8%) were lost to follow-up, and 18 (45%) were randomized to the intervention (10/40, 25%) or wait list control (8/40, 2%). Chart review revealed the following diagnoses: depression (8/18, 44%), depressive symptoms (2/18, 11%), anxiety (16/18, 89%), stress-related headaches (1/18, 6%), and functional abdominal pain and adjustment disorder (1/18, 6%). A review of the notes and baseline PHQ-9 and GAD-7 scores resulted in a sample of 17 for the analyses, with 10 (59%) that had both depression and anxiety 7 (41%) that had anxiety alone. One participant originally randomized to the wait list control group was excluded from analyses following chart review based on the chart notation “episodic tension headaches due to stress” and baseline measures (PHQ-9=5, GAD-7=6), as they were deemed to be ineligible (no diagnosis of depression or anxiety in their chart and no evidence of moderate disease).

Figure 2. Participant Disposition.

Participant Characteristics

The participating parent was typically the mother (16/17, 94%). Participating teens are described in Table 1 and did not differ by treatment group. They were predominantly female (15/17, 88%), White (15/17, 88%), and had family work-related health insurance (15/17, 88%). Initial treatment plans did not differ between study groups and included CBT (5/17, 29%), unspecified counseling, 15/17, 88%), and SSRI medication (11/17, 65%). By self-report, 7 (41%) teens had previously received at least 1 counselling session for depression or anxiety.
Table 1. Randomized Controlled Trial (RCT) participant baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=17)</th>
<th>Intervention (N=10)</th>
<th>Wait list control (N=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 (5.9)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (88.2)</td>
<td>9 (90)</td>
<td>6 (85.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (5.9)</td>
<td>0 (0)</td>
<td>1 (14.3)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>14.7 (1.7)</td>
<td>14.7 (1.7)</td>
<td>14.8 (1.7)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>15 (88.2)</td>
<td>8 (80)</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Mixed</td>
<td>2 (11.8)</td>
<td>2 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic/Latino</td>
<td>17 (100)</td>
<td>10 (100)</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Health Insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private insurance</td>
<td>15 (88.2)</td>
<td>9 (90)</td>
<td>6 (85.7)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>2 (11.8)</td>
<td>1 (10)</td>
<td>1 (14.3)</td>
</tr>
<tr>
<td>Living situation, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two parents</td>
<td>12 (70.6)</td>
<td>5 (50)</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Diagnosis from chart review, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>17 (100)</td>
<td>10 (100)</td>
<td>7 (100)</td>
</tr>
<tr>
<td>Depressive disorder</td>
<td>10 (58.8)</td>
<td>5 (50)</td>
<td>5 (71.4)</td>
</tr>
<tr>
<td>Initial treatment plan from chart review, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSRI(^a)</td>
<td>11 (64.7)</td>
<td>6 (60)</td>
<td>5 (71.4)</td>
</tr>
<tr>
<td>Other medication(s)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CBT(^b)</td>
<td>5 (29.4)</td>
<td>3 (30)</td>
<td>2 (28.6)</td>
</tr>
<tr>
<td>Unspecified counseling</td>
<td>15 (88.2)</td>
<td>8 (80)</td>
<td>6 (85.7)</td>
</tr>
<tr>
<td>Referral to psychiatry</td>
<td>2 (11.8)</td>
<td>1 (10)</td>
<td>1 (14.3)</td>
</tr>
<tr>
<td>Measures at Baseline, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9(^c)</td>
<td>12.1 (5.3)</td>
<td>10.1 (3.9)</td>
<td>14.9 (6)</td>
</tr>
<tr>
<td>GAD-7(^d)</td>
<td>12.8 (4.9)</td>
<td>11 (5)</td>
<td>15.3 (3.5)</td>
</tr>
<tr>
<td>MHSES(^e)</td>
<td>30.9 (10.2)</td>
<td>32.4 (10.1)</td>
<td>28.9 (10.9)</td>
</tr>
</tbody>
</table>

\(^a\) SSRI: selective serotonin reuptake inhibitor.
\(^b\) CBT: cognitive behavioral therapy.
\(^c\) PHQ-9: 9-item Patient Health Questionnaire.
\(^d\) GAD-7: 7-item Generalized Anxiety Disorder questionnaire.
\(^e\) MHSES: Mental Health Self-Efficacy Scale.

Pilot RCT Outcomes

Table 2 and Figure 3 show the overall study results. The small sample size precluded meaningful comparisons between study groups. However, large effect sizes were observed between groups on depression symptom severity score at 4 weeks, with the intervention group showing greater improvement on each scale than the wait list control group. Specifically, mean PHQ-9 scores at 4 weeks decreased by 3.3 units in the intervention group (representing a transition from moderate to mild symptom severity categories) and 2 units in the wait list control group (no shift in symptom severity category). In subgroup analyses among the 10 participants diagnosed with depression, PHQ-9 scores similarly decreased by 3 units in the intervention group (11.8 to 8.8; from moderate to mild severity categories) versus 1 unit in the wait list control group (15 to 14; no shift in symptom severity category).
Table 2. Primary and secondary study outcomes at 4 weeks.

<table>
<thead>
<tr>
<th>Outcome, mean (SD)</th>
<th>Intervention group</th>
<th>Wait list control group</th>
<th>95% CI</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6.8 (6.9)</td>
<td>12.9 (5.4)</td>
<td>−12.9 to 0.7</td>
<td>.98</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;b&lt;/sup&gt;</td>
<td>7.4 (6.5)</td>
<td>11.7 (4.8)</td>
<td>−10.6 to 2</td>
<td>.75</td>
</tr>
<tr>
<td>MHSES&lt;sup&gt;c&lt;/sup&gt;</td>
<td>38.7 (8.4)</td>
<td>31.7 (11)</td>
<td>−3.4 to 17.3</td>
<td>.71</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: 9-item Patient Health Questionnaire.

<sup>b</sup>GAD-7: 7-item Generalized Anxiety Disorder questionnaire.

<sup>c</sup>MHSES: Mental Health Self-Efficacy Scale.

We also compared remission in depressive symptoms (PHQ-9 <5) at 4 and 12 weeks in patients with a baseline PHQ-9 >9 [57] in the subgroup diagnosed with depression. The percentage of participants achieving remission at both time points seemed to favor the active intervention, at 67% (2/3) and 0% (0/5) at 4 weeks and 50% (1/2) and 20% (1/5) at 12 weeks, respectively.

Safety and Satisfaction With Care

When completing the PHQ-9 on one of the 6 adolescent surveys, 10 (59%) of participants, of which 4 (40%) were in the intervention group and 6 (35%) were in the wait list control group, triggered at least 1 alarm to assess for suicidal ideation. During study participation, 4 (24%) of the participants had 1 alert, 4 (24%) had 3, and 2 (12%) had 6. These patients were managed by their PCP with support from a pediatric research psychiatrist, who interviewed all 4 (24%) participants by phone, discussed management with the legal guardian (who was the mother in all cases), and facilitated referral of 2 (12%) participants to a child psychiatrist for ongoing clinical management. One parent from the intervention group reported at week 12 that their teen was seen in an ED and discharged to home. Parental satisfaction with care did not differ between study groups.

Acceptability, Feasibility, and Usability for Adolescents and Parents

Adolescents found the app to be (1) acceptable, with a total of 8 (80%) agreeing or completely agreeing with the statement “I like using the app”; (2) feasible, with 7 (70%) agreeing with the statement “using the app in the treatment of depression seems possible”; and (3) usable (mean usability score 21.4, SD 1.7, possible range 5 to 25). The mean parental scores for acceptability and feasibility were 16.6 (SD 1.8) and 17 (SD 1.5), respectively (possible range 1 to 20).

Acceptability and Feasibility for Providers

Potential advantages for learning CBT skills via an app compared with face-to-face training identified by provider participants included ease/immediacy of access to evidence-based behavioral therapy, increased sense of anonymity or reduction in perception of stigma against mental health concerns, reduction in school absences to attend appointments, no need for transportation to and from a therapist’s office, and reduction of out-of-pocket costs. Although providers acknowledged that an app might reduce common barriers to engagement in therapy, they voiced several concerns about using an app to augment clinical recommendations. Concerns commonly involved efficacy of the app, the potential safety risks of missing reports of suicidal ideation, overreliance on technology and reduced self-efficacy for adaptive help-seeking, increased screen time, and privacy and confidentiality of sensitive information.

Providers generally felt that an app to deliver CBT and positive psychology could be useful for teens with anxiety and mild-to-moderate depression, particularly early in the course of illness, and saw the app as being able to bridge the gap between diagnosis and obtaining an appointment with a therapist or the onset of therapeutic effects of prescribed antidepressant medications—both of which can take several weeks. Due to acute safety concerns, they recommended against using an app in teens with active suicidality or self-harm. They felt these patients needed closer clinical monitoring and were unlikely to use the app because of their low motivation to adopt new behaviors.

PCP participants suggested that the best time to introduce a CBT app to patients and families as part of the treatment plan would be at the time of diagnosis. Several suggested that usage...
might be improved if the pediatrician introduced the app during an appointment and showed them how to download and use it (eg, by saying to the patient, “Here’s what I’d like you to start doing…”). In summary, a CBT app was acceptable to these pediatric PCPs, and they suggested that it would be feasible to use in teens with mild/moderate depression or anxiety.

### App Utilization

Participant app use during the intervention period (collected via the app) included days of app use, number of check-ins, and number of messages sent, lesson and tools use rates, lesson acceptability ratings indicated on a binary scale (ie, a thumbs up or thumbs down emoticon), and mood impact after tool utilization (ie, feeling same, better, or worse after completion). In-the-moment emotional state was reported through emoji selection with a default menu of 19 total moods, including options for negative (angry, sad, and anxious), positive (happy and content), and average mood (okay), with an additional ability to type in free text emotion words and self-selected emoji expressions.

Over the course of the intervention from baseline to 4 weeks, participants’ app use averaged a mean of 6 (SD 6.9) days, with 55 (SD 7.14) mood check-ins, and 313.17 (SD 447.30) sent messages, with the use of 13.63 (SD 4.5) psychoeducational lessons and 9 (SD 14.91) tools. All completed psychoeducational lessons were rated positively (thumbs up). Over two-thirds (7/10, 69%) of participants reported feeling better after using the app, with 25% (3/10) and 1% (1/10) reporting feeling the same or worse, respectively.

### Discussion

In this pragmatically designed, randomized pilot and feasibility study, we demonstrated the preliminary acceptability and feasibility of augmenting initial depression treatment in adolescents with CBT delivered via an evidence-based chatbot intervention. Although the sample size needed to detect between-group differences was not achieved, we observed a trend toward improvement in depressive symptoms with the app over a wait list control condition. Moreover, we observed that the detection and management of suicidal ideation in depressed adolescents was safely enhanced by use of the app in concert with PCP-based clinical care and telephonic consultation with a child psychiatrist. Finally, we found that using this app to address depression and anxiety as part of an overall treatment plan developed in collaboration with the treating PCP was acceptable to the adolescents, their parents, and their PCPs. These findings suggest that this app should be further evaluated for use in the primary care management of adolescents with depression and anxiety.

Adolescents visit their PCP 2 to 3 times per year on average and commonly report feeling most comfortable disclosing mental health concerns and obtaining mental health care in the primary care setting [14]. A recent review to assess the efficacy and acceptability of cell phone apps to support mental health management in adolescents found high levels of adherence, but few evaluative studies employed quantitative assessment of these process measures, which are key for guiding real-world implementation. This small pilot study provided additional lessons regarding real-world clinical implementation of mobile health interventions in pediatric primary care. For example, the frequency of suicidal ideation reporting (as assessed by question 9 of the PHQ-9) decreased over the course of study participation, even when the severity of other depressive symptoms remained in a clinically significant range. Although this study was not designed to detect differences between groups on suicidality, we observed a reduction in self-reported suicidal ideation that appeared to favor the active treatment group. This is particularly relevant in the delivery of mental health care to adolescent populations, who may feel more comfortable sharing such information anonymously through an app than with a trusted adult or health care provider.

Our results are subject to important limitations. First, despite using a fully remote study design and a well-established PBRN during a period of high mental health need, recruitment was challenged by the circumstances of the COVID-19 pandemic and the reduced access to and utilization of primary care resources, especially early on in the pandemic. Although the hybrid study design is important for piloting the intervention in the patient population of interest, the results must be interpreted with caution. Few conclusions can be drawn about intervention effectiveness due to the small sample size and the racial and geographic homogeneity and relative affluence of the enrolled participants, who were mostly female, White, and privately insured. The ability to detect differences between treatment groups may have been further limited by the concurrent use of antidepressant medications in some participants. The results regarding implementation effectiveness are subject to additional limitations, as the PBRN and PBRN providers in this study are not representative of the broader population of pediatric primary care clinics or providers in the United States [16]. Moreover, our safety approach of providing case review and rapid, individualized review and treatment planning with a child psychiatrist may also have contributed to the lack of separation between treatment groups, as everyone in the study received high-quality clinical care and close follow-up for suicidality reported on the PHQ-9.

The fully remote nature of the trial, which was conducted during critical periods in the COVID-19 pandemic, when child and adolescent mental health needs were most critical, was both a limitation and a strength. Additionally, this is the first study we are aware of that employed digital assessment and remote methods for managing suicidality in adolescents. The concern that suicidality will be exacerbated or missed with digital interventions has been a major barrier to offering these treatments to youth. The method we used to ensure safety (phone consultation with a child psychiatrist within 24 hours of reporting clinically significant suicidal ideation) could not have disguised symptom severity in the wait list control group, since we were responsive to all alerts. Another major strength of this pilot study was evaluating the feasibility of implementation in a real-world primary care setting. Although this study does not provide sufficient evidence to support the use of apps in primary care settings for teens with mental health problems [21], the results presented in this paper provide promising evidence that preliminarily support the feasibility of using a CBT-based...
chatbot technology to supplement mental health treatment of adolescents with mild-to-moderate depression cared for in the primary care setting. Additional studies are needed to further evaluate the effectiveness of both the intervention and implementation in real-world primary care settings and in patient populations that include underrepresented populations and prioritize socioeconomically disadvantaged and rural communities, where access to high quality medical and mental health care are extremely limited.
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Abstract

Background: The SoBeezy program is an innovative intervention aimed at promoting and fostering healthy aging and aging in place by proposing to older adults concrete solutions to face daily life, tackle loneliness, promote social participation, and reduce the digital divide, thanks to a specific, easy-to-use voice assistant (the BeeVA smart display).

Objective: This study aims to assess the acceptability of the SoBeezy program and its voice assistant and to identify potential areas of improvement.

Methods: A 12-month experimentation of the program was deployed in real-life conditions among older adults living in the community in 4 pilot cities of France. Launched during the first lockdown of the COVID-19 crisis, this multisite study aimed to assess acceptability using questionnaires and interviews conducted at baseline and at the end of the experimentation. In addition, a series of meetings were conducted with SoBeezy staff members to obtain direct feedback from the ground.

Results: In total, 109 older individuals were equipped with BeeVA to use the SoBeezy program; of these, 32 (29.4%) left the experimentation before its end and 69 (63.3%) completed the final questionnaires. In total, 335 interventions were conducted and 27 (39%) of the participants requested services, mainly for supportive calls and visits and assistance with shopping, transportation, and crafting-gardening. Of the whole sample, 52 (75%) considered BeeVA as a reassuring presence, and few persons (15/69, 22%) reported a negative opinion about the program. Among the participants, the voice assistant appeared easy to use (n=57, 82%) and useful (n=53, 77%). They also were positive about the BeeVA smart display and the SoBeezy intervention.

Conclusions: This multisite study conducted in real-life conditions among more than 100 older adults living in the community provides enlightening results of the reality from the ground of digital tools designed for the aging population. The COVID-19 context appeared both as an opportunity, given the massive needs of the older adults during this crisis, and as limiting due to sanitary constraints. Nevertheless, the experimentation showed overall good acceptability of the voice assistant and a high level of satisfaction of the participants among those who really used the system and could be a way of improving the autonomy and well-being of older adults and their families. However, the findings also highlighted resistance to change and difficulties for the users to ask for help. The experimentation also emphasized levers for next deployments and future research. The next step will be the experimentation of the activity-sharing component that could not be tested due to the COVID-19 context.
Introduction

The increase in life expectancy along with the massive arrival of baby boomers at retirement age have led to a major transformation of the age population structure. In 2040, 1 in 4 inhabitants will be 65 years old or over compared to 18% in 2013, and by 2070, the population aged 75 years or more would be twice as numerous as in 2013 (+7.8 million) [1]. In this context, healthy aging has become a major challenge for societies, as suggested by various plans, programs, and policy orientations worldwide [2-6]. Beyond the obvious health factors central to the healthy aging process, personal factors (eg, resilience abilities, self-esteem, personality traits) and environmental ones (eg, social support, living environment) also play a crucial role [7]. For instance, loneliness and social isolation, accentuated during the COVID-19 crisis, are growing at an impressive pace, particularly in the older population [8-11]. Approximately half of the adults aged 60 years and over are at risk of social isolation [12], and one-third will experience some degree of loneliness in later life [13,14]. It is now well established that loneliness and social isolation compromise living in place [15,16] and are risk factors for an unhealthy lifestyle (eg, sedentary lifestyle, poor diet, tobacco, alcohol), morbidity (eg, chronic conditions, such as cardiovascular disease, stroke, dementia, depression, anxiety, and disability), and mortality [17-19]. Therefore, to tackle social isolation and loneliness among older adults, numerous interventions are being developed and deployed [16], many of them involving technological devices.

Technology plays an increasingly central role in the ways we communicate. Indeed, we are witnessing a paradigm shift in communication, where face-to-face exchanges are no longer the only way to maintain interpersonal connection [20], thanks to information communication technology (ICT) [21,22]. There are 2 types of online services [23,24], social network services (SNS) and social online services (SOS). SNS were created first. They are online environments where users create a personal profile, build a network of personal connections [23,25], and can thus stay in touch with friends, family, and acquaintances (eg, Facebook) [26]. For instance, Neves et al [21] developed an age-adapted app on iPad that allows nursing home residents to stay in touch with their families by providing easy access to photos, audio recordings, videos, and messages. This app increased residents’ perceived levels of social interactions but only among people whose relatives were geographically distant and people who had a higher need to feel socially included, which drove them to adapt to technological constraints. Other SNS have been developed, such as Meeteteetse [27], the ASTRA app [28], ShoddyPop, and PersonCard [29]. Following the advent of SNS, 2 types of social platforms arose, social commerce platforms (eg, eBay) and social solidarity platforms (eg, based on collaborative consumption platforms, such as Swaptree, Airbnb, Getaround, and Taskrabbit), both based on the trade and exchange of goods and services between people. Social solidarity platforms may be useful to older adults to help with daily activities and promote social participation [24]. A systematic review [30] identified social platforms dedicated to older persons that provide easy access to information sources and communication opportunities. These platforms enhance social connectivity and promote healthy lifestyles, including physical and cognitive activities (eg, games activities, such as the Wii console), a safer environment, and positive emotions. They include several functions, such as self-monitoring, calendars, photos, games, and online assistance [31-35]. Based on the sharing of personal services, which hold the potential to strengthen social integration and enable an independent lifestyle for older adults, Koene et al [24] developed a local, service-oriented collaborative consumption platform called “Bring Dich ein!”. This platform aims to facilitate social interactions across generations and peer-to-peer services. The platform was implemented in a participatory development process. In the pilot phase, usability was good, but in the absence of subsequent publication, we cannot know whether the promise has been kept [24].

To summarize, SNS target more loneliness, enabling the creation or maintenance of social interactions [23], whereas SOS support accessibility of services to compensate and help people with health problems, disabilities (eg, walking difficulties), and social isolation issues [24,36]. With advancing age, older adults may need to stay in touch with their family or friends and exchange services within a secure community. For these reasons, a few studies have tried to combine SNS and SOS to increase the appropriation of such technologies. For instance, Personal Reminder Information and Social Management (PRISM) is a software application [31] designed to support social connectivity, memory, knowledge about various topics, leisure activities, and access to resources. Boll and Brune [36] proposed a prototype platform providing an integrated online environment, in particular to help bridge the gap between older adults, and services from professionals as well as from other users. However, we lack robust data to assess the benefit of this combination. On the one hand, grouping services and social networks in a single platform seems helpful. On the other hand, the use of the device could be harder to understand (longer menus, more services with more complicated pathways) [37], potentially leading to a negative user experience, especially in older users [38].

When focusing on older users, the conception and implementation of online services must address several ergonomic issues, such as age-appropriate design (ie, ease of use), compatibility with the user’s needs (ie, usefulness), and technical issues, such as reliability [39] and privacy [23] concerns. Characteristics of the older users themselves, such as familiarity with technologies, adequate social support, cognitive
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abilities, or health status, also need to be considered since these factors can also influence technology use [39]. For instance, interfaces are often too complex, have too many options, and are not appropriate for “nontypical” users who suffer from sensory or cognitive impairments or do not have a technological background. Furthermore, the user interface should be as simple as possible, for example, by grouping similar items and functionalities to help users who have no experience in using this type of interface, by providing the users with only essential information, by increasing header and content sizes, and by giving the option to zoom in and out for people with visual impairments. These solutions could be easily implemented and do not presume drastic changes in the standard user interaction of SNS, such as Facebook [23]. Multimodality (multiple modes of interacting with a system) is also recommended for intuitive use. It provides an opportunity to the user to choose the best-adapted mode regarding their skills, abilities, habits, and wishes. These functionalities, such as text-to-speech, text input, speech commands, or other augmentative alternatives, could have a positive impact on device appropriation [23]. Several requirements and design rationales were deemed essential by older adults, such as intuitive interaction and navigation, a closed community, strong privacy policies, and community consciousness [24].

Technology may deeply modify the ways we communicate and could be relevant to tackle loneliness. However, isolated people are also less likely to use these types of devices due to lower skills, greater reactance, and lack of motivation and support from family [40]. In the current intensive process of world digitalization, there is an urgent need to create accessible, adaptable, and easy-to-use tools for all to reduce the associated risk of social exclusion of the older population. In this context, the SoBeezy program has been developed to foster healthy aging at home by facilitating and improving older adults’ daily life [2]. The system proposes solutions to face the main difficulties encountered in daily life and fosters social participation by promoting community-based cooperation and the sharing of activities and experiences. The program relies on (1) an intelligent digital platform available on smartphones, tablets, and computers and also a voice assistant (BeeVA) specifically developed for people with a digital divide; (2) an extensive solidarity network that potentially relies on everyone’s engagement through an intergenerational approach [41,42], where older people themselves are not only service receivers but also potential contributors; and (3) all the local partners and stakeholders available to cooperate (associations, social services of municipalities, health professionals, home care services, and all relevant local partners, such as artisans). The SoBeezy program is organized as a hub and connects all the territory’s resources to provide the best solution to meet the user’s needs. The program has been implemented for 12 months, specifically targeting older adults living alone or suffering from loneliness. The objectives of this study were (1) to assess the usage, service satisfaction, acceptability of BeeVA and, more generally, the SoBeezy program and (2) to identify the potential amendments that should be provided to improve the system.

Methods
A 12-Month Experimentation in Real-Life Conditions Among Older Adults Living in the Community
As previously published [2], the initial protocol of the SoBeezy program planned before-after analyses and a comparative approach with a control group to assess the impact and effectiveness on healthy aging, technical usage, mechanisms of intervention, and conditions of transferability and scalability. However, due to the particular context of the COVID-19 pandemic and given the massive needs of the older population at that time, we decided to anticipate the launch of the program and to prioritize the deployment of the device and the assistance given to older adults. Consequently, the evaluative research could not be implemented, as planned, and had to be adapted to this extraordinary context: removal of several services and activities, impossibility to recruit a control group in the pandemic context, and baseline data collection restricted to the bare minimum (as detailed later).

Initially scheduled in May 2020, the launch of the program was anticipated with a solidarity campaign during the first lockdown (supportive calls and assistance with shopping, transportation, dog walking without the SoBeezy technology) in April 2020 to respond to the massive needs generated by the COVID-19 crisis (Figure 1). Then from July, these services were extended to crafting-gardening, supportive visits, and at-home hairdressing and were made available on the SoBeezy platform and the BeeVA smart display (Hello 10 Archos). However, the program has only been partially deployed due to the restrictive barrier measures. Indeed, the activity-sharing component could not be analyzed and the assistance in daily living was only limited to the essentials (Figure 2). BeeVA also proposed several options, such as weather forecast, radio, a digital calendar, emergency numbers, games, and city news (Figure 3).

The experimentation started in July 2020 with the installation of BeeVA in the participants’ homes as soon as it was allowed by sanitary measures (installations staggered over the first 6 months) and ended in June 2021. It took place in 4 pilot cities (2 urban cities, Pessac and Saint Jean de Luz, and 2 rural cities, St Yrieix la Perche and Langon) in southwest France, with a close partnership with the municipalities. The participants were recruited among older adults supported by the SoBeezy solidarity campaign but also with the support of local social services (municipalities), health professionals, local associations, a private social protection agency (AG2R La Mondiale), and communication campaigns (press, radio, social media). The eligibility criteria were being 50 years and over, living in 1 of the 4 pilot cities, living in an area with sufficient access to high-speed internet service, being free of severe visual or hearing impairments, being free of moderate-to-severe cognitive impairment, and being a French speaker (for better voice recognition by BeeVA). All participants were equipped (free of charge) with BeeVA and an internet connection (a 4G Wi-Fi device).

Each person potentially interested in participating received the first visit at home for a detailed presentation of the program and BeeVA. A second visit was scheduled to install the device and
propose the first user training if the person was still interested. A user manual provided instructions, including instructions in the case of technical problems as well as a specific hotline phone number. A few days later, a phone call aimed at ensuring the correct handling and use of the device. Other training/coaching visits were conducted as many times as necessary, and regular follow-up phone calls were made.

**Figure 1.** Representation of the SoBeezy experimentation in the general population.

![Projected date of the launch of the SoBeezy program](image)
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**Figure 2.** The BeeVA home page.

**Figure 3.** Options section.

**Evaluation of the Experimentation**

To assess the acceptability of the program and of BeeVA, questionnaires and interviews were administered at baseline and after 12 months (**Figure 1**). Due to the COVID-19 context, evaluations were conducted by phone to respect the barrier measures, as recommended.

**General Individual Data**

Information about age, gender, living status (living alone vs not living alone), city, beneficiary of home care services, member of associations, self-reported global health, and comfort level with online technologies was collected.
Acceptability of BeeVA

The number of requested services and options used by the participants was collected automatically by the system (log data). Usage frequency (number of interactions per month) was also recorded. At the final assessment, the participants were invited to answer 17 questions (Multimedia Appendix 1). As recommended by Chen and Chan [39], we distinguished the following 5 dimensions: perceived usefulness (4 items), usage behavior (4 items relative to the options used), ease of use (3 items), reliability (1 item), and appreciation of the design and ergonomics of the device (5 items).

Service Satisfaction of the SoBeezy Program

In total, 5 items were used (Multimedia Appendix 1): satisfaction regarding the services provided by SoBeezy, delay of answers and intervention, quality of the relationships with SoBeezy staff members, volunteers and professionals, and communication preferences with these 3 contributors, with 3 answer modalities (rather yes/rather no/never used).

Global Perception of the SoBeezy Intervention

We combined 1 item related to BeeVA (“Is the voice assistant a useful tool?”) and 1 related to the services (“Are you satisfied with the services provided?”). We obtained 3 main opinions about SoBeezy: (1) 2 positive answers defined a positive opinion, (2) only 1 positive answer defined a mixed opinion, and (3) negative answers or no usage defined a negative opinion.

Improvement Tracks

In the perspective of improving the system, the participants were also invited to assess the usefulness/interest of 18 new possible options and features on a scale ranging from 1 (not interested at all) to 7 (very interested). These options included photos and messages sent by the family, music, radio, audiobooks, games or an e-calendar, and medication reminders (for a detailed description of the options, see Multimedia Appendix 2). Finally, the activity-sharing (leisure, physical and cultural activities) component that could not be experimented upon due to the COVID-19 crisis was also proposed as a future option.

In addition, to collect direct feedback from the SoBeezy staff members (comprising volunteers and employees), a series of meetings were conducted at the end of the experimentation, with 4 main topics: the health crisis context, older users, technological aspects, and organizational challenges.

Statistical Analysis

Statistical analyses were mainly descriptive and comparative. We reported means and SDs for continuous variables and frequencies for categorical variables. For comparative analyses, adequate statistical tests (chi-square and Fisher test) were performed. All analyses were performed using R version 4.1.2 (R Foundation for Statistical Computing).

Ethical Considerations

All participants provided written informed consent to participate in the study. Data protection complies with European and French data protection regulations (GDPR and CNIL). Privacy and confidentiality protection was ensured by systematically conducted statistical analyses on de-identified data. The protocol and informed consent and assent forms were approved by the Comité d’Evaluation Ethique de l’INSERM (CEEI; Institutional Review Board [IRB] approval 2020-16/05). Finally, as compensation for their participation in the research, the smart display was offered to each participant.

Results

Sample Description

In total, 256 persons were invited to participate in the study by telephone, of which 109 (43% participation rate) accepted. Among them, 77 (71%) completed the experimentation, and 69 (90%) of them completed the final assessment conducted at the end of the study in June 2021 (Figure 4). In total, 109 participants were equipped with BeeVA. The mean age was 81.2 years (SD 8.6), 86 (78.9%) were women, 66 (60.6%) lived in Pessac City, and 44 (55.7%) reported alteration in general health (eg, walking difficulty). See Table 1 for details.

Among the 109 participants, 32 (29.4%) requested the device to be uninstalled before the end of the study, after 2.8 months (SD 2.5) of use, on average. These participants were more likely to be older (mean 83.2 years, SD 7.9 years) compared to others (mean 80.4 years, SD 8.8 years), women (n=27, 84%, vs n=59, 77%), and tended to use less often the device and services.

Among the 109 participants, 47 (43.1%) used BeeVA for 8-12 months (the device installation being staggered over the first 6 months and 32 participants leaving the study prematurely). Of the 69 participants who completed the experimentation, 41 (59%) used it beyond 8 months.

Using the general information collected at baseline, we proposed a description of the characteristics of the completers and noncompleters in Table 1. Among the completers, almost 75% (n=52) were living alone, one-third (n=23, 33%) benefitted from home care services, and half (n=35, 51%) were members of an association (Table 1). Concerning the general use of technologies, the smartphone was the most frequently used device (n=39, 57%, using it regularly), followed by the computer (n=30, 21%), while only 9 (13%) participants used a digital tablet. In addition, 35 (56%) participants estimated their comfort level using technology as poor, with a higher frequency among the oldest participants, those living alone, and those with good global health/mobility (Table 1).

To identify the main reasons for ceasing participation, we conducted a qualitative analysis of the individual files (no information available for 5, 16%, of 32 participants). The 3 main reasons were technical problems (internet, breakdown, or difficulty using the BeeVA; n=8, 25%), followed by health problems (n=5, 16%), and no need of services (n=5, 16%).
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Figure 4. Flowchart of the description of the sample.

Table 1. Description and comparison of samples of completers (n=69) and noncompleters (n=40).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Completers (evaluation sample; n=69)</th>
<th>Noncompleters (n=40)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>80.2 (8.9)</td>
<td>82.9 (7.8)</td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>53 (77)</td>
<td>33 (83)</td>
</tr>
<tr>
<td>Pilot city, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pessac (urban area)</td>
<td>42 (61)</td>
<td>24 (60)</td>
</tr>
<tr>
<td>St Jean de Luz (urban area)</td>
<td>14 (20)</td>
<td>11 (28)</td>
</tr>
<tr>
<td>St Yrieix la Perche (rural area)</td>
<td>8 (12)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Langon (rural area)</td>
<td>5 (7)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Living alone, n (%)</td>
<td>49 (71)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recipient of home care services, n (%)</td>
<td>23 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>Member of an association, n (%)</td>
<td>32 (46)</td>
<td>N/A</td>
</tr>
<tr>
<td>Not comfortable with online technologies, n (%)</td>
<td>35 (56)</td>
<td>N/A</td>
</tr>
<tr>
<td>Global health, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No self-reported problems</td>
<td>29 (42)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Walking difficulty</td>
<td>13 (19)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Other self-reported health problems</td>
<td>27 (39)</td>
<td>2 (20)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data only available for participants seen at the final visit (n=69).
<sup>b</sup>N/A: not applicable.

Usage and Satisfaction Regarding SoBeezy Services

Of the 69 participants who completed the experimentation, 27 (39%) used the services proposed by the platform at least once (Table 2). In total, 335 services were provided, 132 (39.4%) thanks to the solidarity campaign (before the technological deployment) and 203 (60.6%) thanks to the SoBeezy platform. Assistance with shopping and transportation, and home visits, were the 3 most frequently used services (n=54, 16.1%; n=51, 15.2%; and n=51, 15.2%, respectively), followed by homework/gardening (n=24, 7.2%), mobile hairdressing services (n=10, 3.0%), and other services (n=13, 3.9%). We then analyzed the characteristics of the service users compared with those who never used them (Table 2). The 2 groups did not differ in terms of age, living alone, number of interactions with BeeVA, and level of comfort with technologies. However, the SoBeezy service users all lived in Pessac. They were significantly more often women (n=23, 85%, vs n=4, 15%, men, P<.001), received home care services more often (n=13, 48%, vs n=14, 52%, P=.04), and tended to suffer more often from health problems (P=.18). See Table 2 for details. Among the 27 service beneficiaries, the level of satisfaction was very high (between 88% and 100%) for the following items: conditions of requests, quality of services, and delay of answers. It should be noted...
that 18 (72%) of 25 beneficiaries preferred using the telephone rather than BeeVA to request services.

Table 2. Description and comparison of participants’ characteristics according to the number of services received (n=69).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Service usage, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At least once (n=27)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>62-81</td>
<td>14 (52)</td>
</tr>
<tr>
<td>81-95</td>
<td>13 (48)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Woman</td>
<td>23 (85)</td>
</tr>
<tr>
<td>Pilot city</td>
<td></td>
</tr>
<tr>
<td>Pessac (urban area)</td>
<td>27 (100)</td>
</tr>
<tr>
<td>St Jean de Luz (urban area)</td>
<td>0</td>
</tr>
<tr>
<td>St Yrieix la Perche (rural area)</td>
<td>0</td>
</tr>
<tr>
<td>Langon (rural area)</td>
<td>0</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>In a relationship</td>
<td>8 (30)</td>
</tr>
<tr>
<td>Living alone</td>
<td>19 (70)</td>
</tr>
<tr>
<td>Recipient of home care services</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (48)</td>
</tr>
<tr>
<td>No</td>
<td>14 (52)</td>
</tr>
<tr>
<td>Member of an association</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10 (37)</td>
</tr>
<tr>
<td>No</td>
<td>17 (63)</td>
</tr>
<tr>
<td>Global health</td>
<td></td>
</tr>
<tr>
<td>No self-reported problems</td>
<td>8 (30)</td>
</tr>
<tr>
<td>Walking difficulty</td>
<td>5 (18)</td>
</tr>
<tr>
<td>Other self-reported health problems</td>
<td>14 (52)</td>
</tr>
<tr>
<td>Interaction with BeeVA (times/month)</td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>19 (70)</td>
</tr>
<tr>
<td>&gt;4</td>
<td>6 (22)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Comfort level with online technologies</td>
<td></td>
</tr>
<tr>
<td>Comfortable</td>
<td>9 (33)</td>
</tr>
<tr>
<td>Not comfortable</td>
<td>15 (56)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (11)</td>
</tr>
</tbody>
</table>

**Usage and Acceptability Regarding BeeVA**

In the whole sample (N=109), the median of monthly interactions with BeeVA was 1.5 (IQR 0.69-3.5), and for the sample of participants who completed the final experimentation (n=69), the median of monthly interaction was 1.6 (IQR 0.7-3.8).

Throughout the study, the participants interacted with BeeVA up to 23.7 times per month, with a median of 1.6 times per month. Those who interacted at least 4 times per month were considered as the highest users. Globally, the characteristics of the participants did not differ according to the level of interaction with BeeVA (Table 3). Nevertheless, we observed that the highest users were significantly younger (n=15, 75%, vs n=5, 25%), more often members of an association (n=12, 60%, vs n=8, 40%), and more likely to have walking and health problems (n=10, 25%, and n=10, 50%, respectively, vs n=5, 25%). The participants less comfortable with technology tended
to interact more often with BeeVA than the others (n=13, 65%, vs n=30%).

Globally, 41 (63%) users had a positive opinion toward BeeVA, and the most positive dimensions of acceptability concerned usefulness (n=50, 77%), ease of use (n=53, 82%), and ergonomics/design (n=55, 85%). Reliability and usage behavior showed poorer results, with 49% (n=32) and 45% (n=29) positive opinions, respectively. Note that the usage behavior dimension only concerns the use of BeeVA options and does not include the use of services. Regarding items related to the acceptability of BeeVA, 48 (77%) of 62 users had a good opinion of voice usage to request services and options. In addition, even though not everyone used the services, two-thirds (n=44, 69%) of the participants considered BeeVA as a reassuring presence, with a slightly higher proportion among nonusers of the services (29/40, 73%, vs 15/24, 63%).

### Table 3. Description and comparison of participants’ characteristics according to monthly interaction with BeeVA (n=59).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Monthly interaction with BeeVA&lt;sup&gt;b&lt;/sup&gt;</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lowest users (1st tertile; [0-1.05] times/month; n=20, n (%))</td>
<td>Middle users (1st-2nd tertile; 1.5-2.8 times/month; n=19, n (%))</td>
<td>Highest users (&gt;2nd tertile; &gt;2.8 times/month; n=20, n (%))</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62-81</td>
<td>7 (35)</td>
<td>9 (47)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>81-95</td>
<td>13 (65)</td>
<td>10 (53)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>3 (15)</td>
<td>5 (26)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Woman</td>
<td>17 (85)</td>
<td>14 (74)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Pilot city</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pessac (urban area)</td>
<td>14 (70)</td>
<td>11 (58)</td>
<td>14 (70)</td>
</tr>
<tr>
<td>St Jean de Luz (urban area)</td>
<td>3 (15)</td>
<td>6 (31)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>St Yrieix la Perche (rural area)</td>
<td>3 (15)</td>
<td>2 (11)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Langon (rural area)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In a relationship</td>
<td>7 (35)</td>
<td>7 (37)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Living alone</td>
<td>13 (65)</td>
<td>12 (63)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Recipient of home care services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4 (20)</td>
<td>9 (47)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>No</td>
<td>16 (80)</td>
<td>10 (53)</td>
<td>14 (70)</td>
</tr>
<tr>
<td>Member of an association</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (40)</td>
<td>8 (42)</td>
<td>12 (60)</td>
</tr>
<tr>
<td>No</td>
<td>12 (60)</td>
<td>11 (58)</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Global health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No self-reported problems</td>
<td>10 (50)</td>
<td>10 (53)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Walking difficulty</td>
<td>2 (10)</td>
<td>3 (16)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Other self-reported health problems</td>
<td>8 (40)</td>
<td>6 (32)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Comfort level with online technologies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comfortable</td>
<td>11 (55)</td>
<td>8 (42)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Not comfortable</td>
<td>8 (40)</td>
<td>7 (37)</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (5)</td>
<td>4 (21)</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data on 10 participants were missing.
<sup>b</sup>Percentages can add up to more than 100 because of rounding.

To highlight the influence of users’ characteristics on acceptability dimensions, each dimension was described by age, gender, living status, city, global health, level of comfort with technology, and statistics of monthly interactions with BeeVA and services (Table 4). The main differences in age and gender mainly concerned usefulness and design. Men perceived BeeVA as more useful and were more positive about the design than women (n=13, 26%, vs n=37, 74%, and n=14, 25%, vs n=41, 63%).
75%, respectively). The youngest users were less positive regarding the design than the oldest ones (n=26, 47%, vs n=29, 53%) but reported more frequently the usefulness of BeeVA (n=28, 56%, vs n=22, 44%). Participants living alone used BeeVA more frequently than people living with someone (n=24, 53%, used all or almost all options vs n=5, 25%, of the others). The participants who were less comfortable with technology used BeeVA more often and considered it reliable more frequently than people who were more comfortable. However, no differences were observed in usefulness (n=27, 82%, vs n=20, 74%). Among users who benefitted from the services and answered the acceptability questionnaire (n=25, 39%), there were no differences in perceived usefulness, ease of use, and ergonomics/design. Nevertheless, the service users used BeeVA more often (n=13, 45%, vs n=16, 55%) and reported reliability problems more frequently (n=18, 78%, vs n=5, 22%) than their counterparts (n=40, 62%) who never used the services but answered the acceptability questionnaire.
Table 4. Description of participants’ characteristics according to BeeVA acceptability dimensions (n=65).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Perceived usefulness, n (%)</th>
<th>Option usage behavior, n (%)</th>
<th>Ease of use, n (%)</th>
<th>Reliability, n (%)</th>
<th>Design and ergonomics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Useful (n=50)</td>
<td>Mixed opinion/not useful</td>
<td>Easy (n=53)</td>
<td>Reliable (n=32)</td>
<td>Positive (n=55)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(n=15)</td>
<td>(n=29)</td>
<td>(n=23)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62-81</td>
<td>28 (56)</td>
<td>6 (40)</td>
<td>8 (44)</td>
<td>1 (2)</td>
<td>15 (52)</td>
</tr>
<tr>
<td>81-95</td>
<td>22 (44)</td>
<td>9 (60)</td>
<td>10 (56)</td>
<td>7 (39)</td>
<td>14 (48)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>13 (26)</td>
<td>2 (13)</td>
<td>3 (17)</td>
<td>4 (22)</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Woman</td>
<td>37 (74)</td>
<td>13 (87)</td>
<td>15 (83)</td>
<td>14 (78)</td>
<td>21 (72)</td>
</tr>
<tr>
<td>Pilot city</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pessac (urban area)</td>
<td>32 (64)</td>
<td>8 (53)</td>
<td>10 (56)</td>
<td>9 (50)</td>
<td>21 (72)</td>
</tr>
<tr>
<td>St Jean de Luz (urban area)</td>
<td>8 (16)</td>
<td>5 (33)</td>
<td>3 (17)</td>
<td>8 (44)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>St Yrieix la Perche (rural area)</td>
<td>7 (14)</td>
<td>1 (7)</td>
<td>4 (22)</td>
<td>1 (6)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Langon (rural area)</td>
<td>3 (6)</td>
<td>1 (7)</td>
<td>1 (6)</td>
<td>0</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Living status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not living alone</td>
<td>15 (30)</td>
<td>5 (33)</td>
<td>6 (33)</td>
<td>9 (50)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Living alone</td>
<td>35 (70)</td>
<td>10 (67)</td>
<td>12 (67)</td>
<td>9 (50)</td>
<td>24 (83)</td>
</tr>
<tr>
<td>Comfort level with online technologies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very comfortable</td>
<td>20 (40)</td>
<td>7 (47)</td>
<td>6 (33)</td>
<td>10 (56)</td>
<td>11 (38)</td>
</tr>
<tr>
<td>Not comfortable</td>
<td>27 (54)</td>
<td>6 (40)</td>
<td>9 (50)</td>
<td>7 (39)</td>
<td>17 (59)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (6)</td>
<td>2 (13)</td>
<td>3 (17)</td>
<td>1 (6)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Number of services received</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least 1</td>
<td>20 (40)</td>
<td>5 (33)</td>
<td>7 (39)</td>
<td>5 (28)</td>
<td>13 (45)</td>
</tr>
<tr>
<td>0</td>
<td>30 (60)</td>
<td>10 (67)</td>
<td>11 (61)</td>
<td>13 (72)</td>
<td>16 (55)</td>
</tr>
<tr>
<td>Global health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No self-reported problems</td>
<td>19 (38)</td>
<td>10 (67)</td>
<td>8 (44)</td>
<td>6 (33)</td>
<td>15 (52)</td>
</tr>
<tr>
<td>Walking difficulty</td>
<td>10 (20)</td>
<td>1 (7)</td>
<td>4 (22)</td>
<td>4 (22)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Other self-reported health problems</td>
<td>21 (42)</td>
<td>4 (27)</td>
<td>6 (33)</td>
<td>8 (44)</td>
<td>11 (38)</td>
</tr>
<tr>
<td>Monthly interaction with BeeVA (times)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

https://formative.jmir.org/2022/11/e39185
Characteristics | Perceived usefulness, n (%) | Option usage behavior, n (%) | Ease of use, n (%) | Reliability, n (%) | Design and ergonomics, n (%)
---|---|---|---|---|---
Useful (n=50) | Mixed opinion/not useful (n=15) | 0 (n=18) | 1-2 (n=18) | 3-4 (n=29) | Easy (n=53) | Mixed opinion/not easy (n=12) | Reliable (n=32) | Unreliable (n=23) | No opinion (n=10) | Positive (n=55) | Mixed opinion/negative (n=10)
0-4 | 30 (60) | 13 (87) | 15 (83) | 11 (61) | 17 (59) | 33 (62) | 10 (83) | 18 (56) | 19 (83) | 6 (60) | 36 (65) | 7 (70)
>4 | 14 (28) | 0 | 6 (33) | 8 (28) | 12 (23) | 2 (17) | 9 (28) | 3 (13) | 2 (20) | 12 (22) | 2 (20)
Missing | 6 (12) | 2 (13) | 3 (17) | 1 (6) | 4 (14) | 8 (15) | 0 | 5 (16) | 1 (4) | 2 (20) | 7 (13) | 1 (10)

aData on 4 participants were missing.

bPercentages can add up to more or less than 100 because of rounding.

Description of the Global Assessment of the Intervention

Of 65 participants, 14 (22%) had a positive opinion, 36 (55%) had a mixed opinion, and 15 (23%) had a negative one (Table 5). Participants having a positive opinion were more often younger, were women, lived more often as couples, had poorer health (n=9, 64%, positive vs n=2, 14%, among those in good health), and were significantly more often users of the SoBeezy services (n=11, 79%, of them were positive vs only n=3, 21%, of the nonusers of the services, P=.002). However, the participants who found BeeVA adapted to older adults seemed to have a better opinion of the intervention (n=12, 86%, vs n=2, 14%). According to the experimental site, we observed that the participants of St Jean de Luz had the least positive opinion (n=6, 40%, were negative vs n=7, 47%, in Pessac and n=1, 7%, in St Yrieix la Perche). Finally, one-fourth of those who found the intervention useful had a positive perception of the intervention (vs none in the comparative group, P<.001).
Table 5. Description and comparison of participants’ characteristics according to the overall perception of the intervention (n=65).\(^b\)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Positive (n=14), n (%)</th>
<th>Mixed (n=36), n (%)</th>
<th>Negative (n=15), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62-81</td>
<td>11 (79)</td>
<td>17 (47)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>81-95</td>
<td>3 (21)</td>
<td>19 (53)</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>2 (14)</td>
<td>11 (31)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Woman</td>
<td>12 (86)</td>
<td>25 (69)</td>
<td>13 (87)</td>
</tr>
<tr>
<td>Pilot city</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pessac (urban area)</td>
<td>13 (93)</td>
<td>20 (56)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>St Jean de Luz (urban area)</td>
<td>0</td>
<td>7 (19)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>St Yrieix la Perche (rural area)</td>
<td>0</td>
<td>7 (19)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Langon (rural area)</td>
<td>1 (7)</td>
<td>2 (6)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In a relationship</td>
<td>6 (43)</td>
<td>10 (28)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Living alone</td>
<td>8 (57)</td>
<td>26 (72)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Global health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No self-reported problems</td>
<td>2 (14)</td>
<td>19 (53)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Walking difficulty</td>
<td>3 (21)</td>
<td>6 (17)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Other self-reported health problems</td>
<td>9 (64)</td>
<td>11 (31)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Comfort level with online technology</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comfortable</td>
<td>5 (36)</td>
<td>16 (44)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Not comfortable</td>
<td>8 (57)</td>
<td>18 (50)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
<td>2 (6)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Monthly interaction with BeeVA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>9 (64)</td>
<td>21 (58)</td>
<td>13 (87)</td>
</tr>
<tr>
<td>&gt;4</td>
<td>4 (29)</td>
<td>9 (25)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
<td>6 (17)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Service usage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least once</td>
<td>11 (79)</td>
<td>11 (31)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Never</td>
<td>3 (21)</td>
<td>25 (69)</td>
<td>12 (80)</td>
</tr>
<tr>
<td>BeeVA was a presence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (64)</td>
<td>27 (75)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>No/no opinion</td>
<td>4 (29)</td>
<td>9 (25)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BeeVA was adapted to older people</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (86)</td>
<td>25 (69)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>No/no opinion</td>
<td>2 (14)</td>
<td>11 (31)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Useful</td>
<td>14 (100)</td>
<td>32 (89)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Mixed opinion/not useful</td>
<td>0</td>
<td>4 (11)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Reliability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reliable</td>
<td>10 (71)</td>
<td>18 (50)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Unreliable</td>
<td>2 (14)</td>
<td>14 (39)</td>
<td>7 (47)</td>
</tr>
</tbody>
</table>
### Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Positive (n=14), n (%)</th>
<th>Mixed (n=36), n (%)</th>
<th>Negative (n=15), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No opinion</td>
<td>2 (14)</td>
<td>4 (11)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Usage behavior (times)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4 (29)</td>
<td>6 (17)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>1-2</td>
<td>3 (21)</td>
<td>11 (31)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>3-4</td>
<td>7 (50)</td>
<td>19 (53)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>11 (79)</td>
<td>31 (86)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Mixed opinion/not easy</td>
<td>3 (21)</td>
<td>5 (14)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Design and ergonomics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>12 (86)</td>
<td>31 (86)</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Mixed/negative opinion</td>
<td>2 (14)</td>
<td>5 (14)</td>
<td>3 (20)</td>
</tr>
</tbody>
</table>

*aData on 4 participants were missing.  
*bPercentages can add up to more or less than 100 because of rounding.

### Improvement Tracks

The 5 most popular options to be integrated into the future BeeVA were easy access to trusted professionals (50/63, 79%), communication about city events (42/65, 65%), late-night pharmacy (42/65, 65%), activity propositions tailored to their needs (40/65, 62%), and videoconferencing option (37/65, 57%); see Multimedia Appendix 2.

Regarding activity sharing, 28 (44%) of 63 participants were interested. The users expressed more interest in consulting the propositions (n=30, 48%) than to themselves propose an activity to the community (n=19, 30%). Among the users who expressed their motivations for shared activities (n=39, 57%), the 3 most frequent reasons were to meet people (n=29, 74%), to find a pastime (n=27, 69%), and to share a hobby with others (n=27, 69%). Sharing leisure activities interested 30 persons (81% of the sample), followed by physical activities (n=25, 68%) and cultural/touristic activities (n=24, 65%). In total, 29 (73%) of 40 participants were interested in using such an activity-sharing tool (Multimedia Appendix 3).

### Feedback From the SoBeezy Operational Team

First, the team reported real satisfaction and gratitude from the older participants who were supported by SoBeezy throughout this health crisis period. This particular sanitary context clearly hindered the deployment of the program (impossibility to propose the activity-sharing component, yet particularly expected by the users) and its functioning. In this context, the team raised the difficulty of relying on volunteers for good functioning of the platform (insufficient number and lack of reactivity when solicited for help). Regarding the users, the team emphasized the resistance to change (“I've always used my paper calendar on my fridge, I will not change my functioning.” “I have my own radio, I don’t need a new one”) and the inflexibility and intransigency of some (“I want my shopping at 2:00 p.m., 6:00 is too late”) and mentioned the individual barriers to using BeeVA (older age, depression, cognitive impairment, poor health, and severe reluctance to technology). The team also insisted on the fact that in this generation, it appeared difficult to ask for help (“I don't want to bother anyone about this, I'll manage it as I can,” “I've always managed my life by myself, I don't want to rely on someone else”). Nevertheless, the participants usually accepted the assistance when it was proposed by the team.

Moreover, most participants succeeded in using BeeVA after a minimal training program, but most of them also called the SoBeezy team over the phone for confirmation, which induced an unplanned workload for the staff. The team identified the main obstacle regarding technological aspects: the lack of reliability of the internet connection and the hardware (with a series of failures). This issue seriously disturbed the users, especially as they appeared rapidly overtaken in dealing with technological problems, even mild ones (eg, switching on the device or restarting it). In addition, the team underlined that the first version of BeeVA proposed too many features and options on its home screen, which reduced the readability of the services proposed. A clearer and simplified version was developed and quickly replaced the first one, with a substantial increase in the comfort of use expressed by the users. In addition, an avatar was also added to the home screen (Figure 2) and was appreciated. Finally, the team highlighted the importance of an efficient network of local partners, with a central role of the municipality (for identifying persons to equip and local partners).

### Discussion

#### Principal Findings

The SoBeezy program is an innovative intervention aiming at promoting and fostering healthy aging by proposing to older adults concrete solutions to face daily life, tackle loneliness, promote social participation, and reduce the digital divide, thanks to a specific voice assistant. The experimentation, conducted in real-life conditions among older adults living in the community, was launched during the COVID-19 crisis in 4 different sites for 12 months.
In total, 109 older persons were equipped with BeeVA to use the SoBeezy platform. Among them, 32 left the experimentation before its end. The 3 main reasons for discontinued technology use were concordant to the literature [43,44], with technical problems, health problems, and no need for services. In total, 335 interventions were conducted, and almost 40% of the participants requested services. Nevertheless, three-quarters of the whole sample considered BeeVA a reassuring presence, and few participants had a negative opinion about the program (15 of 69). Among the users, BeeVA appeared easy to use (82%) and useful (77%) for older participants. Alleviating social isolation and loneliness was an important goal of the program. However, the pandemic context did not allow experimentation with the main way to tackle loneliness (ie, activity sharing). Our conclusions on this issue are consequently more limited than expected, and further research is needed. Nevertheless, this experimentation (particularly thanks to feedback from the field) confirmed that loneliness is a complex status, often associated with difficult life paths, particular personality trait, isolation, depression, and poor health [13]. Fighting loneliness in the older population requires time and human resources to establish a relationship of trust to allow a person to recover from settled loneliness. Technology alone scarcely appears to be a solution in this vulnerable population. Therefore, we think that such a program (the initial one including sharing activities) could be more relevant to prevent the occurrence of loneliness among older adults at greater risk than to “treat” loneliness when settled. These results could suggest that such devices and services could be useful to deploy among older adults, particularly in persons in the digital divide, with mobility restrictions, limitations in activities of daily living, a small social network size, geographically distant relatives, or living in rural areas [16,45-47].

This study faced obstacles related to the targeted population and technological aspects. Indeed, the appropriation of a device requires new ways to perform some activities and to change one’s habits (eg, vocal communication, online order, listening to the radio), which is known to become more difficult with aging [48-51]. Second, to ensure the follow-up of their requests, the users progressively tended to use the telephone (not intended for this use), a well-established and reassuring habit. We thus faced a need for an immediate response to their request [52]. As previously reported in another study [21], this behavior is consistent with the preference of older adults to use synchronous communications (eg, phone calls and instant messaging). The SoBeezy team also faced the difficulty for an older adult to verbalize the need for help, which can be explained by the fear of disturbing or by the refusal to rely on someone else to perform activities of daily living that they have always done by themselves. For some people, requesting a service can be seen as a marker of old age, inducing the vision of vulnerable older people [53].

Nevertheless, the participants who used the services provided by the SoBeezy program were satisfied with the services’ quality and the interactions with the contributors. Another lesson learned from this experimentation was the technological insensitivity of the older users. Indeed, there is a common belief that technology must be doing better than other traditional existing things, otherwise technology could not be perceived as useful, nor easy to use [39]. Each technological incident was consequently difficult to accept by the users, negatively impacting usage behavior, acceptance, and possible long-term adoption [39,54]. Regarding specifically BeeVA, it gained rather positive acceptability, but it was penalized by reliability issues, such as instability of the internet connection, which strongly disrupted interactions with the voice assistant [55]. In addition, despite our recommendations, many participants switched off the voice assistant instead of leaving it on standby, with some consequences on the functioning of the devices (BeeVA and 4G Wi-Fi). We also faced a series of simultaneous unexplained device failures that required replacing the devices.

Our experimentation also emphasized interesting levers for actions for the next deployment and future research. First, the perception of ease of use, an ergonomic design, and good reliability appear to be facilitators of good acceptability of BeeVA, assuming that individual step-by-step training is conducted. A simple user manual and a hotline phone number are provided (with the risks of drift, as previously mentioned) [31]. Among the technological levers for action, we observed the importance of a user-centered approach, which is essential to understand users’ needs in terms of technological skills and psychological characteristics (apprehension, reluctance, technophobia). A simplification of the steps to achieve the expected results is also essential for device appropriation, since older adults can be interested in technological devices. However, they can be discouraged when sophisticated computerized devices replace simpler ones, which are easier to use for them [40,56]. Moreover, the social environment may also play an important role in accepting the technology; the relatives could play the role of a mediator with a positive social pressure for the appropriation of new technology [21,46,53,57] and compensate for the prior lack of digital literacy [21]. As suggested by our study, the participants living with their partners tended to be more positive about the SoBeezy intervention and found BeeVA to be more reliable than people living alone. We also clearly identified important differences between the pilot sites, the program being more efficient when the local partnership was highly involved in the program, with a direct impact on the satisfaction of the users (46% had a negative opinion about the program in one site vs 13% in another). This result underlines the importance of solid partnerships with local actors, particularly for the diffusion and appropriation of the technology, the identification of available resources in a territory, and the identification of the “invisible” of the society (ie, isolated persons, often far from social and medical care systems, despite greater health or social problems) [58]. Taken together, our results converge with the conceptual framework developed by the Center for Research and Education on Aging and Technology Enhancement (CREATE). This framework highlights the importance of considering factors related to the microscopic level (eg, the capacity of the person, the services, and the interaction with the technology) and those related to the macroscopic level (eg, the social environment and support of the person) [45].

Finally, tackling loneliness is 1 of the main objectives of the SoBeezy program. Unfortunately, its deployment has been
greatly affected by the pandemic context, and we could not particularly experiment with the main component targeting loneliness (ie, the activity-sharing component). However, it is also well known that isolated people and those suffering from loneliness are more likely to refuse help and assistance, particularly when affected by the digital divide [34]. Nevertheless, the PRISM platform [31,32] reported a significant decrease in the feeling of loneliness and an increase in perceived social support and well-being among participants living alone and a good appropriation of the technology.

**Strengths and Limitations**

In experimenting on technologies for older people, the number of participants equipped with BeeVA (more than 100 older adults, including those in the digital divide) represents 1 of the strengths of the study. Second, the SoBeezy services, being free of charge, guaranteed wide and egalitarian access [59]. Moreover, the participants could choose the services that seemed appropriate to them at their convenience and according to their own needs. This choice ensured a good level of agentivity and self-determination in the appropriation of the SoBeezy platform [60]. Our results also showed the importance of the user-centered approach, which allows adapting a device and contributing to better learning and appropriation by the aging population [37,56].

However, our study also has some limitations. For even easier use of the device, natural language understanding may be improved using artificial intelligence methods. Due to the sanitary context, we could not experiment the sharing-activity component, whereas it was the first objective of this program to combat social isolation and loneliness. Moreover, the evaluation of the program was limited by a potential selection bias; the final assessment was not available for the participants who left the experimentation early—yet more likely to be unfavorable to the intervention. It is important to emphasize that our sample size was probably adequate to identify large significant effects but insufficient to detect medium or small effects. Therefore, we only reported the \( P \) values of significant relevant effects. Regarding the usage frequency of BeeVA, we did not have access to detailed individual data, such as time of usage of an option or an app, or accidental clicks, that represents a limitation of the data on the interactions with the device. We did not assess perceived loneliness but only the living status (living alone vs not living alone). Finally, the interviewers reported a risk of social desirability bias, the participants being particularly grateful for the support provided during the COVID-19 crisis.

**Perspectives: Guidelines for Improved Deployment of SoBeezy**

Several improvements were conducted during the experimentation. First, the final interviews allowed the older users to suggest new services or options that could interest them, such as easy access to trusted professionals or communication about city events. These services should be proposed in the next deployment of the SoBeezy program.

Second, our results also suggested the potential benefits of a close network of older users to improve the confidence that users have in services and activity sharing (see Multimedia Appendix 3 presenting the potential areas of improvement). Therefore, we suggest relying more on older adults already in a community, such as the seniors’ clubs or independent living housing [36].

Regarding the personalization of the device, it could be interesting to propose to BeeVA users a mixed mode (voice and touch) and several versions of SoBeezy, for smartphones, tablets, or computers (ie, responsive design), and give them a choice to fit their preferences and habits.

Regarding the training phase, in addition to written instructions (hard-copy format), it could be interesting to provide interactive and personalized training sessions (eg, through games and videos of uses adapted to the level of the participants). These sessions would allow older people to better accept the technological solutions and help both the acceptance of asynchronous communications and a better use of the functionalities available on the device [31]. These individual and collective training sessions could not be implemented due to the COVID-19 context.

Finally, from a technical point of view, it could be judicious to record, for example, interaction errors under the use of some services to improve device reliability. For service providers on the platform, it could be also useful to give them feedback on the usage (number of users, frequency and type of use) to improve the proposed services.

**Conclusion**

This multisite study conducted in real-life conditions with more than 100 older adults living in the community provides enlightening results for the reality on the ground, specifically when we are interested in digital tools designed for the aging population. The context of the COVID-19 epidemic was, on the one hand, favorable in the light of the massive needs of the older adults during this crisis but, on the other hand, particularly limiting due to the sanitary measures that clearly affected the program. The experimentation overall showed a positive acceptability of the voice assistant (ie, perceived usefulness and ease of use) and a high level of satisfaction of the participants who used SoBeezy. Nevertheless, our findings also highlighted the issues of resistance to change, difficulties for the users in asking for help, and difficulties met to efficiently tackle chronic settled loneliness using ICT. The SoBeezy program could be a way to improve the autonomy and well-being of older adults and their families. The next step will be the experimentation with the activity-sharing component that could not be tested due to the COVID-19 context.
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Abstract

Background: Data attrition has been a common problem in longitudinal lifestyle interventions. The contributors to attrition in technology-supported physical activity interventions have not been thoroughly studied.

Objective: The present study examined the roles of personality characteristics and indicators of psychological well-being in data attrition within a technology-supported, longitudinal intervention study with overweight adults.

Methods: Participants (N=89) were adults from the Motivation Makes the Move! intervention study. Data attrition was studied after a 3-month follow-up. Participants’ personality characteristics were studied using the Short Five self-report questionnaire. Psychological well-being indicators were assessed with the RAND 36-item health survey, Positive and Negative Affect Schedule, and Beck Depression Inventory. Logistic regression analyses were conducted to assess the risk of discontinuing the study. The analyses were adjusted for sex, age, study group, and educational status.

Results: At the 3-month follow-up, 65 of 89 participants (73% of the initial sample) had continued in the study. Participants’ personality characteristics and indicators of psychological well-being were not associated with the risk of dropping out of the study (all P values >.05). The results remained the same after covariate controls.

Conclusions: Participant attrition was not attributable to personality characteristics or psychological well-being in the Motivation Makes the Move! study conducted with overweight adults. As attrition remains a challenge within longitudinal, technology-supported lifestyle interventions, attention should be paid to the potentially dynamic natures of personality and psychological well-being, as well as other elements beyond these.

Trial Registration: ClinicalTrials.gov NCT02686502; https://clinicaltrials.gov/ct2/show/NCT02686502

(JMIR Form Res 2022;6(11):e30285) doi:10.2196/30285
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randomized trial; physical activity; lifestyles; personality; psychological well-being; study attrition; mental health; lifestyle interventions

Introduction
Cardiovascular diseases are the leading cause of premature death worldwide. Overweight and obesity have been recognized as among the most severe risk factors for these diseases. According to the World Health Organization, more than 1 billion people worldwide are overweight (BMI ≥ 25), and more than 300 million are obese (BMI ≥ 30) [1]. Overweight and obesity may also be associated with comorbidities, referring to a person’s vulnerability to other illnesses and diseases. Comorbidity may also refer to interactions between illnesses that can worsen the course of both. For instance, due to the possibility of unprecedented outbreaks of infectious diseases (eg, COVID-19), it is of utmost importance to pay attention to the prevention of risk factors, such as obesity, that are likely to contribute to the development of comorbidities.

Along with genes, unhealthy lifestyles are among the most prominent contributors to overweight and subsequent negative health outcomes. Physical inactivity has been recognized as one of the primary contributors to overweight and obesity [2,3]. Recently, it has been suggested that even small improvements in physical fitness reduce the risk of coronary heart disease and that any amount of physical activity is beneficial for overall health [4]. Despite this knowledge, the prevalence of obesity has increased during the last 3 decades, and therefore, there is a need to pay attention to, as well as target research resources toward, physical activity in preventing and hindering the epidemic of obesity [5].

Recently, many physical activity and exercise promotion actions and interventions have been designed to prevent the development of obesity and other health risk factors. Some physical activity interventions aiming to increase healthy physical activity habits among overweight people have demonstrated favorable results, but equivocal results regarding expected outcomes also exist [6]. Recently, technological innovations have been regarded as promising tools to optimize the effectiveness of interventions by improving intervention delivery and adherence to participation [7,8]. In addition, eHealth and mobile health (mHealth) technologies allow collection of reliable, comprehensive, and diverse information about the users’ physical activity and can reach large populations quickly [9-11]. Many technology-based health interventions have proved to be efficient in increasing physical activity, contributing to weight loss, and improving overall health [12,13].

Along with the creation of valid study designs, the effectiveness of research is related to participants’ commitment to the completion of studies. Attrition in longitudinal studies and interventions refers to participants dropping out of the study before its completion or stopping use of the program or application during participation [14]. High attrition is a common issue in longitudinal physical activity interventions and a major challenge to the validity of the research [15,16]. In addition to a variety of individual factors, psychological qualities have been suggested to be important contributors to health behaviors, as well as to participation in and commitment to interventions [17,18]. Further assessment of these factors could improve the effectiveness of interventions [17].

Personality characteristics have been regarded as among the most essential contributors to behavioral choices [19]. Personality reflects individual differences in thinking, feeling, and behaving, and it matures through age. In the widely acknowledged 5-factor model of personality (ie, the “Big Five” model), personality characteristics are categorized into 5 broader continuums [20,21]. Individuals scoring high in neuroticism tend to experience negative emotions, such as anger, fear, and stress. In contrast, individuals high in extraversion tend to exhibit positive emotions, including cheerfulness and enthusiasm. Conscientious individuals have been characterized as diligent, organized, and disciplined, and display planned, rather than spontaneous, behaviors. Individuals high in openness to experience are open-minded and creative, whereas those high in agreeableness tend to exhibit kindness, cooperativeness, and positivity in interpersonal relations [20]. The psychobiological theory of personality has introduced a 7-factor model, including 4 dimensions of temperament (novelty seeking, harm avoidance, reward dependence, and persistence) that are regarded as individuals’ inherited, reactive tendencies, and 3 dimensions of character (self-directedness, cooperativeness, and self-transcendence) that mature through age [22,23]. Both the 5- and 7-factor paradigms of personality have also been applied within recent physical activity interventions.

High levels of openness to experience, as well as hedonistic orientation, have been shown to relate favorably to attitudes toward health behavior interventions [24,25]. Reward dependence, which correlates highly with extraversion and agreeableness [26], has been shown to play a role in determining high success rates in therapy-induced weight management [27]. Persons who were successful at achieving weight loss in a weight-loss program had a lower novelty-seeking trait, which correlates positively with conscientiousness [23], than those who did not reach their goals [28]. Personality seems to also play a role in becoming interested in participating in technology-based interventions [29], but more evidence on personality’s role in the commitment to such interventions is needed.

Along with personality, the level of psychological well-being, referring to a person’s experience of their own well-being, is associated with the commitment to a healthy lifestyle, as well as the commitment to lifestyle interventions [18,30]. The concept of health-related quality of life refers to a person’s evaluation of their physical and mental health over time [31], and it can be regarded as one of the most essential contributors to psychological well-being. Past research has demonstrated that higher levels of health-related quality of life also contribute to increased physical activity [32]. Comparably, studies have
indicated that experiencing limitations related to physical and psychological functionality, negative thinking, and moods can become barriers to completing lifestyle interventions and managing obesity [30]. Furthermore, research has shown that experiencing depressive symptoms, which may result from prolonged focus on negative thinking and feelings, can contribute to dropout in weight-loss trials [33].

Along with the aforementioned psychological attributes, some studies have found that males seem to discontinue studies more often than females [30,34,35], and that older people tend to drop out of studies earlier than younger people [30]. Lower educational background has also been shown to contribute to dropout from obesity management studies, although there are also results that conflict with this [30]. The above-mentioned demographic factors, as well as personality and well-being related factors, have been addressed in examinations of attrition in previous longitudinal lifestyle interventions [36]. Regarding technology-based interventions, more evidence concerning the role of individual factors in committing to interventions is needed [14]. This research should target subgroups, in particular those with a severe risk of disease, such as people with overweight and obesity [30].

The present study examined the potential contribution of personality characteristics and psychological well-being to attrition within the technology-supported lifestyle intervention Motivation Makes the Move! (MoMaMo!) that was designed to reduce overweight and obesity and subsequent negative health outcomes. Based on evidence derived from previous weight management interventions, we hypothesized that scoring high in agreeableness, extraversion, and conscientiousness would reduce the risk of attrition in this technology-supported intervention. Furthermore, we hypothesized that persons who have experienced challenges with their psychological well-being would have a higher risk of dropping out from the study. Along with examining these hypotheses, we also test whether the potential findings are robust after controlling for participants’ age, sex, study group (personalized intervention vs general guidelines), and educational status. Since we consider that program adherence (in contrast with attrition) is necessary to achieve successful outcomes in interventions, we consider this study as a highly important starting point for the MoMaMo! project. This study strives to provide evidence on whether personality characteristics and psychological well-being measured at baseline should be taken under consideration in future technology-assisted lifestyle interventions to support participants’ commitment to the completion of such interventions.

Methods

Design of the Study

MoMaMo! was a part of the Bits of Health program, supported by Business Finland, the national governmental agency to support technological development and innovation [37]. MoMaMo! was registered at ClinicalTrials.gov (protocol record TYH2016215, NCT02686502). Recruitment for the study started in April 2016 and the last follow-ups were performed in April 2020.

The overarching aim of the MoMaMo! study was to decrease and prevent sedentary lifestyles and obesity and subsequent health consequences among physically inactive and overweight or obese people. Furthermore, the study aimed to develop and validate lasting and individualized IT- and mHealth-assisted behavior change methodologies and practices for citizen engagement in health, well-being, and prevention of diseases. Specifically, the study aimed to quantify benefits and mechanisms of individualized exercise training in comparison with general guidelines. It also strived for identifying key elements to increase the adherence to and effectiveness of an individualized physical activity intervention and weight management program incorporating mHealth and other health technology.

The primary outcome measure in the MoMaMo! study was maximal oxygen uptake (VO_{2max}). VO_{2max} is a key parameter of cardiorespiratory fitness and an independent risk factor for several noncommunicable diseases and symptoms; it is associated with health-related quality of life [4]. VO_{2max} was assessed during a step-incremental cycle ergometer test (until volitional fatigue) with breath-by-breath alveolar gas exchange and pulmonary ventilation measurements. The highest 30-second moving average was calculated to obtain VO_{2max}.

Recruitment and Participants

Voluntary subjects were aged 18 to 40 years at entry, had BMI ≥ 27.5, had a referral from a physician for a consultation with a lifestyle clinic due to physical inactivity and overweight or obesity, and were deemed suitable for exercise testing and training. The subjects were recruited from different health care institutions in the Helsinki metropolitan area (Figure 1). In detail, participant recruitment was conducted by local public and private occupational health clinics by internet advertisement and recommendations by physicians. In addition, participants were recruited from the local University of Applied Sciences by internet advertisements. Exclusion criteria included the presence of a neurological or psychiatric disorder, use of medication influencing glucose homeostasis (except insulin) or autonomic nervous system function (eg, β-blockers or selective serotonin reuptake inhibitors), pregnancy, physical disability, substance abuse, significant co-operation difficulties, smoking, and severe anemia. The initial sample consisted of 89 subjects, of which 34 (38%) were men and 55 (62%) were women.
MoMaMo! Intervention

The participants (N=89) were randomized into 3 groups. The principal investigator of the study generated the random allocation sequence. Research nurses, who were in charge of scheduling laboratory visit times, randomly allocated the participants to groups after the participants agreed to voluntarily participate in the study. A blinded draw of a paper containing the numbers 1, 2a, or 2b was performed to randomly allocate participant to group 1 (the general guidelines group), 2a (the individualized intervention group), or 2b (the highly individualized intervention group).

Group 1 visited the laboratory 3 times. During the first visit, the participants’ height, weight, and body composition were assessed. The participants filled out self-report questionnaires on physical activity, psychology, and music use, as well as their work productivity and activity impairment. During the second visit, a physician examined each subject to ensure their suitability for exercise testing and training. Thereafter, each subject performed a step-incremental cardiopulmonary exercise test on a cycle ergometer (Monark Ergomedic 839 E, Monark Exercise AB) until voluntary fatigue. Data included recordings of pulmonary ventilation (Triple V, Jaeger Mijnhardt), alveolar gas exchange (Oxycon Pro), electrocardiography (ECG; PowerLab, AD Instruments) and the ratio of perceived exertion (RPE). On the third visit, blood tests were done, and the subjects received brief feedback on their results and measured health outcomes. Furthermore, group 1 subjects were provided general guidelines for a healthy diet and physical activity [38,39].

Groups 2a and 2b underwent the same measurements as group 1. Group 2a subjects also performed a submaximal step-incremental cycle ergometer test with ECG and RPE recordings during an additional visit. After completing all measurements, a personalized feedback meeting was organized for each subject in groups 2a and 2b. In this final meeting, each group 2a and group 2b subject received healthy lifestyle habit advice and an exercise prescription based on their results and their own preferences. For group 2a, a submaximal cycle ergometer test was used to personalize the exercise prescription. Thus, an estimate of maximal oxygen consumption (VO$_{2\text{max}}$), work-rate specific heart rate, and RPE were used to personalize the volume and intensity of the exercise prescription. For group 2b, measured VO$_{2\text{max}}$, determined ventilatory thresholds, heart rate response, and RPE during a maximal cycle ergometer test were used to provide a highly individualized exercise prescription. The purpose of using the simpler exercise test for the exercise prescriptions given to group 2a was to examine its usefulness in comparison with the more highly detailed cardiopulmonary exercise test given to group 2b.

To support the participants’ own planning and follow-up of their physical activity, exercise training, and other health behaviors, subjects in groups 2a and 2b were instructed to use smartphone apps. Sports Tracker (Amer Sports Digital Services...
Oy) with a heart rate belt (Suunto Oy) was used to guide and record exercise training, Argus (Azumio Inc) or its equivalent to count daily steps, Emotion Tracker (F8) to assess emotions, and Weight Diary (CurlyBrace Apps Ltd) or its equivalent to measure weight. The study web page provided further instructions and support for training. A 3-month Spotify gift card, along with example playlists, was provided to the subjects assigned to groups 2a and 2b to motivate their exercise training and support relaxation. The participants were instructed to fill out a web-based food diary (Nutri-Flow Oy) for ≥3 days at the beginning of intervention. The diary provided an analysis of nutritional habits, along with personalized feedback for suggested modifications. Subjects in groups 2a and 2b were also encouraged to report their training and weight loss on the study website (note the website was functional for the study duration and is presently not accessible) [40].

Sample size determination and power calculation (G*Power, Universität Kiel) were based on the expected increase in VO$_{2\text{max}}$ (the primary outcome measure in the MoMaMo! study) after a 3-month exercise intervention in groups 1, 2a, and 2b. Our a priori hypothesis was that both the individualized (group 2a) and highly individualized (group 2b) interventions would induce a similar increase in VO$_{2\text{max}}$ and be more beneficial than the intervention based on general guidelines (group 1). Therefore, groups 2a and 2b were considered as a single group (group 2) in comparisons with group 1. Based on the literature and our previous data, we assumed that there would be a similar initial VO$_{2\text{max}}$ value of 25 (SD 2.5) mL/kg/min (representing a poor or very poor classification) in all groups [41,42]. Our hypothesis was that VO$_{2\text{max}}$ would increase 15% in group 2 and 5% in group 1. To determine a priori differences between 2 independent means, a 2-tailed $t$ test with $\alpha$ error probability = .05, power = 0.80, and effect size $d=0.92$, we needed 20 subjects in both groups. Due to an assumed attrition rate of 30% in the overweight or obese subjects and with a goal to also perform comparisons between groups 2a and 2b, we sought to recruit and randomize 33 subjects into each group, for a total of 99 subjects.

Final collected data came from 89 participants, including 22 (25%) participants in group 1, who received general guidelines on physical activity and nutrition, and 67 (75%) participants in group 2, who received combined individualized exercise and physical activity prescriptions, a food diary, and the health technology apps described above (Figure 1). The study procedure and its reporting followed the CONSORT (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth) statement [43].

Psychological Questionnaires

Participants’ personality characteristics were assessed with the Short Five (S5) personality assessment [21]. This measure is designed to assess personality traits, including neuroticism, extraversion, openness to experience, agreeableness, and conscientiousness. Each dimension consists of 6 items, with higher scores reflecting higher levels of each trait. The scale ranges from –3 (the description is completely wrong/false) to 3 (the description is completely right or true). The sum scores of these 6 items were calculated. The reliability estimates (Cronbach $\alpha$) were $\alpha$=.84 for neuroticism, $\alpha$=.75 for extraversion, $\alpha$=5.55 for openness to experience, $\alpha$=.72 for agreeableness, and $\alpha$=.65 for conscientiousness, indicating acceptable internal consistency for the items within each dimension. The major advantage of the S5 is that it allows for a detailed description of personality traits with a relatively small number of items compared to other instruments that assess the same components of personality [21]. This instrument has previously demonstrated good validity within general adult populations and correlates well with other measures of personality, including the NEO-Five-Factor Inventory [21].

Participants’ psychological well-being was studied with the RAND 36-item health survey, consisting of a set of quality-of-life measures. This measure is designed to capture the following health concepts: physical functioning, bodily pain, role limitations due to physical health challenges, role limitations due to emotional problems, emotional well-being, social functioning, vitality (energy and fatigue), and perceptions of general health [44]. Higher scores within the scale reflect a more favorable health state. In the present study, the reliability of the subscales ranged from good to excellent (physical functioning: $\alpha$=.72; role limitations due to physical health challenges: $\alpha$=.68; role limitations due to personal or emotion-related problems: $\alpha$=.78; vitality: $\alpha$=.78; emotional well-being: $\alpha$=.79; social functioning: $\alpha$=.91; bodily pain: $\alpha$=.76; and general health perceptions: $\alpha$=.73). In previous studies, this instrument has been demonstrated to be valid in general adult populations [31,44].

Participants’ mood was examined using the Positive and Negative Affect Schedule (PANAS). PANAS is a 20-item self-reported measure consisting of two 10-item scales, one for positive affect and one for negative affect. Participants were requested to rate single-word items describing positive or negative emotions. Higher scores reflected higher intensity of an emotion (1 indicated “not at all” and 5 indicated “extremely”). One missing value within each scale was allowed when calculating the scores. PANAS has been regarded as reliable and valid in previous studies [45]. Within the present study, Cronbach $\alpha$ for the scale assessing positive affectivity was $\alpha$=.83, and the corresponding value for the scale for negative affectivity was $\alpha$=.86.

Participants’ depressive symptoms were assessed using the Beck Depression Inventory II (BDI-II) [46]. The BDI-II assesses 21 symptoms with a severity range from 0 (no symptoms) to 3 (severe level of depressive symptoms). A sum score of all items was computed for each participant (Table 1 shows descriptive statistics); no missing items were allowed. The reliability estimate (Cronbach $\alpha$) for the depressive symptom scores was $\alpha$=.90. The BDI-II has been demonstrated to be a valid instrument [46-48] and is an acknowledged standard in the measurement of depressive mood [46-48]. This instrument has also been demonstrated to be a useful screening tool for future risk for depression [46,47]. Each study group completed the above-mentioned self-administered questionnaires.
Table 1. Frequencies, percentages, and attrition rates of study variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants at month 0, n</th>
<th>Participants at month 3, n (%)</th>
<th>Attrition rate, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study group</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>22</td>
<td>15 (68)</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Group 2</td>
<td>67</td>
<td>50 (75)</td>
<td>17 (25)</td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>65 (73)</td>
<td>24 (27)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>34</td>
<td>27 (79)</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Women</td>
<td>55</td>
<td>38 (69)</td>
<td>17 (31)</td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>65 (73)</td>
<td>24 (27)</td>
</tr>
<tr>
<td><strong>Educational background</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocational school</td>
<td>24</td>
<td>11 (46)</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Lower academic degree</td>
<td>35</td>
<td>29 (83)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Academic degree</td>
<td>27</td>
<td>24 (89)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Total</td>
<td>86</td>
<td>64 (74)</td>
<td>22 (26)</td>
</tr>
<tr>
<td><strong>Psychological measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality</td>
<td>88</td>
<td>64 (73)</td>
<td>24 (27)</td>
</tr>
<tr>
<td>RAND-36</td>
<td>89</td>
<td>65 (73)</td>
<td>24 (27)</td>
</tr>
<tr>
<td>Positive and Negative Affect Schedule</td>
<td>89</td>
<td>65 (73)</td>
<td>24 (27)</td>
</tr>
<tr>
<td>Beck Depression Inventory II</td>
<td>83</td>
<td>61 (73)</td>
<td>22 (27)</td>
</tr>
</tbody>
</table>

Statistical Analyses

Statistical analyses focused on assessing attrition with respect to the participants’ self-reported personality characteristics and psychological well-being at the 3-month follow-up. The analyses were conducted using SPSS versions 25 and 27 (IBM Corp). Descriptive statistics of the data are presented as frequencies, percentages, means, and standard deviations in Tables 1-4. The minimum and maximum values are also reported in Tables 2-4.

Table 2. Mean values of personality characteristics in continuing (n=64) and dropout (n=24) groups of participants at the 3-month follow-up.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Continuing group (n=64)</th>
<th>Dropout group (n=24)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum-maximum</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>–29.00 to 19.00</td>
<td>–8.28 (12.65)</td>
</tr>
<tr>
<td>Extraversion</td>
<td>19.00 to 30.00</td>
<td>7.31 (11.63)</td>
</tr>
<tr>
<td>Openness</td>
<td>–2.00 to 35.00</td>
<td>14.34 (8.42)</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>–13.00 to 32.00</td>
<td>16.13 (10.17)</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>–4.00 to 33.00</td>
<td>15.98 (9.02)</td>
</tr>
</tbody>
</table>
Table 3. Mean values of psychological well-being indicators in continuing (n=61-65) and dropout (n=22-24) groups at the 3-month follow-up.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Continuing group (n=61-65)</th>
<th>Dropout group (n=22-24)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum-maximum</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Physical functioning</td>
<td>50.00-100.00</td>
<td>91.23 (8.66)</td>
</tr>
<tr>
<td>Role limitations (physical)</td>
<td>0.00-100.00</td>
<td>89.62 (22.49)</td>
</tr>
<tr>
<td>Role limitations (psychological)</td>
<td>0.00-100.00</td>
<td>82.05 (31.22)</td>
</tr>
<tr>
<td>Vitality (energy/fatigue)</td>
<td>20.00-100.00</td>
<td>59.38 (16.83)</td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>36.00-100.00</td>
<td>75.22 (13.68)</td>
</tr>
<tr>
<td>Social functioning</td>
<td>25.00-100.00</td>
<td>86.15 (16.55)</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>22.50-100.00</td>
<td>78.35 (19.32)</td>
</tr>
<tr>
<td>General health perceptions</td>
<td>16.67-87.50</td>
<td>55.26 (16.49)</td>
</tr>
<tr>
<td>Positive mood</td>
<td>16.00-44.00</td>
<td>30.46 (6.01)</td>
</tr>
<tr>
<td>Negative mood</td>
<td>10.00-30.00</td>
<td>13.74 (4.47)</td>
</tr>
<tr>
<td>Symptoms of depression</td>
<td>0.00-28.00</td>
<td>7.49 (6.37)</td>
</tr>
</tbody>
</table>

Table 4. Mean values of psychological well-being indicators with square root transformations in continuing (n=61-65) and dropout (n=22-24) groups at the 3-month follow-up.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Continuing group (n=61-65)</th>
<th>Dropout group (n=22-24)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum-maximum</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Physical functioning</td>
<td>1.00-7.14</td>
<td>2.82 (1.37)</td>
</tr>
<tr>
<td>Role limitations (physical)</td>
<td>1.00-10.05</td>
<td>2.28 (2.50)</td>
</tr>
<tr>
<td>Symptoms of depression</td>
<td>0.00-5.29</td>
<td>2.47 (1.20)</td>
</tr>
</tbody>
</table>

The attrition analyses were conducted using hierarchical logistic regressions. Traditional statistical analysis methods have been used in previous longitudinal lifestyle interventions when examining attrition-related questions [36]. In the present study, the associations between the main predictors and the outcome, in other words, whether personality characteristics and indicators of psychological well-being contributed to attrition at the 3-month follow-up, were studied first (Table 5). Furthermore, the analyses were adjusted for the participants’ sex, age, study group (group 1 vs group 2), and educational status (1 indicating vocational school or high school, 2 indicating a lower academic degree, and 3 indicating a higher academic degree) to test the robustness of the results (Table 6). The potential confounding factors were added to the models in the first step, and the main predictors in the second step (Table 6). The predictive power (Nagelkerke $R^2$) of the models was reported in Tables 5 and 6. For detailed estimates regarding the confounding factors, see Multimedia Appendix 1 (Tables S1-S16).
Table 5. Personality characteristics and indicators of psychological well-being predicting attrition at the 3-month follow-up.

<table>
<thead>
<tr>
<th>Variables</th>
<th>B</th>
<th>SE</th>
<th>P value</th>
<th>OR</th>
<th>95% CI</th>
<th>Nagelkerke $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personality characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuroticism</td>
<td>0.01</td>
<td>0.02</td>
<td>.49</td>
<td>1.01</td>
<td>0.98-1.05</td>
<td>0.01</td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.01</td>
<td>0.02</td>
<td>.60</td>
<td>1.01</td>
<td>0.97-1.05</td>
<td>0.01</td>
</tr>
<tr>
<td>Openness</td>
<td>-0.04</td>
<td>0.03</td>
<td>.12</td>
<td>0.96</td>
<td>0.91-1.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>-0.01</td>
<td>0.02</td>
<td>.61</td>
<td>0.99</td>
<td>0.94-1.04</td>
<td>0.00</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>-0.01</td>
<td>0.03</td>
<td>.74</td>
<td>0.99</td>
<td>0.94-1.04</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Indicators of psychological well-being$^a$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical functioning</td>
<td>-0.07</td>
<td>0.17</td>
<td>.67</td>
<td>0.93</td>
<td>0.67-1.29</td>
<td>0.00</td>
</tr>
<tr>
<td>Role limitations (physical)</td>
<td>-0.09</td>
<td>0.11</td>
<td>.45</td>
<td>0.92</td>
<td>0.74-1.15</td>
<td>0.01</td>
</tr>
<tr>
<td>Role limitations (psychological)</td>
<td>-0.01</td>
<td>0.01</td>
<td>.37</td>
<td>0.99</td>
<td>0.98-1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Vitality (energy/fatigue)</td>
<td>-0.01</td>
<td>0.01</td>
<td>.56</td>
<td>0.99</td>
<td>0.97-1.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>-0.01</td>
<td>0.02</td>
<td>.58</td>
<td>0.99</td>
<td>0.96-1.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Social functioning</td>
<td>-0.004</td>
<td>0.01</td>
<td>.77</td>
<td>1.00</td>
<td>0.97-1.02</td>
<td>0.00</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>-0.01</td>
<td>0.01</td>
<td>.38</td>
<td>0.99</td>
<td>0.97-1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>General health perceptions</td>
<td>0.02</td>
<td>0.02</td>
<td>.27</td>
<td>1.02</td>
<td>0.99-1.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Positive mood</td>
<td>-0.01</td>
<td>0.04</td>
<td>.90</td>
<td>1.00</td>
<td>0.92-1.08</td>
<td>0.00</td>
</tr>
<tr>
<td>Negative mood</td>
<td>0.03</td>
<td>0.05</td>
<td>.51</td>
<td>1.03</td>
<td>0.94-1.14</td>
<td>0.01</td>
</tr>
<tr>
<td>Symptoms of depression</td>
<td>-0.07</td>
<td>0.20</td>
<td>.73</td>
<td>0.93</td>
<td>0.63-1.38</td>
<td>0.00</td>
</tr>
</tbody>
</table>

$^a$Square root transformations were applied to predictors of physical functioning, role limitations (physical), and symptoms of depression.

Table 6. Personality characteristics and psychological well-being predicting attrition at the 3-month follow-up after adjusting for covariates.

<table>
<thead>
<tr>
<th>Variables</th>
<th>B</th>
<th>SE</th>
<th>P value</th>
<th>OR</th>
<th>95% CI</th>
<th>Nagelkerke $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personality characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuroticism</td>
<td>-0.03</td>
<td>0.03</td>
<td>.26</td>
<td>0.97</td>
<td>0.92-1.02</td>
<td>0.27</td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.03</td>
<td>0.03</td>
<td>.26</td>
<td>1.03</td>
<td>0.98-1.09</td>
<td>0.28</td>
</tr>
<tr>
<td>Openness</td>
<td>0.02</td>
<td>0.03</td>
<td>.46</td>
<td>0.98</td>
<td>0.92-1.04</td>
<td>0.27</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>-0.02</td>
<td>0.03</td>
<td>.53</td>
<td>0.98</td>
<td>0.93-1.04</td>
<td>0.27</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>0.02</td>
<td>0.03</td>
<td>.50</td>
<td>1.02</td>
<td>0.96-1.09</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>Indicators of psychological health$^a$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical functioning</td>
<td>-0.13</td>
<td>0.19</td>
<td>.50</td>
<td>0.88</td>
<td>0.61-1.27</td>
<td>0.27</td>
</tr>
<tr>
<td>Role limitations (physical)</td>
<td>-0.12</td>
<td>0.12</td>
<td>.35</td>
<td>0.89</td>
<td>0.70-1.13</td>
<td>0.28</td>
</tr>
<tr>
<td>Role limitations (psychological)</td>
<td>-0.003</td>
<td>0.01</td>
<td>.71</td>
<td>1.00</td>
<td>0.98-1.01</td>
<td>0.27</td>
</tr>
<tr>
<td>Vitality (energy/fatigue)</td>
<td>0.00</td>
<td>0.02</td>
<td>.95</td>
<td>1.00</td>
<td>0.97-1.03</td>
<td>0.27</td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>0.01</td>
<td>0.02</td>
<td>.76</td>
<td>1.01</td>
<td>0.97-1.05</td>
<td>0.27</td>
</tr>
<tr>
<td>Social functioning</td>
<td>0.00</td>
<td>0.02</td>
<td>.93</td>
<td>1.00</td>
<td>0.97-1.04</td>
<td>0.27</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>-0.001</td>
<td>0.01</td>
<td>.97</td>
<td>1.00</td>
<td>0.97-1.03</td>
<td>0.27</td>
</tr>
<tr>
<td>General health perceptions</td>
<td>0.03</td>
<td>0.02</td>
<td>.08</td>
<td>1.03</td>
<td>1.00-1.07</td>
<td>0.31</td>
</tr>
<tr>
<td>Positive mood</td>
<td>0.06</td>
<td>0.05</td>
<td>.29</td>
<td>1.06</td>
<td>0.95-1.18</td>
<td>0.28</td>
</tr>
<tr>
<td>Negative mood</td>
<td>0.01</td>
<td>0.06</td>
<td>.99</td>
<td>1.00</td>
<td>0.88-1.13</td>
<td>0.27</td>
</tr>
<tr>
<td>Symptoms of depression</td>
<td>-0.38</td>
<td>0.25</td>
<td>.13</td>
<td>0.68</td>
<td>0.42-1.12</td>
<td>0.31</td>
</tr>
</tbody>
</table>

$^a$Square root transformations were applied to predictors of physical functioning, role limitations (physical), and symptoms of depression.
Results

Of the 89 participants who were allocated to the intervention group (groups 2a and 2b, together comprising group 2), 65 (73%) participated in the 3-month follow-up. Tables 1-4 show further information on attrition rates and study variables. When the distributions of the variables were viewed within the whole sample, the distributions of personality factors were approximately symmetric. Regarding the psychological well-being indicators, the variable reflecting physical functioning was negatively skewed (skewness –1.75, kurtosis 4.47), as was the variable reflecting role limitations due to physical health challenges (skewness –2.49, kurtosis 5.95). The variable reflecting depressive symptoms was positively skewed (skewness 1.41, kurtosis 2.04). Skewness and kurtosis values exceeding the absolute value of 2 were considered as indicating severe nonnormality, and square root transformations were performed for these variables (Table 4). Considering other variables in RAND-36 and PANAS, no severe skewness was detected. A total of 77 of the 83 participants (93%) experienced only a minimal or small number of depressive symptoms (original scores 0-18), while 6 (7%) of the 83 participants experienced a moderate number of depressive symptoms (original scores 19-29). No information on severe depressive symptoms (original scores >30) was detected.

The examined personality characteristics and indicators of psychological well-being did not predict the risk for dropping out from the study at the 3-month follow-up (all P values >.05) (Table 5). The results remained the same when potential confounding factors, including age, sex, study group, and educational status, were adjusted for in the analyses (all P values >.05; Table 6). Perceptions of general health approached significance; in other words, health perceptions marginally predicted dropout from the study after covariate controls (P=.08; Table 6). Estimates for each confounder can be found in Multimedia Appendix 1 (Tables S1-S16).

Discussion

Principal Findings

The health-technology assisted MoMaMo! study focused on physically inactive overweight and obese men and women who were at risk for a permanent physically inactive lifestyle and lifestyle-related chronic diseases. We focused on assessing whether participant personality characteristics and indicators of psychological well-being contributed to attrition within the MoMaMo! study and whether these factors should be taken into consideration more carefully in future interventions to support adults’ commitment to technology-based intervention programs. Our results showed that 65 (73%) of the 89 initially recruited participants were still participating at the 3-month follow-up. Similar, and also lower, adherence rates have been demonstrated in other longitudinal weight management interventions [27,49]. Specifically, participant attrition rates from eHealth interventions have previously been shown to exceed 20% [50]. Here, the examined personality dimensions of neuroticism, extraversion, openness to experience, agreeableness, and conscientiousness were not associated with the risk of dropping out from the study after the 3-month follow-up. Furthermore, the indicators of psychological well-being were not associated with the risk of attrition. All the results remained nonsignificant after adjusting for participant age, sex, study group, and educational status. At present, studies on attrition in technology-based exercise intervention contexts are limited. Based on previous research [27], we carefully draw a hypothesis that scoring high in agreeableness and extraversion might reduce the risk of attrition. Our findings did not align with the evidence found by De Panfilis and colleagues [27] that characteristics related to agreeableness and extraversion (ie, reward dependence) may reduce the risk of dropping out in behavioral weight-loss interventions. Our study, however, is in the same direction as De Panfilis and colleague’s [27] conclusion that personality as a whole seems to not be involved in whether subjects attend interventions associated with behavioral change (eg, weight loss). Some previous evidence has also indicated that scoring low in novelty seeking, which has been shown to correlate with conscientiousness [23], is associated with the completion of longitudinal weight management interventions [28]. Based on this, we expected that scoring high in conscientiousness might be associated with study adherence in MoMaMo! However, this characteristic was not related to the outcome. One possibility for our study’s differences in relation to previous results could be that certain personality dimensions might be associated with later dropout [27]; in other words, personality-related dropout may occur after a longer period than 3 months. It has also been speculated that people who voluntarily join lifestyle programs have optimistic expectations for the program, and therefore their personality differences may not contribute to dropout at the beginning of the intervention [28]. Additionally, it has been suggested that there could be differences in lean and obese persons’ personality characteristics, making the results from different samples vary [28]. In conclusion, our results suggest that commitment to the present technology-assisted physical activity intervention at the 3-month follow-up was not linked to any specific personality characteristics in the overweight adults.

Previous studies have indicated that a lower level of health-related quality of life (eg, experiences of health and physical limitations), negative thoughts and moods, and depressive symptoms could contribute to participant attrition [30,33]. Participants’ expectations and emotions regarding technology-based interventions may also contribute to attrition [51]. Based on this evidence, it seems that people’s personal resources related to well-being might be a key element in completing projects such as lifestyle interventions. In the present study, participants scored high in dimensions reflecting positive affect or mood. Positive mood has previously been shown to predict adherence to interventions [30]. Furthermore, almost all participants (77/83, 93%) experienced only minimal or mild...
depressive symptoms, and no results on severe depressive symptoms were found. This might be the reason our results differed from those of Goode et al [33], who suggested that experiencing depression contributes to attrition. Taken together, we did not gain evidence for the contribution of the examined indicators of psychological well-being to dropout in the present study.

In addition to the above speculation, it is also possible that the designed intervention features in the technology-supported MoMaMo! trial were, in their current form, suitable for the recruited participants’ characteristics, so that dropout could not be attributed to their personality or levels of psychological well-being. Our findings suggest that the psychological qualities do not contribute to discontinuation of the technology-based lifestyle intervention program among overweight adults, and that tailoring interventions more carefully to personality and well-being levels may not be needed in supporting participants’ adherence to technology-assisted interventions during a 3-month period.

Potential causes of the relatively high attrition rate (27%) in our study remain, however, obscure. It has been stated that motivating users for behavior change before guiding them through action planning [35] could support their adherence to lifestyle interventions. The role of social support, such as integrating face-to-face intervention delivery strategies to technology-based intervention programs, may be a contributor to participants’ motivation to commit to these studies [52]. Individuals may also be more likely to drop out of trials if they do not meet weight loss goals [53]. Use of positive reinforcement may also be beneficial, especially in cases where reaching outcomes requires time (eg, losing weight) [51]. Based on these perspectives, it seems possible that more attention should be paid to motivational factors, referring to the inner states that energize and direct behaviors. At present, examination of the effectiveness of the MoMaMo! study is ongoing, and future studies on attrition could focus on assessing motivational elements beyond the present research, such as on participants’ meeting intervention goals.

Limitations

This study focused on assessing the potential role of personality and psychological well-being in study attrition. Other factors, such as physical or social circumstances (eg, sudden outbreaks of disease or lack of social support) and those related to meeting goals were not assessed. Furthermore, specific study variables, including psychological well-being, were studied only in the beginning of the intervention. As psychological well-being, along with many other factors relating to human experience, fluctuates over time, it will be important to address the dynamic nature of this phenomenon in relation to study attrition (eg, using survival analyses) in future studies. Additionally, we cannot be absolutely certain whether the participants who did not come to the laboratory follow-up tests quit only the study or also their intervention program at the individual level. That is, they may or may not have continued changing or improving their lifestyles after they discontinued their participation in the MoMaMo! study. Although all the instruments’ subscales were considered acceptable according to general rules, openness to experience had poor reliability (Cronbach α=.55). Some studies have demonstrated similar α values when optimal subset items reflecting personality dimensions were researched [54]. Generally, the α coefficient reliability has been high in this instrument’s validation studies [21]. Furthermore, due to the relatively high attrition rate, some of the analyses performed in the study may lack statistical power. Consequently, these study results can be regarded only as directional. Studies with larger sample sizes and longer follow-up periods are needed to confirm our results.

Strengths

We were able to study attrition with a well-validated set of psychological questionnaires. To our knowledge, this is one of the first studies assessing attrition in technology-supported, longitudinal lifestyle interventions conducted in overweight or obese adults. Our study is also one of the first to provide information on the role of participant psychological profiles in technology-supported interventions that aim at increasing physical activity and VO$_{2\text{max}}$.

Conclusions

The personality characteristics and indicators of psychological well-being examined in this study did not contribute to participant attrition in the technology-supported MoMaMo! lifestyle intervention conducted in overweight adults. As attrition remains a challenge within longitudinal, technology-supported lifestyle interventions, attention should be paid to the potentially dynamic nature of personality and psychological well-being, as well as to elements beyond these.
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Analyzing Person-Place Interactions During Walking Episodes: Innovative Ambulatory Assessment Approach of Walking-Triggered e-Diaries

Abstract

Background: Walking behavior is positively associated with physiological and mental health as much evidence has already shown. Walking is also becoming a critical issue for health promotion in urban environments as it is the most often used form of active mobility and helps to replace carbon dioxide emissions from motorized forms of transport. It therefore contributes to mitigate the negative effects of climate change and heat islands within cities. However, to promote walking among urban dwellers and to utilize its health-enhancing potential, we need to know more about the way in which physical and social environments shape individual experiences during walking episodes. Such person-place interactions could not adequately be analyzed in former studies owing to methodological constraints.

Objective: This study introduces walking-triggered e-diaries as an innovative ambulatory assessment approach for time-varying associations, and investigates its accuracy with 2 different validation strategies.

Methods: The walking trigger consists of a combination of movement acceleration via an accelerometer and mobile positioning of the cellphone via GPS and transmission towers to track walking activities. The trigger starts an e-diary whenever a movement acceleration exceeds a predetermined threshold and participants’ locations are identified as nonstationary outside a predefined place of residence. Every 420 (±300) seconds, repeated e-diaries were prompted as long as the trigger conditions were met. Data were assessed on 10 consecutive days. First, to investigate accuracy, we reconstructed walking routes and calculated a percentage score for all triggered prompts in relation to all walking routes where a prompt could have been triggered. Then, to provide data about its specificity, we used momentary self-reports and objectively assessed movement behavior to describe activity levels before the trigger prompted an e-diary.

Results: Data of 67 participants could be analyzed and the walking trigger led to 3283 e-diary prompts, from which 2258 (68.8%) were answered. Regarding accuracy, the walking trigger prompted an e-diary on 732 of 842 (86.9%) reconstructed walking routes. Further, in 838 of 1206 (69.5%) triggered e-diaries, participants self-reported that they were currently walking outdoors. Steps and acceleration movement was higher during these self-reported walking episodes than when participants denied walking outdoors (steps: 106 vs 32; acceleration>0.2 g in 58.4% vs 19% of these situations).

Conclusions: Accuracy analysis revealed that walking-triggered e-diaries are suitable to collect different data of individuals’ current experiences in situations in which a person walks outdoors. Combined with environmental data, such an approach increases knowledge about person-place interactions and provides the possibility to gain knowledge about user preferences for health-enhancing urban environments. From a methodological viewpoint, however, specificity analysis showed how changes in trigger conditions (eg, increasing the threshold for movement acceleration) lead to changes in accuracy.
Introduction

Background

Walking with low to moderate intensity is associated with physiological health such as all-cause and cardiovascular mortality [1], obesity and diabetes [2], and mental health disorders such as stress [3], depression [4,5] and well-being [6-8]. Besides these health-enhancing associations, walking is the most often used type of active mobility [9]. Walking as well as active mobility replace carbon dioxide emissions from motorized transport and therefore contribute toward mitigating anthropogenic climate warming [10]. Such health and climate effects are of particular concern for urban residents who are exposed to higher levels of stress, isolation, and air pollutants and emissions [11-13]. Thus, increasing walking episodes and active mobility are important objectives for health promotion in urban environments [14,15]. However, to promote walking among urban dwellers in their everyday life and to utilize its health-enhancing potential, we need to know more about the way physical and social environments shape individual experiences during walking episodes. It is important to understand how a resident reacts to contextual circumstances (eg, street greenery and wide sidewalks) and which person or situation-specific moderators (eg, lifestyle, attitude, social interaction, and weather or noise condition) affect the association between walking outdoors and health [16,17]. Such knowledge would help to inform the development of urban designs, which are associated with positive effects while walking in daily urban life.

To analyze such person-place interactions between the individuum within its environment, we need time-varying associations, which previous studies mostly do not provide. The goal of this study is to introduce walking-triggered e-diaries as an innovative ambulatory assessment approach to overcome this methodological constraint.

Assessing and Analyzing the Health-Enhancing Potentials of Urban Environments

A plethora of studies and reviews investigated associations between the built or physical environment and physical activity (eg, walking). They indicated that high-quality walking infrastructure, access to recreational facilities, as well as parks, trails, or new infrastructure for walking are associated with increased levels of physical activity [18,19]. Regarding the impact on mental health, the findings are not as consistent as they are for physical activity but show that park-based and greenway interventions can promote improved mental health [20,21]. However, these findings are mostly based on cross-sectional or longitudinal data with longer time frames, and they rarely examine moderating effects of the environment in a way that allows investigation of person-place interactions.

For this, an ambulatory assessment (AA) is a useful approach [22,23]; it allows researchers to examine time-varying associations of, for example, momentary affective states and physical activity and to what extent environmental features in that specific situation moderate this association. Hereinafter, we use the term “AA” instead of the “experience sampling method” or “ecological momentary assessment” (EMA), as it covers the daily assessment of self-reports (via paper-and-pencil or electronic diaries) in combination with the monitoring of physiological functions (eg, heart rate and electrodermal activity), behavior (eg, via accelerometers and mobile electrocardiograms), or environmental parameters (eg, via geolocation tracking) [24]. Several advantages, such as assessments in everyday life, in real time, and repeated measurements with a high sampling frequency led to the use of AA in a wide range of research areas [25]. Two general categories of data sampling are usually distinguished: (1) time-based designs and (2) event-based designs. To capture variability of a certain health or psychosocial outcome (eg, affective states and different kinds of social interactions), a time-based design is appropriate for recording data at fixed (eg, every hour) or random intervals. However, when the aim is to extract data in specific situations in everyday life (eg, walking outdoors), event-based designs are recommended. This design requires the participants to detect preselected situations on their own and to provide their self-reports during or after such situations. However, technical progress of accelerometers and sensors in recent years allow for triggers as a sophisticated feature within an event-based design. Sensors (eg, accelerometers and GPS) can discover in situ a predefined situation in everyday life and initiate an alarm to answer e-diaries. This triggered event–based approach minimizes barriers for participants and increases the objectivity of self-reporting when this predefined event occurs (for an overview, see Shiffman et al [26]).

Technical Progress in Assessing Person-Place Interactions

In recent years, some research groups in the field of urban development and city planning extended assessment ideas and collected momentary data of mental health or subjective environmental experiences during everyday life. These study designs combined mobile geographic location technologies (eg, GPS) to assess precisely the space where participants spend their time outdoors. Time-based assessments via daily diaries resulted in geographically explicit ecological momentary assessments (GEMA; for an overview, see Chaix [16] and Kirchner et al [27]). As an example, a GEMA-study assessed the association between urban green space and stress in 13- to 14-year-old adolescents living in urban surroundings [28]. Participants were recruited from an adolescent medicine outpatient clinic. Momentary experiences of stress were captured...
3-6 times a day over a 4-day period every second month over a 2-year period. Participants were equipped with a GPS-enabled mobile phone. They received text messages including a link to a web-based questionnaire with a single item measuring momentary stress. Exposure to greenspace was calculated retrospectively for each participant using the normalized difference vegetation index of all image pixels within 100 m of each EMA location. This index measures leaf abundance in green vegetation. The analyses included 179 participants providing 9346 EMA responses and revealed significant associations between exposure to green space and lower psychological stress during active mobility (see also the feasibility study of GEMA by Boettner et al [29] with a representative sample of 1405 adolescents living in cities and suburban municipalities).

Electronic diaries within GEMA designs therefore allow capturing of subjective experiences in situ. The data can be linked retrospectively to participants’ current position in time and space. However, not all GEMA studies explicitly assessed physical activity (eg, with accelerometers) but rather operationalized activity using time-space patterns of the GPS. In addition, most GEMA designs struggled with the disadvantages of “time-based” assessments because prompts to answer the web-based questionnaires were usually triggered at regular time intervals. With such a sampling scheme, self-reports during rare events (eg, walking episodes) are likely to be missed, which impedes the analysis of person-place interactions. A currently published study protocol of a GEMA study attempted to overcome this restriction (Fernandes et al 2020 [30]). This GEMA study included older residents of Paris (>60 years old) and aimed to assess whether the sequence of stressful environmental exposures in everyday life explained within-subject variability in stress and depression. They presented a novel methodology combining GEMA with an algorithm (based on the smartphone’s built-in GPS receiver) that allowed triggering of EMA surveys only when subjects are outdoors. However, the trigger did not differentiate between active and inactive episodes and is therefore not able to identify walking episodes.

The purpose of this study is to introduce walking-triggered e-diaries as an innovative ambulatory assessment approach to overcome the methodological shortcomings mentioned above. It combines movement acceleration, time, and distance assessments (GPS) to trigger an e-diary. The aim of this study is to examine its accuracy through 2 different approaches. First, we reconstructed walking routes (using a GPS) and examined on how many walking routes the walking trigger prompted an e-diary (sensitivity). Second, we describe activity levels (movement acceleration and number of steps) immediately before the prompt, and used self-reports to identify “false positive” walking-triggered e-diaries; that is, a participant received a triggered e-diary, but denied walking outdoors (specificity).

Methods

Walking-Triggered e-Diaries: How Do They Work

Triggered e-diaries (or triggered EMAs) have previously been employed to assess data during physically active and inactive episodes [31], as well as during prolonged sedentary bouts [32] (see also the comparison of different GPS-based triggered e-diaries by Törnros et al [33]). To develop the walking-trigger, we used the following equipment: a hip-worn accelerometer (Move3, movisens.com), a smartphone (Motorola, running on the Android operating system) to show e-diaries (movisensXS), and location tracking via GPS and transmission towers, combined in a technical interface between the smartphone and the accelerometer (via Bluetooth low energy). Move3 captured the body position and movement acceleration within a range of ±16 g and with a sampling frequency of 64 Hz. Move3 has been validated for documenting movement acceleration and different body positions [31,34].

Taken together, the walking trigger consists of a combination of movement-acceleration and mobile positioning of the cell phone via GPS and transmission towers to identify walking episodes. The walking trigger prompts an e-diary between 6 AM and 10 PM whenever an individual is walking outdoors. This is achieved by distinguishing between 2 states: stationary and nonstationary. The trigger state switches to nonstationary whenever a movement acceleration exceeds a predetermined threshold (>0.1 g for at least 1 minute) and the participants’ location changes beyond a radius of 100 m. If these conditions are met, a walking-triggered e-diary (main) is prompted. Furthermore, participants receive follow-up walking-triggered e-diaries on their walking trip with a repeat interval of 420 seconds and a randomization time of 300 seconds for as long as the trigger conditions are met (repeated). For each e-dairy, participants need approximately 1 minute for responding.

To conduct the walking-triggered e-diary study, the trigger sampling scheme and the corresponding forms in the movisensXS browser app [35] have to be created. Next, the technical interface, consisting of a study smartphone (which depicts the e-diaries and enables tracking via GPS and transmission towers) and the Move3 accelerometer, was established via Bluetooth low energy. Finally, the study was prepared to be started by the participants once they received their smartphone and accelerometer.

Data Processing

The collected data were processed with software (UnisensViewer, DataAnalyzer, and DataMerger) available at the manufacturer’s website home page [36]. All data forms from the smartphones were then uploaded to the movisensXS browser app. Corresponding data from the accelerometers were extracted with the manufacturer’s data software, DataAnalyzer (versions 1.13.5 and 1.13.7). Next, physical activity was calculated in 1-minute intervals for better interpretation. All e-diary and smartphone data from the movisensXS browser app were then downloaded to synchronize and merge them with the accelerometer data, using the manufacturer’s software DataMerger (version 1.8.0). After the successful combination of all relevant data, we applied predetermined validity criteria.
of the data, regarding 8-hour wear-time, location accuracy, and answered prompts.

In a final step, spatial information and data on environmental features (e.g., greenness and noise pollution) were added for further analyses. Data fusion of the e-diary and accelerometer data with GIS information require that GPS data are linked to the concomitant e-diary via a unique ID composed of the participant ID and the time stamp of the e-diary or accelerometer data.

**Participant Recruitment and Study Procedure**

For participant recruitment, 3000 letters were distributed to preselected urban households with an invitation to participate in a web-based, cross-sectional questionnaire. The data collected in the survey were used for purposes not emphasized in this study, except for the final step of the web-based questionnaire. Individuals, who want to and who fit the inclusion criteria could join the walking-triggered e-diary assessment. Inclusion criteria were for individuals to understand the German language (as the questionnaires were in German), to be older than 18 years, to live in an urban or suburban area, and to have no mental or physical health conditions that would restrain them from being physically active (e.g., injuries or depression). Furthermore, participants were offered a profile of their activity pattern during the duration of the assessment and an incentive of €50 (US $51.86) if they provide data on at least 7 days. Potential participants received information regarding the study and the procedure and instructions on how to wear and use the sensors and smartphones before written consent was obtained. In addition, a video was provided with the same information for further clarification.

After a confirmatory phone call, participants were equipped with a smartphone and a sensor via a mailed package. In the cases where no questions came up, the participants were able to start the study by themselves. Participants were consecutively recruited from July to December 2020 (no lockdown conditions during this time owing to COVID-19 restrictions in Germany). The study period per participant lasted 10 consecutive days with an option to extend the study voluntarily. During the assessed time period, between 6 AM and 10 PM, participants received walking-triggered prompts, requesting them to answer short e-diaries that were shown on their smartphones. In addition, they randomly received 3 further e-diaries over the course of the day (between 10 AM and 10 PM, with a minimum 2.5-hour interval in between). After completing the study, the participants returned the smartphone-sensor combination via prepaid mail packages.

**Ethical Considerations**

The study received full ethical approval from the University of Konstanz (IRB18KN010-004; October 29, 2018).

**Statistical Analyses**

Two different approaches were used to evaluate the accuracy of the walking trigger algorithm. First, we assessed accordance between walking routes and walking-triggered e-diaries (sensitivity). To reconstruct as many walking routes as possible, we used all recorded GPS signals, with the following conditions: GPS signals with a time span of 60-120 seconds, each GPS-signal has an accuracy of at least 30 m, mean speed of the total route is less than 10 km/hour, and a minimum walking distance of 100 m.

We modeled the walking routes with the statistical analysis software R and the OpenRouteService routing system (HeiGIT gGmbH). The reconstructed walking routes are calculated independently from the walking-triggered e-diaries and were used as reference data. We checked for how many walking routes were e-diaries triggered (Figure 1).

Furthermore, we compared how many trigger-based versus time-based prompts started an e-diary during a walking route to give an impression of the added value of using the walking-triggered approach instead of a time-based approach. In the next step, we focused on the specificity of the walking trigger approach and verified whether a participant was walking outside immediately before a walking-triggered e-diary was prompted (only main e-diaries were used). For this purpose, we used the self-reports of the main e-diaries. In addition, we compared steps and accelerometer data before main e-diaries were triggered between situations in which participants self-reported that they were or were not walking outdoors.

**Figure 1.** Survey locations along the walking routes (adapted from ©OpenStreetMap, licensed under the Open Data Commons Open Database License [37]).

Max. distance: 120 m
Speed: ≈ 3 km/h
Results

Descriptive Statistics

We could analyze data of 67 of 79 recruited participants (excluded participants, n=12; technical problems, n=4; wear time<8 hours, n=7; opted out of the study, n=1). The excluded participants (n=12) did not differ significantly in age (mean 40.4, SD 13 years) and sex (sex distribution of the excluded participants was 50% each for women and men) from the included participants. The included participants (N=67) had a mean age of 41.0 (SD 14.6) years, and 50.7% were female. 82.1% of participants had a high school certificate, and the average BMI was 23.9 (SD 3.8). Participants provided a total of 632 days of sensor data (mean per participant 9.4, SD 1.8, range 3-12 days; minimum wear time of 8 hours per day; mean wear time per participant per day of 11 hours 59 minutes, SD 2 hours 46 minutes). At least 1 e-diary was triggered on 452 days, which yielded an average of 6.7 (SD 2.9) diaries per day. The walking-trigger produced 3283 e-diary prompts within the study period (mean per participant 49, SD 44.3, range 1-179).

Of a total of 3283 prompts, 2258 (68.8%) were answered, including 1206 of 1840 main e-diaries (mean per participant per day 2.8, SD 2.1, range 1-20) and 1052 of 1443 repeated e-diaries (mean per participant per day 2.5, SD 1.5, range 1-21). The resulting compliance rates were 65.5% (1206/1840; main e-diary) and 72.9% (1052/1443; repeated e-diary), respectively. In addition, participants received 1955 randomly prompted e-diaries (mean per participant per day 2.9, SD 0.1, range 1-3). Of a total of 1955 randomly prompted e-diaries, 1479 (75.6%) were completed (mean per participant 22.1, SD 7.1, range 1-35).

Did the Walking Trigger Algorithm Trigger an e-Diary During Walking Routes (Sensitivity)?

We reconstructed a total of 842 walking routes from recorded GPS signals. In 732 situations, at least 1 e-diary (main or main and repeated) was triggered during or immediately after a walking route (maximum 2 minutes). This yielded an overall accuracy of 86.9% (732/842; Figure 2). Using a time-based trigger (3 times randomly throughout the day), which was often used in previous GEMA studies, led to an e-diary during walking episodes in only 29 of 842 (3.4%) situations.

Figure 2. Walking routes in Stuttgart identified via GPS (adapted from ©GeoBasis-DE / BKG (2020) [38], licensed under Data licence Germany – attribution – Version 2.0 [39] and Copernicus Services that delivers data with funding by the European Union [40]). Note: the authors used their own color scheme and calculations.
Did the Participants Walk Outdoors Immediately Before a Main e-Diary Was Triggered (Specificity)?

In total, 1840 main e-diaries were triggered, of which 1206 were answered. In 838 of the 1206 (69.5%) situations, the participants indicated via self-report that they were (currently) walking outdoors (Figure 3).

In these 838 situations, an average of 106 (SD 81) steps were taken in the 2 minutes before the e-dairy, and the acceleration was >0.1 g in 82.0% and ≥0.2 g in 58.4% of these situations. GPS records were present 783 out of 838 (93.4%) times. However, in 368 of the 1206 (30.5%) situations, participants indicated via self-report that they were not (currently) walking outdoors. In the 2 minutes before these triggered e-diaries, an average of 32 (SD 39) steps were taken, and in 64.9% and 19.0% of cases, the acceleration was >0.1 g and ≥0.2 g, respectively. GPS records were present 307 times (307/368, 83.4%). Unanswered main questionnaires amounted to a total of 634. The following movement data for these situations can be reported: an average of 104 (SD 89) steps were recorded in these situations, and in 70.7% and 50.6% of cases, the acceleration was at least 0.1 g and ≥0.2 g, respectively. GPS records were present 508 out of 634 (80.1%) times.

Figure 3. Comparison of activity level (step count and movement acceleration in g) between situations in which participants self-reported walking or not walking outdoors and unanswered situations.

Discussion

Principal Findings

This study introduces walking-triggered e-diaries as an innovative measurement approach for walking behavior and evaluates its accuracy for this purpose. This new method allows for the analysis of time-varying associations to deepen our understanding of person-place interactions. It can potentially assess data of the person (eg, mental health criteria including momentary affective states) as well as the social and physical environment (eg, interacting with others and experiencing greenness) during the very situations in which a person walks outdoors.

According to the results of the reconstructed walking routes about sensitivity, in 86.9% of these walking episodes, participants received a triggered e-diary. This finding shows that walking-triggered e-diaries had high accuracy in capturing data during episodes of walking outdoors. Compared to a time-based assessment, which was usually used in previous studies (eg, GEMA studies), the walking trigger is more sensitive and leads to a relevant higher number of e-diaries during episodes of walking outdoors (732 vs 29, respectively). Nevertheless, there are some reconstructed walking routes where
participants did not receive a triggered e-diary. As the trigger depends on movement acceleration and not explicitly on gait velocity, it is possible that the participant’s movement acceleration had been lower than the set threshold value of 0.1 g. Detection of gait velocity or inclusion of steps in the algorithm of the walking trigger potentially mitigate this inaccuracy.

The assessment approach of walking-triggered e-diaries extends former studies, which have already shown that, for instance, more green space during active episodes is associated with lower stress levels [28]. However, to improve our knowledge about environmental effects on participants’ behavioral outcomes and mental health, relevant constructs and variables should be assessed in situ, precisely in the situation during which a person experienced his or her environment [17,41]. With a time-based assessment (eg, e-diaries were prompted 4 times a day), it is difficult to explicitly capture episodes of walking outdoors. For instance, former GEMA studies showed that almost more than two-thirds of their GEMA responses occurred at home and not during episodes of walking outdoors (eg, 72% of home responses) [28]. This high number of home responses instead of assessments during outdoor walking episodes was to be expected in time-based assessments, as physically active episodes are rare during everyday life; this is because most people worldwide are insufficiently physically active and do not meet the recommended activity level of 150 minutes of moderate activity per week [42]. Calculated at 12 hours for 1 day of assessment, most people only use 3% of their time for physical activity. It is therefore highly probable that time-based assessments miss some episodes of walking outdoors. Walking-triggered e-diaries enhance the possibility to assess data during episodes of walking outdoors.

The second analysis was related to the specificity of the walking trigger assessment. It used participants’ self-reports to provide an impression of false positive triggered e-diaries and used movement acceleration and step counts to estimate activity levels immediately before the e-diary was triggered. However, participants reported, in 30.5% of the walking-triggered e-diaries, that they were currently not walking outdoors. According to the objectively measured activity data during these situations, there had been sufficient movement acceleration, and the accelerometer identified on average 32 steps per person during the last 2 minutes immediately before the prompt. Thus, owing to the objectively measured activity levels, the walking trigger algorithm’s prompt was accurate. Participants, however, did not actively indicate these movements as outdoor walking behavior. A possible explanation is that a person was strolling around his or her home or performed some leisure time activities such as slow roller-skating or slow bicycling. Such activities can lead to a nonstationary movement acceleration greater than 0.1 g (as GPS and acceleration condition is true by value), but the person did not interpret the movement as walking outdoors. Overall, our findings emphasize the importance of assessing participants’ interpretations and behavior patterns apart from objective measures of physical activity. Furthermore, the histograms in Figure 3 provide an impression of how the movement acceleration of physical activity is related to self-reported (non-) stationary active episodes. When participants denied that they were engaged in walking outdoors, acceleration was mostly lower (19%; >0.2 g; 32 steps) than that in situations where participants confirmed activity (58.4%; >0.2 g; 106 steps). This observation leads to the conclusion that an increase in the activity threshold to 0.2 g of movement acceleration would help reduce false positive e-diaries but would also reduce sensitivity (ie, fewer walking episodes will be identified).

Our study design with walking-triggered e-diaries reveals acceptable compliance rates of 65% for the triggered main e-diaries and 72% for the repeated ones. These numbers are in line with those of other studies assessing walking triggers [43]. However, the compliance rate is difficult to compare because it depends heavily on the study design and the burden participants have with providing self-reports several times per day for several consecutive days [44].

Although the data set included 632 days of sensor data, at least 1 walking-triggered e-diary was triggered on only 452 days. We therefore have 180 days of no data on outdoor walking activity (an average of 2.7 days per participant during a 10-day assessment period). This number seems quite high. Part of the explanation is, however, that data assessments have been conducted during a time where COVID-19 restrictions imposed heavy constraints on participants to meet other people, and working from home was recommended or even mandatory for some employees. Several studies showed that physical activity levels and walking activities were reduced during this time [45].

**Strengths, Limitations, and Implications for Future Studies**

The strength of our new measurement approach of walking-triggered e-diaries is 2-fold: first, it incorporates accelerometers to assess physical activity directly and combines activity level and mobile positioning of the cellphone via GPS and transmission towers to identify walking outdoors. Second, it uses these identified outdoor walking episodes to start an e-diary. Such a design expanded existing activity-triggered assessments because it can differentiate between indoor activities or stationary outdoor activities and walking behavior. Thus, person-place interactions with the physical and social environment, participants’ walking behavior, and how these constructs might moderate health-enhancing effects can be examined exactly in those situations in which a person is walking outdoors. This design also minimizes the burden for participants, since they receive questionnaires predominantly in situations in which a relevant behavior occurs. In addition, this study highlights the importance of assessing participants’ interpretation of their current behavior when assessing and analyzing person-place interactions.

Nevertheless, walking-triggered e-diaries do face some challenges. First, the topography of cities limits the accuracy of GPS signals because buildings restrict their transmission to satellites [46]. Second, participants had to wear an extra sensor (accelerometer) and were equipped with a smartphone for the study. To increase the compliance rate and reduce missing data, technical solutions in which participants install an app on their own smartphone would be preferable. Third, expertise in data handling is an essential precondition for processing (eg,
movement acceleration, GPS signals, and merging of different data sets) and analyzing (eg, multilevel modeling) the results. It requires interdisciplinary competencies (eg, spatial science, sport and movement science, and psychology) to facilitate such studies in the field of urban health.

In future studies, ambulatory assessments with walking-triggered e-diaries could be enriched with further sensor-based data (eg, momentary noise or heart rate and electrodermal activity) to enhance knowledge about different momentary exposures, experiences, and behavior during active mobility [17]. Furthermore, walking-triggered e-diaries can be used to develop just-in-time adaptive intervention by delivering support (eg, feedback prompts) when users need them most (eg, encourage to walk for a longer distance or start to walk after a longer episode of inactivity) [35].

Conclusions
This study presents an accuracy analysis for a new method in ambulatory assessments. Our results reveal that walking-triggered e-diaries are suitable to collect different data of individuals’ current experiences (eg, affective states, social interactions, and environmental features) during episodes of walking outdoors. Analyzing time-varying data during these predefined situations provides new insights into person-place interactions; that is, how physical and social environments shape individual experiences when walking outdoors. Based on the increasing interest in the design of health-promoting urban environments in recent years, such a design can offer substantial methodological progress. However, analyzing person-place interactions requires expert knowledge on data handling (eg, GPS and walking routes, movement acceleration, and e-diaries) and the management of intensive longitudinal studies in interdisciplinary teams.
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Abstract

Background: Preventive screenings such as mammograms promote health and detect disease. However, mammogram attendance lags clinical guidelines, with roughly one-quarter of women not completing their recommended mammograms. A scalable digital health intervention leveraging behavioral science and reinforcement learning and delivered via email was implemented in a US health system to promote uptake of recommended mammograms among patients who were 1 or more years overdue for the screening (ie, 2 or more years from last mammogram).

Objective: The aim of this study was to establish the feasibility of a reinforcement learning–enabled mammography digital health intervention delivered via email. The research aims included understanding the intervention’s reach and ability to elicit behavioral outcomes of scheduling and attending mammograms, as well as understanding reach and behavioral outcomes for women of different ages, races, educational attainment levels, and household incomes.

Methods: The digital health intervention was implemented in a large Catholic health system in the Midwestern United States and targeted the system’s existing patients who had not received a recommended mammogram in 2 or more years. From August 2020 to July 2022, 139,164 eligible women received behavioral science–based email messages assembled and delivered by a reinforcement learning model to encourage clinically recommended mammograms. Target outcome behaviors included scheduling and ultimately attending the mammogram appointment.

Results: In total, 139,164 women received at least one intervention email during the study period, and 81.52% engaged with at least one email. Deliverability of emails exceeded 98%. Among message recipients, 24.99% scheduled mammograms and 22.02% attended mammograms (88.08% attendance rate among women who scheduled appointments). Results indicate no practical differences in the frequency at which people engage with the intervention or take action following a message based on their age, race, educational attainment, or household income, suggesting the intervention may equitably drive mammography across diverse populations.

Conclusions: The reinforcement learning–enabled email intervention is feasible to implement in a health system to engage patients who are overdue for their mammograms to schedule and attend a recommended screening. In this feasibility study, the intervention was associated with scheduling and attending mammograms for patients who were significantly overdue for recommended screening. Moreover, the intervention showed proportionate reach across demographic subpopulations. This suggests that the intervention may be effective at engaging patients of many different backgrounds who are overdue for screening. Future research will establish the effectiveness of this type of intervention compared to typical health system outreach to patients who have not had recommended screenings as well as identify ways to enhance its reach and impact.

(JMIR Form Res 2022;6(11):e42343) doi:10.2196/42343
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Introduction

In the United States, breast cancer is the second most common type of cancer among women [1]. Globally, it represented 11.7% of all new cancer cases in 2020, accounting for 1 in 4 cancer diagnoses among women [2]. Mammograms are a valuable tool in detecting breast cancer early, when treatment options may be less invasive, intensive [3], and costly [4], and are associated with lower frequencies of advanced and fatal breast cancer [5]. Many patients do not generally adhere to national guidelines on the frequency and timing of preventative care [6]. Adherence to recommended mammogram screenings is no different. According to the Behavioral Risk Factor Surveillance System’s 2020 US data, only 78.2% of women between the ages of 50 and 74 years had a mammogram in the past 2 years [7]. The COVID-19 pandemic further exacerbated the gap between recommended and attended screenings, with mammogram rates falling dramatically in April 2020 compared to April 2019 [8]. While rates have since rebounded to close to prepandemic levels, it is estimated that it could take as long as 22 weeks to clear the backlog of delayed mammograms [9]. While there is some debate over appropriate mammogram usage given drawbacks associated with overdiagnosis [10], the gap between recommended and actual screening behavior is likely to persist regardless of adjustments to the recommendations, suggesting the need for behavioral interventions targeting those who remain overdue for mammograms.

Evidence suggests that such behavioral interventions are most effective when they address a comprehensive set of barriers to performing a health behavior [11-13], apply different behavior change ingredients to overcome each barrier [12-14], and personalize these ingredients to each person as their barriers dynamically change over time [15,16]. Tailoring digital health messages overcomes person-specific barriers [15,17], facilitates the behavior [15,17], and, most notably, improves health outcomes [14-16]. However, personalizing behavior change ingredients to people’s changing barriers over time involves reassessing barriers [18], which is labor intensive, costly, and not scalable [13]. Sophisticated technologies, such as artificial intelligence (AI), offer promise to overcome some of these limitations [19], but these are not yet widely used.

It is important to note that while digital health presents a promising means to deliver interventions at scale, not all people are equally likely to use technology for health-related purposes. For example, Black and Hispanic people engage less in digital health than their White counterparts [20], and many people in both rural and urban areas lack broadband internet access to support more data-intensive applications [21]. Email remains a relatively accessible modality to deliver behavioral interventions, being widely used across racial and ethnic groups [20] and requiring much less data than an app to access on a computer or mobile device. Emails are also a typical method for health systems to communicate with patients, meaning little additional technological support is required to use them in that environment, and patients are familiar with this type of digital interaction with their health system.

The purpose of this study is to assess the feasibility of developing and implementing a digital health intervention incorporating reinforcement learning, a type of AI, to personalize email content in order to increase mammography scheduling and attendance among patients of a large health system who are significantly overdue for their recommended screenings. This retrospective, single-arm, observational study explores the reach of the intervention within the patient population, outcomes related to engagement, and outcomes related to the target behaviors of scheduling and attending mammograms.

Methods

Background

This study had several purposes. First, we sought to establish the feasibility of implementing a behavioral science–informed, reinforcement learning–powered digital health intervention intended to increase the scheduling of and attendance at mammograms within a health system. Next, we wanted to understand the reach of such an intervention within the patient population. Finally, the study was intended to identify the behavioral outcomes of mammogram scheduling and attendance associated with use of the intervention.

Ethical Considerations

Solutions IRB, a private institutional review board accredited by the Association for the Accreditation of Human Research Protections Programs, approved analyses of deidentified, aggregated derived data with a waiver of informed consent (study ID: 2021/05/28). Study data were deidentified and anonymous.

Setting and Participants

The intervention was implemented in a large Catholic health system in the Midwestern United States. The implementation focused on patients who were overdue for, and eligible to schedule, a recommended mammogram. Patients were eligible for the intervention if they were female, between 49.5 and 74 years of age, had not had a mammogram in the past 24 months, were subscribed to health system communications, and had a valid email address on file. Patients were excluded if they had a future mammogram scheduled, had a history within the last 12 months of a breast cancer diagnosis or associated surgery, had health maintenance modifiers excluding them from outreach, or indicated participation in hospice, palliative care, or long-term nursing home care.

Data Collection and Rolling Eligibility

At intervention launch, the health system provided a population-level historical data file of all patients from their Epic electronic medical record system to facilitate the establishment of eligibility criteria and set up data integration. This data file included the email addresses for which the system has permission to contact patients about health-related matters. Then, during the study period, the system sent daily data file updates with information on whether patients had scheduled or attended a mammogram (behavioral outcome), as well as changes to age, health status, or other variables affecting
eligibility for communication. Patients whose data rendered them newly eligible or ineligible for the intervention were added or removed to the distribution list accordingly. Eligible individuals who did not schedule and attend a mammogram and who did not unsubscribe continued to receive communications for the duration of the study period. Eligible individuals received up to 40 emails during the 2-year study period.

Data for this study were collected between August 27, 2020, and July 12, 2022.

**Intervention**

Precision Nudging for mammography is an English-language messaging intervention designed to influence the target behaviors of scheduling and attending a mammogram. The messages are designed to address specific determinants of completing a mammogram, identified through a combination of literature review and primary research with health systems. A sample of these determinants can be found in Textbox 1. Those determinants are then organized using an intervention mapping process [22] that links barriers and facilitators to evidence-based behavior change techniques (BCTs) [23]. The BCTs are operationalized into a set of message components, such as subject lines, body copy paragraphs, and visual illustrations, that form a content library [24]. Interrater agreement of the content (ie, subject lines and body content) was assessed by two trained coders [25] to ensure that each component accurately operationalized the intended BCT; agreement exceeded the acceptability threshold of $\kappa = 0.80$.

A behavioral reinforcement learning (BRL) algorithm [26-29] then selected components to compile into a complete message based on recipient characteristics. A total of 468 email combinations were possible using the components used in this implementation. Over time, the BRL algorithm optimized message composition based on recipients’ past behavioral responses (ie, opening messages, clicking calls to action, and scheduling and attending mammograms) by selecting components that maximize the probability that the recipient will complete the target behaviors. All emails were white labeled so that they appeared to come from the health system. Figure 1 shows some sample assembled messages.

Approximately 30 days prior to launch, we conducted an IP warming exercise intended to establish a reputation for the IP address used to send intervention emails. This minimizes the likelihood that intervention emails will be flagged as spam by the most common email providers, including Gmail and Yahoo.

In order to avoid creating excess demand on the health system, eligible women were randomly assigned to cohorts of approximately 2000 people; the intervention start date was staggered across cohorts. Intervention communications were sent out once per week on Tuesday mornings via a third-party email vendor. Each cohort received one message per week for 5 weeks, with an 8-week pause, and then another pulse of one message per week for 5 weeks. This message patterning was designed to balance intervention exposure and potential notification fatigue. This pattern continued until women scheduled a mammogram, unsubscribed from the intervention, or otherwise became ineligible for continued communication. Figure 2 shows the communication patterns incorporating both cohorts and message timing.

The calls to action to schedule a mammogram were based on the location where each eligible patient received care according to the eligibility data file provided by the health system. For all care locations, patients were provided the appropriate scheduling phone number. Patients with an established patient portal account who received care at a location with online scheduling enabled also received a link to schedule in the portal.

Textbox 1. A sample of the determinants for mammogram scheduling and attendance incorporated into the development of the Precision Nudging intervention.

<table>
<thead>
<tr>
<th><strong>Intrapersonal barriers</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Low perceived risk</td>
<td></td>
</tr>
<tr>
<td>Fear of diagnosis</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Social context barriers</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of social support</td>
<td></td>
</tr>
<tr>
<td>Social norms around mammograms</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Environmental context barriers</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td></td>
</tr>
<tr>
<td>Scheduling and wait times</td>
<td></td>
</tr>
</tbody>
</table>
Outcomes

We assessed the feasibility of the Precision Nudging intervention by investigating engagement with emails, measured via open rates and clicks on the call to action, and behavioral outcomes, measured as mammograms scheduled and attended. Clicking the call to action was not a prerequisite for successfully scheduling or attending a mammogram, as patients had options to either call for an appointment or self-navigate to their patient portal for online scheduling. We also examined the demographic characteristics of the women who received, engaged with, and took action following a Precision Nudging communication.
Data Analysis

Data were analyzed using the Python programming language. Univariate statistics were used to understand who was reached with the intervention and who responded by scheduling or attending mammograms. Chi-square goodness-of-fit tests were used to understand whether any demographic groups were more likely than others to engage or take action following an intervention message.

Results

Email Deliverability

During the study period, a total of 2,761,270 messages were sent. Overall, 98.91% of emails sent were successfully delivered to a total of 139,164 women (ie, reached). A total of 32.35% of emails were opened at least once. Over the study period, a total of 14,625 women (10.51%) unsubscribed from the intervention messaging.

Demographic Reach

Of the 139,164 women reached with the intervention, the majority (n=121,909, 87.60%) were Caucasian, with the next largest racial group being Black (n=11,879, 8.54%). The most common level of educational attainment was completion of high school (n=61,001, 43.83%), and the majority of message recipients had a household income level under US $100,000 (n=101,164, 72.69%). The mean age of message recipients was 62.13 (SD 7.23) years. One person older than 80 years received an intervention message; this was in error, as eligibility to receive mammography outreach requires patients be 74 years of age or younger. The sample characteristics are summarized in Table 1.

Table 1. Summary of the demographic characteristics of the women receiving intervention messages, with engagement and behavioral responses.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Reached (N=139,164), n (%)</th>
<th>Opened message (n=113,452), n (%)</th>
<th>Clicked call to action (n=15,636), n (%)</th>
<th>Scheduled mammogram (n=34,780), n (%)</th>
<th>Attended mammogram (n=30,637), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>58,439 (41.99)</td>
<td>48,240 (82.55)</td>
<td>7825 (13.39)</td>
<td>15,242 (26.08)</td>
<td>13,368 (22.88)</td>
</tr>
<tr>
<td>60-69</td>
<td>56,047 (40.27)</td>
<td>45,671 (81.49)</td>
<td>5938 (10.59)</td>
<td>14,489 (25.85)</td>
<td>12,801 (22.84)</td>
</tr>
<tr>
<td>70-79</td>
<td>24,677 (17.73)</td>
<td>19,541 (79.19)</td>
<td>1873 (7.59)</td>
<td>5049 (20.46)</td>
<td>4468 (18.11)</td>
</tr>
<tr>
<td>80-89</td>
<td>1 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>121,909 (87.60)</td>
<td>99,649 (81.74)</td>
<td>13,272 (10.89)</td>
<td>30,104 (24.69)</td>
<td>26,670 (21.88)</td>
</tr>
<tr>
<td>Black</td>
<td>11,879 (8.54)</td>
<td>9370 (78.88)</td>
<td>1773 (14.92)</td>
<td>3431 (28.89)</td>
<td>2848 (23.98)</td>
</tr>
<tr>
<td>Asian</td>
<td>659 (0.47)</td>
<td>554 (84.07)</td>
<td>90 (13.66)</td>
<td>230 (34.90)</td>
<td>208 (31.56)</td>
</tr>
<tr>
<td>Two or more races</td>
<td>187 (0.13)</td>
<td>137 (73.26)</td>
<td>17 (9.09)</td>
<td>40 (21.39)</td>
<td>36 (19.25)</td>
</tr>
<tr>
<td>Other</td>
<td>4530 (3.25)</td>
<td>3742 (82.60)</td>
<td>484 (10.68)</td>
<td>975 (21.52)</td>
<td>875 (19.32)</td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed high school</td>
<td>56,767 (40.79)</td>
<td>45,665 (80.44)</td>
<td>6158 (10.85)</td>
<td>15,889 (26.99)</td>
<td>13,920 (24.52)</td>
</tr>
<tr>
<td>Completed vocational or technical training</td>
<td>1585 (1.14)</td>
<td>1281 (80.82)</td>
<td>177 (11.17)</td>
<td>425 (26.81)</td>
<td>378 (23.85)</td>
</tr>
<tr>
<td>Completed college</td>
<td>44,054 (31.66)</td>
<td>36,389 (82.60)</td>
<td>5232 (11.88)</td>
<td>12,137 (27.55)</td>
<td>10,776 (24.46)</td>
</tr>
<tr>
<td>Completed graduate school</td>
<td>17,747 (12.75)</td>
<td>15,217 (85.74)</td>
<td>2115 (11.92)</td>
<td>4397 (24.78)</td>
<td>3924 (22.11)</td>
</tr>
<tr>
<td>Unknown</td>
<td>18,901 (13.58)</td>
<td>14,838 (78.50)</td>
<td>1974 (10.44)</td>
<td>5218 (27.60)</td>
<td>4551 (24.08)</td>
</tr>
<tr>
<td>Household income level (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40,000</td>
<td>35,306 (25.37)</td>
<td>27,129 (76.84)</td>
<td>3564 (10.09)</td>
<td>9176 (25.99)</td>
<td>7966 (22.56)</td>
</tr>
<tr>
<td>40,000-69,999</td>
<td>30,374 (21.83)</td>
<td>24,312 (80.04)</td>
<td>3293 (10.84)</td>
<td>7870 (25.91)</td>
<td>6962 (22.92)</td>
</tr>
<tr>
<td>70,000-99,999</td>
<td>35,964 (25.84)</td>
<td>29,944 (83.26)</td>
<td>4232 (11.77)</td>
<td>8989 (24.99)</td>
<td>7907 (21.99)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>32,608 (23.43)</td>
<td>28,275 (86.71)</td>
<td>4032 (12.37)</td>
<td>7467 (22.90)</td>
<td>6678 (20.48)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4912 (3.53)</td>
<td>3792 (77.19)</td>
<td>515 (10.48)</td>
<td>1278 (26.02)</td>
<td>1124 (22.88)</td>
</tr>
</tbody>
</table>

*Percentages in these columns are based on values in the “Reached” column.
Engagement With Messages

Overall, of the 139,164 people who received an intervention email, 113,452 (81.52%) opened at least one message. A total of 15,636 people (11.24%) clicked the call to action in at least one of the messages (ie, “clicks”). Engagement by sample characteristics can be found in Table 1.

For those who opened an email, it took an average of 4.46 (SD 5.87) emails for them to do so. For those who clicked an email, it took opening of an average of 4.26 (SD 4.49) emails first; the data do not indicate how many emails were opened prior to people booking a mammogram by phone or via the patient portal without clicking a call to action. Time delays in the scheduling and attendance data prevent calculating the average number of messages prior to behavioral engagement.

Behavioral Outcomes

Among the 139,164 people messaged, 34,780 people (24.99%) scheduled an appointment for a mammogram. At the time of data analysis, 30,637 people (22.02% of the total; 88.09% of those who scheduled) had attended a mammogram. Behavioral response by sample characteristics can be found in Table 1.

Proportionate Engagement and Behavioral Outcomes Across Demographic Subgroups

An important goal in digital health intervention development and research is the achievement of health equity, reached when every person has the opportunity to “attain his or her full health potential” [30]. Statistical methods for analyzing health equity—or equivalent outcomes between groups—largely stem from clinical trial research and tend to focus on comparisons between two groups (ie, two means, two proportions, etc) [31].

One approach to showing equivalence is to carry out a chi-square goodness-of-fit test based on the null hypothesis of no treatment difference [32]. Chi-square goodness-of-fit tests were used to analyze whether any patient subgroups were more likely than others to engage with the intervention emails (ie, opened and clicked). Due to giant sample sizes, all the chi-square goodness-of-fit tests were significant at $P<.001$—with the exception of the chi-square goodness-of-fit test comparing email engagement between race subgroups, which was significant at $P=.008$—obscuring the fact that the expected engagement resembled the observed engagement across demographic subgroups. In samples of this size, the $P$ values quickly approach zero [33]. Unlike in clinical trials, where insufficient sample sizes, insensitive outcome measures, or insensitive analyses unduly threaten nonsignificant results [32], this research is challenged by the giant sample size. Basing conclusions on the $P$ values of the chi-square goodness-of-fit tests might suggest that there are important statistical differences in engagement between population subgroups, when in fact the results indicate little to no practical difference.

For example, women across age groups demonstrated practically similar levels of engagement with the emails and close-to-expected values from the baseline established by the percentage of women in each group reached. In total, 82.55% of the 58,439 women reached who were aged 50 to 59 years (n=48,240) opened an email, compared to the expected baseline of 81.60%. Even closer to the baseline, 81.49% of the 56,047 women reached who were aged 60 to 69 years (n=45,671) opened an email. Slightly further from the baseline were women aged 70 to 79 years, of whom 79.19% out of 24,677 women reached (n=19,541) opened an email.

Chi-square goodness-of-fit tests were also used to analyze whether any patient subgroups were more likely than others to schedule or attend a mammogram following receipt of the intervention emails. Similar to the tests conducted for email engagement, due to giant sample sizes, all the chi-square goodness-of-fit tests for behavioral outcomes were significant at $P<.001$. Again, the large sample sizes obscure the fact that the expected engagement resembled the observed engagement across demographic subgroups.

For example, women across income levels demonstrated practically similar levels of behavioral outcomes and close-to-expected values based on the baseline. Out of 35,306 women reached who were making less than US $40,000 per year, 22.56% (n=7966) attended a mammogram, compared to the expected baseline of 25.37%. Out of 30,374 women reached who were making US $40,000 to US $69,999 per year, 22.92% (n=6962) attended a mammogram; also, 21.99% of the 35,964 women reached making US $70,000 to US $99,999 per year (n=7907) attended a mammogram. Slightly further from the baseline were the 32,608 women making more than US $100,000 per year, of which 20.48% (n=6678) attended a mammogram. Out of 4912 women with unknown income, 22.88% (n=1124) attended a mammogram.

An alternative approach to a chi-square goodness-of-fit test based on the null hypothesis of no treatment difference is to preselect a value for the treatment difference that is of practical importance [32,34]. This value should be chosen a priori such that proportions can be considered equivalent if their observed differences do not exceed it. Figure 3 shows the proportion of each demographic subgroup for each measure along the behavioral funnel. We did not choose an a priori value for the treatment difference because of the novel nature of the reinforcement learning–enabled digital health intervention under study. Instead, these exploratory analyses seek to complement the chi-square goodness-of-fit tests and to qualitatively ascertain equitable reach by demonstrating that the proportion of each demographic subgroup remains close to the same for each measure along the behavioral funnel.

For example, 87.60% of the reached population consisted of Caucasian people, so equivalent outcomes would require that close to 87.60% of the populations who opened at least one message, clicked the call to action, scheduled a mammogram, and attended a mammogram should consist of Caucasian people. For the population who opened at least one message, the proportion of Caucasian people was slightly higher than the expected 87.60%. For the populations who clicked the call to action, scheduled a mammogram, and attended a mammogram, the proportion of Caucasian people was slightly lower than the expected 87.60%.
Discussion

Reach and Behavioral Outcomes

This study explored the feasibility of developing and implementing Precision Nudging (ie, a tailored messaging intervention delivered through a BRL algorithm) to promote mammograms to eligible patients of a large health system. Overall, of the 139,164 people who received an intervention email, 113,452 (81.52%) opened at least one message and 15,636 (11.24%) clicked a call to action. A total of 34,780 people (24.99%) scheduled a mammogram, and 30,637 people (22.02% of the total; 88.08% of those who scheduled a mammogram) attended a mammogram. The results support similar health-related pilot studies [35-39] and demonstrate that a reinforcement learning–enabled digital health intervention is capable of reaching women overdue for recommended screenings and prompting behavioral responses, such as scheduling and attending mammograms. The results also demonstrate that engagement and behavioral response are proportional within demographic subgroups of race, age, educational attainment, and household income level.

The intervention used in this study was specifically designed to address a broad range of behavioral determinants, including those more common among underserved groups, like racial and ethnic minorities, and those experiencing poor social determinants of health [24]. A test of whether that approach was successful is assessing whether engagement and behavioral responses from members of those groups are at levels equal to or greater than responses from people who are Caucasian or of higher socioeconomic status. Within the population who was eligible to receive intervention messaging, we saw no practical differences [40] in the frequency at which people engaged with the intervention or took action following a message based on their age, race, educational attainment, or household income. This has implications for the ability of this type of intervention to support health equity in being able to communicate with, and overcome barriers to, preventive care across population subgroups, including many that are historically underserved by digital health, such as non-White people and people of lower educational and income levels. Importantly, this study suggests that such equitable outreach can be done at scale by leveraging email, reinforcement learning, and behavioral science.

That said, we do see differences in the baselines by which people of demographic subgroups were reached by the intervention. For example, 17.73% of the sample were women aged 70 to 79 years, compared to 41.99% who were women aged 50 to 59 years and 40.27% who were women aged 60 to 69 years. While it is likely this is partly due to the fact that eligibility criteria for the intervention was cut off at 74 years of age, curtailing the number of potentially eligible women, it is worth investigating alternative channels to ensure that people who are not frequent email users receive prompts about recommended health behaviors.

It is important to note that the patients included in the feasibility pilot were considered less engaged with their health care by nature of being overdue for their recommended mammograms without a future appointment scheduled. Highly activated patients tend to be compliant with health recommendations, including breast cancer screening [41]. Relatively, in this sample, 88.08% of women who scheduled a mammogram went on to attend it, suggesting a no-show rate as high as 11.92%. This is higher than the no-show rates found in other research studies looking at a general population (ie, 6.20%) [42]. It seems likely that expanding this intervention to a more heterogeneously
engaged sample (ie, women within 6 to 24 months of their last mammogram) may yield higher mammogram scheduling and completion rates.

Implications and Future Directions

Having established the feasibility of this digital health intervention to improve uptake of mammograms in a health system, the most obvious and urgent next steps are to understand causal effects. It is important to understand whether this intervention improves mammogram uptake compared to standard of care or alternatives, such as a static reminder message. This research may be accomplished via a randomized controlled trial or quasi-experimental implementation (eg, comparing synchronous mammogram rates between two similar health systems or markets where one uses the intervention and the other does not). It also may be fruitful to look at historical screening behaviors among the patients eligible for the intervention—or a yoked sample of similar patients—to establish the incremental influence of Precision Nudging on mammography behaviors.

Future research should investigate the economics of a behavioral intervention such as this one to increase mammography uptake in a health system. Given the potential of mammography to detect breast cancers at an earlier stage where treatment is less costly, widespread implementation of this sort of intervention may yield observable return on investment at the health system level over time, especially if used with unengaged patients who may have historically skipped recommended screenings and checkups. Understanding the economic impact of mammography interventions will help health systems determine whether and when to implement such programs as part of their prevention and disease management portfolios. As this research will necessarily account for cost savings associated with early detection as well as expenses associated with false positives, it may also help to clarify the costs and benefits of annual mammograms, in general, and for specific demographic groups.

Another promising area of future study is the use of behavioral interventions to improve operational efficiency in health systems. A potential drawback to patient-directed behavioral interventions is that they may increase provider workload. The Precision Nudging intervention was designed to have limited impact on clinician workflow. Patient data were automatically captured from the medical record without additional steps from providers, and communication timing and frequency were considered in terms of provider capacity. The intervention also accommodates message throttling to help mitigate excess demand on screening centers. We believe that interventions that help close the loop within the health system so that patients complete recommended behaviors in a timely manner may actually create operational efficiencies by smoothing demand for mammograms and other screenings and make productive use of existing patient data to support engagement with recommended care. It may also have the benefit of making it clear to providers which patients do not have or use email and may require high-touch outreach, so that those channels can be used appropriately. It would be worth quantifying whether monitoring and adjustment of outreach smooths mammography schedules, maximizing throughput without creating additional stress on providers. This could include both increasing mammogram appointments at slow times of the day, week, month, or year, as well as shifting mammography demand subsequent to campaigns such as Breast Cancer Awareness Month in October [43] to times where capacity is greater. Another lens to understand how the intervention impacts patient behaviors is through patient experience research. Especially given that the population reached in this feasibility study was not proactively engaged in scheduling their recommended mammograms, there is value in a qualitative understanding of their response to the email communications and whether they perceived them as different or more compelling than typical health system communications. We hope to study patient perception of Precision Nudging as well as perception of the communications to better understand the intervention’s effects and continually improve its acceptability and effectiveness.

Finally, there is opportunity beyond patient experience research to investigate improvements to the intervention itself. This may include advances to the reinforcement learning platform that assembles messages based on patient behavioral responses, enhancements to the library content to address barriers more effectively or to accommodate emerging barriers, or expansion to other channels, such as text message or chatbot, to better engage the full patient population. Although the feasibility study shows promising reach and engagement across patient subgroups, future research should focus on ensuring equitable access and support for preventive care among groups with historical experience of structural inequalities [44]. This will require engaging members of those groups to understand their barriers to action and partnering to co-design solutions [24]. Ensuring equity will also require that the data used to train interventions like the one under study, which is driven by reinforcement learning, are representative of the populations at large and that the benefits conferred are available to all [45].

Limitations

This feasibility study offers real-world pilot results, while laying the groundwork for further investigation. First, and most obviously, while this study demonstrates that a BRL-powered email-based behavioral intervention is feasible to deliver a behavioral intervention for mammograms, its efficacy in achieving behavioral results can be better understood through a randomized controlled trial or other experimental methods in future work. The hypothesis that the personalization enabled by BRL enhances outcomes relative to a standard nonpersonalized health system messaging campaign should be rigorously tested.

In terms of better demonstrating equitable outcomes, a major limitation to this study came from the lack of an a priori value for the treatment difference that would be of practical importance. Given the giant sample sizes in studies like this, alternative methods for establishing equivalence need to be employed. Future research should suggest and test a priori values of true treatment differences between population subgroups.

This work was also confined to a single health system whose patients are geographically concentrated in the Midwestern United States. Moreover, the system is a mission-driven Catholic
health care organization. Although this does not have bearing on recommendations around breast cancer screening, the health system’s Catholic identity may attract a patient population who differs from the general US patient population. Future research should examine the success of this mammography intervention in other health systems to establish the generalizability of the results.

The unsubscribe rate for intervention emails over the 2 years of study was 10.5%. Despite being generally much higher than the 2022 average for health care services marketing emails [46], it is difficult to draw direct comparisons between this novel reinforcement learning–driven digital health intervention and other digital communications interventions. In this case, it is reasonable to assume that a large proportion of those who unsubscribed were women who had attended their mammograms, as they were not informed that they would no longer receive intervention emails once they had scheduled or attended their mammograms. Other women might have been induced to feel annoyed or guilty by the ongoing messages. Thus, a limitation involved not exploring the demographics, engagement, and behavioral outcomes of those who unsubscribed, to better understand their motivations for doing so, and, ultimately, improve the intervention to reduce the unsubscribe rate.

Finally, the time period during which the feasibility study was conducted coincided with the resumption of preventive care, such as mammograms, during the COVID-19 pandemic, which may have artificially influenced mammography behaviors among the patient population. Continued monitoring of the intervention’s outcomes over time should provide clarity as to its performance in times of reduced demand for screenings.

Conclusions
This retrospective, single-arm, observational study suggests that a reinforcement learning–enabled email intervention can be used in a health system to engage patients who are significantly overdue for their mammograms to schedule and attend a recommended screening. In this feasibility investigation, the intervention was associated with scheduling and attending mammograms for patients who were significantly overdue for recommended screening. Moreover, the intervention showed proportionate reach across demographic subpopulations. This suggests that the intervention may be effective at engaging overdue patients of many different backgrounds. In a time where many patients are behind on preventative screenings, with potentially life-altering results, and where many health care organizations are eager to manage costs and deliver quality care, interventions that engage the most disengaged patients are a vital tool to improve outcomes. These interventions will be successful to the extent they can be delivered in a low-cost and scalable fashion, offer flexibility to systems and providers to support established workflows, and concretely help patients overcome the barriers that have kept them from recommended care.
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Abstract

Background: In 2022, an estimated 1.105 billion people used smart wearables and 31 million used Fitbit devices worldwide. Although there is growing evidence for the use of smart wearables to benefit physical health, more research is required on the feasibility of using these devices for mental health and well-being. In studies focusing on emotion recognition, emotions are often inferred and dependent on external cues, which may not be representative of true emotional states.

Objective: The aim of this study was to evaluate the feasibility and acceptability of using consumer-grade activity trackers for apps in the remote mental health monitoring of older aged people.

Methods: Older adults were recruited using criterion sampling. Participants were provided an activity tracker (Fitbit Alta HR) and completed weekly online questionnaires, including the Geriatric Depression Scale, for 4 weeks. Before and after the study period, semistructured qualitative interviews were conducted to provide insight into the acceptance and feasibility of performing the protocol over a 4-week period. Interview transcripts were analyzed using a hybrid inductive-deductive thematic analysis.

Results: In total, 12 participants enrolled in the study, and 9 returned for interviews after the study period. Participants had positive attitudes toward being remotely monitored, with 78% (7/9) of participants experiencing no inconvenience throughout the study period. Moreover, 67% (6/9) were interested in trialing our prototype when it is implemented. Participants stated they would feel more comfortable if mental well-being was being monitored by carers remotely.

Conclusions: Fitbit-like devices were an unobtrusive and convenient tool to collect physiological user data. Future research should integrate physiological user inputs to differentiate and predict depressive tendencies in users.
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Introduction

Background

In 2021, there were approximately 280 million people diagnosed with depression worldwide [1]. Although the majority of older adults (65+ years old) are not depressed, older adults are at a higher risk of depression [2]. Eighty percent of older adults have at least one chronic health condition, which can contribute to mental illness [3,4]. Thirty percent of older adults in residential care are at risk of depression [5]. Mental illness in older adults is sometimes viewed as an inevitable reaction to changes in socioeconomic standing or increased age and has been deemed untreatable for some people [2,3]. Older adults are also more likely to be concerned about the stigma of seeking treatment for mental illness [6]. Consequently, older adults are less likely to seek help when affected by mental illness, such as depression [3].
Cost-effective smart wearables are increasingly used in the general population [7]. In 2022, there were 1.105 billion smart wearable users worldwide [7]. Of these, approximately 31 million were Fitbit users [8]. Therefore, many studies are incorporating smart wearables, particularly Fitbit devices, in health research [9-11]. A recent scoping review investigated the effectiveness and efficiency of mobile health procedures for improving physical health [12]. From 2012 to 2022, including 148 studies, there was no “one-size-fits-all” approach for monitoring physical health. However, the authors found that mobile health interventions are promising for facilitating behavioral change. A similar review [13] concluded that more research was required on the effectiveness and feasibility of smart wearables for changing or assessing physical health. Using only Fitbit devices, Ringeval et al [11] assessed the effectiveness of using Fitbit devices in interventions to promote healthy lifestyle habits. Evaluating 41 studies [11], the authors concluded that Fitbit devices improved lifestyles in users. There was increased daily step counts, increased physical activity, and reduced mass in participants [11]. A further review [14] investigated the applicability of wearable devices for vital sign monitoring in outpatients and found that early detection of physiological deterioration via wearable devices likely improves patient outcomes. Although positive, on-body, potentially obtrusive sensors, such as heart rate monitors, patches, and arm bands were used, these may not be feasible for prolonged use.

The aforementioned reviews demonstrate that wearable devices can result in positive physical activity changes. Despite this, few studies have investigated how mental health might change from using smart wearables. Furthermore, very few studies have investigated older adults. This is problematic, as older adults are more likely to be apprehensive toward newer technologies [15,16]. With most studies focusing on laboratory-based settings, we proposed the use of consumer-grade smart wearables for mental health monitoring in order to bridge the gap between older people, modern technologies, and mental health [17].

Prior Work

Smart wearables, particularly Fitbit-like devices, can be used to assist in the treatment of mental health conditions. A recent study investigated the feasibility (frequency of use) and acceptability (through follow-up interviews) of mobile health technologies to increase physical activity among users with severe mental illness [18]. Participants reported high satisfaction and increased motivation through goal setting and self-monitoring, facilitated by the mobile health technology. Another qualitative study integrated Fitbit devices with behavioral activation therapy [10]. People had more positive self-awareness, improved peer-based motivation, and improved motivation to set goals. Negative feedback included inconvenience, disinterest in participating in the study, and inaccuracy of the measurements. Furthermore, a 12-week randomized trial incorporated a non-Fitbit device (tablet) and telephone counseling to increase physical activity in older adults [19]. The intervention was feasible and accepted by the participants. It also reduced mass and increased physical activity time in older adults.

Factors such as heart rate and gait patterns can indicate depression which can be monitored using smart wearables [20,21]. Research has also validated the use of smart wearables for emotion recognition [22-25]. Smartwatches or bracelets were used and paired with external emotion-eliciting stimuli to evaluate the reliability and accuracy for emotion recognition. In laboratory-based settings, 3 studies provided participants with stimuli, including video and music clips, which were used to elicit happy, neutral, or sad emotions [23-25]. Poststimuli activities, conducted within 2 hours of emotion elicitation, included walking with a chest-mounted heart rate monitor [23]. Results showed a higher accuracy (74%) for detecting happy emotions as opposed to sad emotions. An earlier study observed walking changes 1 minute after participants received a visual stimulus to elicit an emotional response [25]. In that study, walking patterns could predict the expected emotional response 81.2% of the time. The studies show that walking patterns and smart wearables can be used to recognize user emotions. Adopting a different approach for emotion elicitation, using electrodermal activity, skin temperature, heart rate, and a Self-Assessment Manikin form, another study [22] developed an algorithm to predict emotion based on electrodermal activity signals. The algorithm accurately tagged emotions 57% of the time.

In a previous study [17], we proposed an autonomous mental health-monitoring system for older aged people (AutoMAP), which provided an emotion recognition framework using minimal to no explicit user input or interaction (Figure 1). The aim of AutoMAP is to monitor the mental health of the user, without explicit user interaction (ie, not requiring the user to manually log their moods at a specific time). This framework used physiological data collected using smart wearables with the intention of predicting user mood using mood measures such as the Geriatric Depression Scale (scored from 0 to 15, with 0 indicating no depressive tendencies and 15 indicating high depressive tendencies; scores > 9 would indicate very high depressive tendencies). The intention, when finalized, is to report depressive tendency scores to caregivers via a mobile app. In this paper, we focus on validating the feasibility (Are we able to do it?) and acceptability (Are participants willing to do it?) of our framework (Figure 1). Therefore, this paper presents the findings of a feasibility study. Although our study consists of qualitative and quantitative components, this paper describes the qualitative outcomes, centered around the feasibility and acceptability of AutoMAP. Quantitative Fitbit data, efficacy, and accuracy of the emotion recognition techniques in this framework will be presented in future papers.
Methods

Overview

Our study investigated the feasibility (Are the researchers able to perform the study, with the numbers required, and using the framework proposed?) and participant acceptability (How accepting are participants of the daily monitoring and questionnaires, the mobile app, and use of the mobile app?) of AutoMAP for older adults (65+ years old). Participants wore a Fitbit smartwatch for a 4-week period, completed a validated depressive symptom survey weekly, and provided a self-reported mood score daily.

Ethical Considerations

The study was approved by the Human Research Ethics Committee (HREC) of the University of Technology Sydney (HREC reference #ETH20-4912).

Procedures

To identify the feasibility and acceptability of our framework, we performed a hybrid inductive-deductive thematic analysis [26,27] on pre-post semistructured interviews with participants. The study protocol is accessible under the Open Science Frameworks [28].

Participant Recruitment and Onboarding

Participants were recruited by word of mouth and calls for expressions of interest among senior communities and aged care facilities. There were six main inclusion criteria for the study: (1) being able to speak and understand English, (2) being aged over 65 years, (3) willing to wear a Fitbit for 4 weeks, (4) living alone with no external assistance, (5) being able to provide informed consent, and (6) having access to the internet through a computer or mobile phone. The participant recruitment flowchart is shown Figure 2. Individuals living independently were chosen for this study, as this is the target cohort for our proposed AutoMAP framework.

Similarly, there were 8 exclusion criteria for the study. These exclusion criteria included pre-existing conditions affecting sleep, gait, or heart recordings; travel plans within the duration of the 4-week period; foreseen out of the ordinary plans within the 4-week period; an inability to walk; an inability to access online surveys within the time requirement; having a history of skin rashes around the wrist area; a nickel allergy that may cause a reaction to the smartwatch charging probe; and any pre-existing diagnosis of mental health conditions. At this preliminary stage, we explicitly excluded participants with pre-existing mental health issues, as we are in the feasibility and participant acceptability stage of this research. Due to difficulties recruiting participants, 2 participants aged 64 years were also included; however they did not return for the poststudy interviews. Their data were excluded from study.

After providing an expression of interest (Figure 2), participants were provided an information sheet detailing the inclusion criteria and requirements during the 4-week period. Twelve participants were deemed eligible and were sent a participant pack. Participant packs consisted of five components: (1) a Fitbit Alta HR device, (2) a participation confirmation and information sheet, (3) a distress management resource list, (4) a simplified Fitbit user guide, and (5) a summarized task checklist. To avoid subconscious response bias, participants were blinded to the study objectives until the end of the 4-week study period. Of the 12 participants, 3 did not return for the final interviews. Figure 2 illustrates the initial screening and onboarding process at the start of the 4-week study period.
Wearable Device
For this study, all participants were provided a Fitbit Alta HR smartwatch. The Fitbit Alta HR smartwatch was used due to its cost-effectiveness for the eventual end user, as well as its ease of setup and usage [4,22]. Studies have shown fair performance accuracy for similar Fitbit devices (Fitbit Charge 2), with a heart rate estimation error of 14% [2]. A review of Fitbit-centered sleep studies also showed sensitivity values of 0.95-0.96 and specificity values of 0.58-0.69 for detecting sleep stages [29].

Participants were required to wear the device at all times during the 4-week period, except during showering. As the study required sleep data, participants wore the device when sleeping. The Fitbit Alta HR takes approximately 2 hours to fully charge. To ensure minimal data loss, we recommended that participants charge the Fitbit before they showered. To limit further inconvenience, we did not set fixed times for recharging.

Participant Protocols
Participants were provided a list of resources in case of emotional distress during the 4-week study period. Although introductory interviews were basic questions about the everyday lives of the participants, there were protocols to terminate the interview session and stop participation if a participant became distressed. Participants were informed that they were allowed to withdraw from the study at any point.

Researcher Interventions
Researchers could advise participants to seek assistance from a resource list or medical professionals. Participants were provided with contact information of the research team.

COVID-19 Protocols
The study took place in zero-contact settings to accommodate COVID-19. Participant document packs and devices were sent via post, and all interviews were held via phone.

Data Acquisition and Analysis

Questionnaires
Participants completed an online daily questionnaire consisting of a self-report mood rating Likert scale, open questions on activity and food preferences (diversion questions away from depressive symptoms), and an optional section to add details of any out-of-the-ordinary events in the preceding 24-hour period. For the mood scale, participants were asked “How would you rate your mood in the past 24 hours,” rated on a scale from 1 to 10, once per day. Diversion questions, such as “What do you feel like eating?” and “What do you feel like doing?” were added to the daily mood reported questionnaire to reduce response bias.

Participants also completed an online 15-item Geriatric Depression Scale (GDS-15) once per week [30]. This is a short
form of the GDS and consists of 15 yes or no questions with a single-point score for each response, which can indicate depression [31]. The participants also completed the GDS-15 questionnaire online during the introductory briefing. These responses were used as the baseline GDS scores to exclude participants (if GDS scores were >10) and for data labeling to train and test a machine learning algorithm that is part of the AutoMAP framework. As this stage is part of the quantitative phase of the research, it is not detailed further in this paper. Any participants scoring >6 on the GDS would be advised to attend a general practitioner consultation prior to participating in the study. Higher-scoring participants were not excluded immediately, as the GDS is a screening rather than a diagnostic tool for depression [31]. Both sets of questionnaires were administered through an online platform (Google Forms) dedicated to conducting and circulating online surveys.

**Interviews**

Two sets of interviews (Textbox 1) were performed at different times: (1) baseline and (2) on completion of the 4-week study period. Interviews were transcribed verbatim. The mean interview time was 11 minutes (range 4 minutes to 16 minutes) and were administered via phone by the primary researcher and coder (FM). Anonymized interviews were coded by a team of 3 additional coders (JG, PS, and WR) that had no interaction with the participants. Data were analyzed using hybrid inductive-deductive thematic analysis [26].

Prestudy interviews (Textbox 1) provided insight into the everyday lives of participants in the 4 weeks preceding the study and into the impact of COVID-19 on regular interactions (if any). We added the COVID-19 component to account for anomalies in participant data if they in fact did feel impacted by the pandemic. Poststudy interviews gained feedback on the study period itself. Poststudy interviews were held after the 4-week study period (Textbox 1). Participants were provided further details on the study and its objectives. To determine feasibility and acceptability, we asked the participants about their experience during the 4-week period, whether they would be interested in the autonomous mental health-monitoring system we have proposed, and what they would or would not want to see in the mobile app. Such an app would report their emotional state, for example, using clean, straightforward notifications versus a detailed dashboard view of vital signs.

To provide insight on whether participants felt any inconvenience or discomfort during the 4-week study period, we asked participants a set of questions about the Fitbit device. Questions 1 to 3 (Textbox 1) discussed the user experience. Questions 4 to 6 and 10 were designed to obtain feedback for improvement on the study design should the study be replicated in the future. Questions 7 and 8 asked participants about the likelihood of being more relaxed if their caregivers were informed of their mental health. Finally, question 9 was designed to validate the potential impact that the framework, as a whole, may have on older adults living alone.

As the aim of this study is to evaluate the feasibility and acceptability of AutoMAP, we conducted a qualitative analysis of both sets of interviews. We assessed levels of agreement through study retention and qualitative outcomes. We performed a hybrid inductive-deductive thematic analysis [26] with 4 coders (FM, JG, PS, and WR). Our deductive thematic analysis was initially directed toward usability; however, we identified commonly mentioned subthemes to provide more insight on the interviews. In a workshop discussion, deidentified interview responses were assessed with four aims: (1) generate initial codes, (2) search for themes, (3) review themes, and (4) finally define and name the themes. Figure 3 shows an overview of how interview responses were coded and analyzed.
Textbox 1. Questions asked during the pre-post interviews.

**Preintervention (introductory) interview**
1. How have you generally felt over the past four weeks?
2. How often do your caregivers visit you/you visit them (family, friends, or medical professionals)?
3. Was this the same/less/more prior to the COVID-19 pandemic?
4. Do you feel that your lifestyle or your daily life has been impacted by COVID-19 in any way?
5. Do you feel more dependent on others now as opposed to a few years ago?
6. Geriatric Depression Scale (GDS) Questionnaire
7. Do you have any questions for us?
Follow-up questions will be asked based on their responses to the above questions.

**Postintervention (closing) interview**
1. How was your experience over the past four weeks?
2. Did anything cause you discomfort during this time?
3. How was wearing the Fitbit for 4 weeks
4. Was the daily survey inconvenient?
5. Was there any part in the survey that made you feel uncomfortable or distressed?
6. Do you have any feedback or suggestions for how we can improve the study in the future?
7. Let’s say we build a mobile app to send notifications to you or your families based on our findings, in real-time. Would that make you feel more relaxed while living independently?
8. What would you want in such an app?
9. Do you feel more at comfort when you know someone is looking after you or concerned about your inner wellbeing, regardless of whether they are with you all the time?
10. Do you have any further questions from us about our study?
11. Would your experience or answers with this study have been different prior to the COVID-19 pandemic?
Follow-up questions will be asked based on their responses to the above questions.

Figure 3. Sample excerpt analysis between the researcher and participant. P: participant; R: researcher; UX: user experience.

Results

**General Summary**
A summary of participant demographics is presented in Table 1. In all, 12 participants (mean age 68.58 years, SD 3.475 years) were interviewed prior to the 4 weeks with 9 out of 12 participants (mean age 69.11 years, SD 2.998 years) returning for a poststudy interview (75% retention). The 3 participants that did not attend the closing interviews were uncontactable, and the Fitbit data and prestudy interview responses were excluded from the study. Closing interviews were held with the...
remaining participants to identify the feasibility and acceptability of the framework as well as potential improvements to the proposed framework (Figure 1). Figures 3 and 4 provide an example of how interviews were analyzed. Themes were formed based on key words and the context of the overall response.

Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Age (years)</th>
<th>GDS(^a), mean (baseline)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(^b)</td>
<td>F</td>
<td>64</td>
<td>3.406 (3)</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>68</td>
<td>0.464 (0)</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>72</td>
<td>0 (0)(^c)</td>
</tr>
<tr>
<td>4(^b)</td>
<td>F</td>
<td>64</td>
<td>7.071 (6)</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>67</td>
<td>0.316 (0)</td>
</tr>
<tr>
<td>6</td>
<td>M</td>
<td>70</td>
<td>0 (0)(^c)</td>
</tr>
<tr>
<td>7</td>
<td>F</td>
<td>68</td>
<td>0.974 (1)</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>75</td>
<td>6.310 (9)</td>
</tr>
<tr>
<td>9</td>
<td>M</td>
<td>71</td>
<td>0.4 (0)</td>
</tr>
<tr>
<td>10</td>
<td>F</td>
<td>65</td>
<td>0 (0)(^c)</td>
</tr>
<tr>
<td>11(^b)</td>
<td>F</td>
<td>73</td>
<td>2 (2)</td>
</tr>
<tr>
<td>12</td>
<td>M</td>
<td>66</td>
<td>0.448 (1)</td>
</tr>
</tbody>
</table>

\(^a\)GDS: Geriatric Depression Scale.
\(^b\)Did not return for postintervention interview and was excluded from the study.
\(^c\)Had no change in GDS scores throughout the 4-week period.

Figure 4. Excerpts from two researcher-participant interviews with key words highlighted by one coder. P: participant; R: researcher.

R: How was your experience over the past four weeks?
P: Great it was good to sit down and put the thoughts down

R: Did anything cause you discomfort over this time?
P: No no, not at all. It was interesting to see how much walking I've been doing

R: Would you prefer to not wear the Fitbit for so long (4 weeks)?
P: Hasn't bothered me because it's so light when it's not on my arm I'm like 'oh gosh where is it?'. Became automatic putting it back on. Hasn't been an issue. It was light and tiny, so it was very suitable for people our age

R: Was there any part in either survey that made you feel uncomfortable or distressed?
P: No, I enjoyed it really

R: Let's say we build a mobile app to send notifications to you or your families based on our findings, in real-time. Would that make you feel more relaxed while living independently?
P: Yes

R: What would you want in such an app?
P: Vital signs, blood pressure (researcher note: semi-detailed)

R: Do you feel more at comfort when you know someone is looking after you or concerned about your inner wellbeing, regardless of whether they are with you all the time?
P: Definitely don't have an issue on that part

R: How was your experience over the past four weeks?
P: Was good. Didn't notice anything except one day got late with answers. Never an imposition and went very quickly. Didn't feel stressed, normal life.

R: Did anything cause you discomfort over this time?
P: None at all whatsoever. Actually surprised how quick it ended.

R: Would you prefer to not wear the Fitbit for so long (4 weeks)?
P: It doesn't worry me except call vibration (researcher note: minor technical difficulty)

R: Was there any part in either survey that made you feel uncomfortable or distressed?
P: None

R: Let's say we build a mobile app to send notifications to you or your families based on our findings, in real-time. Would that make you feel more relaxed while living independently?
P: I think that would be nice but I don't have drops that major

R: What would you want in such an app?
P: A very clean app. Knowing physical details wouldn't particularly benefit anyone unless they have heart issues, I have a mentally disabled sister I think this would be good for. Should just say XYZ needs contact today.

R: Do you feel more at comfort when you know someone is looking after you or concerned about your inner wellbeing, regardless of whether they are with you all the time?
P: Yes that's a good idea

Preprocedure Analysis

Emergent themes from our analyses showed that participants had a positive life outlook over the preceding 4-week period. Specifically, 75% (9/12) of the participants had mostly positive emotions, with 41% (5/12) experiencing some negative emotions, 60% (3/5) of whom experienced significant negative life events. Moreover, 50% (6/12) of interviewees expressed a range of health concerns, with 83% (5/6) showing minor concerns and 17% (1/6) having major health concerns.
All (12/12) participants had family members visiting them occasionally, while 83.3% (10/12) had more frequent visitation with friends. Only 50% (6/12) had appointments with medical practitioners, usually once per year. Visitation frequency responses (n=28) exceeded the interviewee count (n=12), as categories were not mutually exclusive; that is, participants could state visitations with any or all categories (friends, family, or medical professionals). Categorically, 57% (16/28) of the responses showed visits ranging between family, friends, or medical practitioners, once or twice per year. However, among participants that had more frequent interactions, 32% (9/28) indicated weekly interaction with friends. Of the 12 participants, 7 had less interaction since the start of the COVID-19 pandemic (Figure 5b). Additionally, 67% (8/12) of the participants felt that their lifestyle and daily lives were negatively impacted by COVID-19 (Figure 5a).

**Figure 5.** Prestudy themes: (a) COVID-19 impact on users in preceding 4-week timeframe; (b) frequency of visitation with friends, family, or medical practitioners. Bars are different lengths, as not all patients mentioned each of these items during the interviews.
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**Postprocedure Analysis**

Responses after the 4-week study period were generally positive: 7 out of the 9 participants were pleased with the convenience and ease of study participation as well as the limited hands-on time commitment that was required. Figure 6 illustrates a summary of the thematic analysis for the postprocedure interviews. The user experience theme exceeds 9 participants, as 2 of the 9 participants mentioned this more than once through the interview. Moreover, 33% (3/9) of participants also experienced positive behavioral changes over the 4-week study period, particularly increased awareness and motivation to exercise more.

**Figure 6.** Dominant postprocedure themes for overall autonomous mental health–monitoring system for older aged people (AutoMAP) implementation and overall procedure period. User experience exceeds interview count due to repeat emphasis in responses.

![Figure 6](image)
Study Feasibility

Of the 9 participants, 6 (67%) felt no discomfort during the study, while 1 participant felt mild discomfort with having to wear the watch during warmer summer days. Of the 9 participants, 2 stated feeling slight frustration with having to wear the device overnight. Additionally, 7 of 9 (78%) interviewees found no inconvenience during the procedure, with the most common concerns being with the ability to report daily mood on time. Of the 9 participants, 2 felt worried about responding correctly even though there were no right or wrong answers. One participant found the diversion question “What do you feel like eating right now?” to be irrelevant, which was the purpose of the question. The procedure also resulted in behavioral change in 33% (3/9) of the participants particularly through exercise awareness and journaling during daily self-reports.

The device setup process and usage were favored by most participants, with only 1 participant having difficulty with the initial setup. Despite this, during data extraction, we found that 2 additional participants incorrectly linked their devices to the Fitbit app, which was resolved by requesting the participants to pair their devices again.

Overall, our analysis showed generally positive outcomes during the 4-week procedure. We achieved a retention rate of 75% (9/12). Some participants were seemingly aware of the study objectives although not explicitly disclosed, while others agreed it to be a good aim once they were provided more detail on our study goals.

Participant Usability

Further evaluating the usefulness and relevance of AutoMAP, we assessed the usability of the framework. Six of nine participants (67%) were interested in the full implementation of our working prototype and stated that they would also feel more relaxed and at comfort knowing that their mental well-being was being monitored, while the remainder felt it would be more useful for those people with major depression or diagnosed ailments. However, there were emergent themes pertaining to privacy, false positives (ie, the end user is alerted when there is no problem), and false negatives (ie, the end user is not alerted when there is a problem). These will be addressed under the mobile app requirements and constraints. Furthermore, 22% (2/9) of the participants suggested that the prototype would be more beneficial for users with specialized needs or diagnosed conditions such as Alzheimer disease, dementia, autism, Down syndrome, Asperger syndrome, or other mental health issues.

For 1 of the 9 participants, the pre-post study interviews showed a positive outlook, while the GDS scores were relatively high (mean 7). One participant that did not return for the postprocedure interviews had higher GDS scores (score 28) and an indifferent-to-positive outlook on life in the prestudy interview. The same participants also rated their own moods very highly (mean 8.31 and 7.8, respectively), showing that self-perceptions of emotion are not always accurate.

Of the 9 participants, 7 (67%) were pleased with the concept and potential of the prototype but raised concerns on its practicality. They suggested that the prototype may be a better fit for the special needs of persons of all ages or older adults with more serious problems, aside from general older adult populations. The envisioned end users of AutoMAP are the caregivers of older adults. However, one participant presented circumstances where the user does not have close friends or family, and the end user may not follow up on alerts.

Mobile App

The poststudy interviews were designed to collect suggestions and preferences for our proposed mobile app. The app would notify caregivers of the users’ depressive tendencies. Participants were provided 2 suggestions for app design: one being a neat, minimal app with only the bare essential information, such as their depressive score; and the other having more detailed information. Expanding on their preferences, 56% (5/9) of the participants preferred a clean, minimal app that would only send plain-text alerts to the app end user (caregiver) when the user showed depressive tendencies. For 2 of the 9 participants, a semidetailed app interface was preferred to a text-only interface. Another 2 participants did not specify their interface preferences but raised concerns on potential issues such as misinterpretation and alarm in case of false positives, as well as reduced privacy. If these concerns were addressed, participants would be allowed to choose the amount of information shared with their caregivers, with depressive scores being the minimum amount of information.

Discussion

Principal Results

Despite some participants facing minor technical difficulties during the device setup and syncing process, participants were positive about the framework. Two participants had issues with syncing the device to their Fitbit accounts through the app. Of the 2, 1 participant successfully resynced the device upon viewing an instructional video on the syncing process, while the other was unreachable despite our attempts to engage with the participant. This participant was one of the excluded participants. The participant that resynced the device was not concerned or particularly inconvenienced by the issues. The procedure resulted in positive behavioral change and improvements in physical and mental well-being. Participants commented that participation made them more aware of their physical activity, with some using the daily survey as a means of journaling, leading to mental relaxation. For people with no caregivers, we recommend a volunteer function within the AutoMAP mobile app that could allow other nominated people to check on users. This could also benefit the volunteers living through the COVID-19 pandemic through added purpose or interaction.

Participants were concerned about the possibility of false positives sent to caregivers or false negatives not being sent to caregivers. To mitigate this, we will need to train and test our algorithm to achieve high performance when determining emotion recognition from the smart watch data. When privacy is a concern, device users might choose what extra information is visible to the caregiver. This could include vital signs, depressive symptom range history, and movement patterns. We are unsure if device users should see their own emotion-level
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information, as it could cause subconscious bias or emotion alteration.

Although most participants favored a minimalist visual-based notification app, we will also provide options for semidetailed views for those that prefer this level of information in the app. We propose a mobile app that notifies caregivers when a user’s scores are indicative of depressive tendencies, facilitates autonomy and privacy, and allows for interface selection. Users’ scores will be determined through their physiological data and through machine learning techniques.

**Strengths and Limitations**

The procedure was convenient and easy to implement from a user experience perspective. Although some participants felt mildly concerned about the device setup and compliance with weekly and daily surveys, all participants that attended the follow-up interviews were positive about the general study design and ease of participation. We blinded participants to our study aims during our preprocedure interviews and informed participants of the study aims after the 4-week procedure. This type of blinding prevented subconscious response bias. The overall impression of the study was positive, with participants reporting that the 4-week study was well conducted, easy to follow, and had no significant inconvenience to their everyday lives. Generally, the daily survey was perceived to be clear and concise although in future iterations, efforts should be made to increase the range of the mood-rating components in the survey. This could potentially allow for finer, more-detailed self-reported emotion mapping.

Our study exclusively recruited older adults with no diagnosed mental health issues. A more diverse sample could improve the future application of the AutoMAP, as well as its performance and accuracy. Although participants generally found the study favorable, some preferred to not wear the device overnight. There may also be future issues regarding the sharing of private medical user data. The latter will be assessed and detailed in future research. Despite our efforts to maintain engagement with all participants, we were unable to interview 3 of the 12 participants for postprocedure interviews. Including the perspectives of these dropouts in our analysis might have provided a different perspective on the feasibility and acceptability of the procedure and framework.

**Comparison With Prior Work**

Our findings align with previous research on smart wearables for emotion recognition [23,24] or mental well-being [10,19]. These findings have shown that wearable sensors can be used for emotion recognition. Some of these studies [23,24] were in controlled settings, with deliberate emotion stimulation, where participants were not emotionally invested in the stimulus. These studies also observed participants for short time periods, meaning it is uncertain whether the stimuli used for emotion elicitation had the intended effect. By contrast, our procedure was performed in real-world settings, with participants wearing the Fitbit throughout their daily lives. Therefore, collected sensor data reflect emotions in real day-to-day life.

Promoting behavioral change through telephone counseling and smart wearables has shown promising outcomes [19]. Investigators also highlighted that competing wearable products may have different applications and accuracy, which should be accounted for in future studies using smart wearables. This study used a device from the Jawbone company, which is no longer manufacturing devices. This could render the implementation of procedures using Jawbone devices potentially invalid for long-term implementation. On the other hand, our study found feasibility for Fitbit devices in detecting preemptive depressive tendency rather than in being implemented as devices for behavioral therapy in people with diagnosed depression.

**Conclusions**

We will make four modifications for the future replication of our study: (1) predefined weekly and daily survey times for all participants, (2) fewer diversion questions, (3) assisted device setup and walk-throughs, and (4) more check-ins with participants during the study period.

This study is a vital step toward validating our framework and identifying requirements for the development of our proposed mobile app. Moving forward, we will perform a quantitative analysis on participant Fitbit data, develop the mobile app, and train and test our machine learning algorithm to detect depressive tendencies using physiological inputs. The machine learning component will be integrated with the mobile app to notify caregivers if the user’s score is indicative of potential depression.
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Abstract

Background: Childbirth is a physiological process with significant medical risk, given that neurological impairment due to the birthing process can occur at any time. Improvements in risk assessment and anticipatory interventions are constantly needed; however, the birthing process is difficult to assess using simple imaging technology because the maternal bony pelvis and fetal skeleton interfere with visualizing the soft tissues. Magnetic resonance imaging (MRI) is a noninvasive technique with no ionizing radiation that can monitor the biomechanics of the birthing process. However, the effective use of this modality requires teamwork and the implementation of the appropriate safeguards to achieve appropriate safety levels.

Objective: This study describes a clinically effective and safe method to perform real-time MRI during the birthing process. We reported the experience of our team as part of the IMAGINAITRE study protocol (France), which aimed to better understand the biomechanics of childbirth.

Methods: A total of 27 pregnant women were examined with 3D MRI sequences before going into labor using a 1-Tesla open-field MRI. Of these 27 patients, 7 (26%) subsequently had another set of 3D MRI sequences during the second stage of labor. Volumes of 2D images were transformed into finite element 3D reconstructions. Polygonal meshes for each part of the fetal body were used to study fetal head moldability and brain compression.

Results: All 7 observed babies showed a sugarloaf skull deformity and brain compression at the middle strait. The fetus showing the greatest degree of molding and brain shape deformation weighed 4525 g and was born spontaneously but also presented with a low Apgar score. In this case, observable brain shape deformation demonstrated that brain compression had occurred, and it was not necessarily well tolerated by the fetus. Depending on fetal head moldability, these observations suggest that cephalopelvic disproportion can result in either obstructed labor or major fetal head molding with brain compression.

Conclusions: This study suggests the presence of skull moldability as a confounding factor explaining why MRI, even with the best precision to measure radiological landmarks, fails to accurately predict the modality of childbirth. This introduces the fetal head compliance criterion as a way to better understand cephalopelvic disproportion mechanisms in obstetrics. MRI might be the best imaging technology by which to explore all combined aspects of cephalopelvic disproportion and achieve a better understanding of the underlying mechanisms of fetal head molding and moldability.
Introduction

Background

Events occurring within the first few hours of birth can cause fetal cerebral palsy or maternal perineum trauma, determining a human’s life trajectory. There is an urgent need for predictive and preventive tools to prevent avoidable birth traumas. Magnetic resonance imaging (MRI) is a noninvasive and nonirradiating tool suitable for exploring the biomechanics of the birthing process and evaluating fetal well-being. A clinical protocol to achieve this goal requires numerous safeguards to ensure the same level of safety in the MRI suite as in the delivery room.

In 1948, Mengert [1] described five components of cephalopelvic disproportion: (1) size and shape of the bony pelvis, (2) size of the fetal head, (3) force exerted by the uterine contractions, (4) moldability of the fetal head, and (5) presentation and position of the fetal head. A sixth component with intrapelvic organs and structures shaping the birth canal might also be considered [2]. Exploring these factors with imaging during birth is crucial to the prediction and prevention of cephalopelvic disproportion.

MRI is routinely used to explore fetal malformations antenatally and perform obstetric pelvimetry [3]. This technique, which is neither invasive nor irradiating, is safe for the birthing person and the fetus [4-9]. Parturients near term usually require an open-field MRI or a large oval bore, given their increased abdominal circumference. However, despite the potential advantages of MRI when evaluating the birthing process in real time, we identified only a few sites worldwide with an open-field MRI near a maternity ward that would enable the exploration of childbirth in all positions.

Prior Work

In 2010, Dr Christian Bamberg (Charité Hospital, Berlin) demonstrated the feasibility of MRI in childbirth [10,11] in response to a clear need to observe images of this process, which had only previously been described by obstetricians. Since then, MRI has made an enormous progress, given that it offers high-resolution 3D imaging and can evaluate the properties and composition of various tissues. Magnetic resonance (MR) elastography techniques are now available to measure tissue elasticity [12], and diffusion MRI explores water molecule movement in cells and tracks fibers on fetal cerebral nerve cells, uterine cells, and perineal muscle cells [13,14].

MR spectroscopy can explore tissue composition while acquiring qualitative and quantitative information on the presence of various molecules such as lactates [15-17], their tissue distribution, and changes in their concentrations over time. Multinuclear MR spectroscopy can explore fetal energy reserves in models of chronic fetal distress [18]; it can also study the maturity of fetal organs [19] as part of prematurity studies or in the exploration of certain metabolic diseases or birthing person-to-fetus drug transmission. Functional brain MRI with blood oxygen level–dependent imaging [20-22] may also be used, whereas proton spectroscopy can be used to assess lactate levels to examine the health of fetal tissues and the placenta [23].

In the short term, information available from 3D MRI during the birthing process can simulate childbirth and facilitate virtual reality birthing tests that are closer to reality than pelvimetry [24,25]. Moreover, a better understanding of fetal head compression could explain spontaneously observed cerebral hemorrhages and fetal heart rate abnormalities that can occur during the birthing process [26-28]. Thus, MRI can reveal important information that could be used at this crucial time.

Goal

We report our team’s experience with the IMAGINAITRE research protocol (France), which was approved by French authorities and a French National Ethics Committee. We aimed to observe the biomechanical changes of the fetal head and maternal perineum during human birth [2,29]. This paper describes a clinically effective and safe method for both the birthing person and child to perform real-time MRI during the birthing process.

Methods

Research Protocol

This research protocol was developed by the University Hospital of Clermont-Ferrand (Auvergne University) to meet specific research objectives and identify suitable locations to conduct this research in France. In our study, a public or private partnership emerged because of the location of and the equipment available at the private establishment that hosted this protocol. This private institution, located in Evry (Hopital Privé de l’Essonne, F91000, France), had clinical permits to operate both a maternity ward and a radiology department with open-field MRI in the same building.

Ethical Considerations

This prospective biomedical interventional study (IMAGINAITRE) was approved by the French ethical institutional review board “Ile de France II” (ID-RCB 2012-A01469-34) and the French National Agency for Drug and Medical Product Safety (Agence Nationale de Sécurité du Médicament et des Produits de Santé) and promoted by the University of Clermont-Ferrand Medical Center. All the women agreed to participate and signed an informed consent.

Preliminary Organization of Clinical and Radiological Teams

Performing an MRI during childbirth requires close collaboration among the clinical teams that usually support the patient in the delivery room. The birthing process is
Patient Selection

The inclusion criteria are as follows: parturients who are in the third trimester; who are aged 21 to 39 years; who are primipara, secundipara, or tertipara; who are with no known risk factors that can affect delivery; and who have provided their informed consent to participate. The exclusion criteria include fetal breech presentation or presentation that is not strictly cephalic at the time of delivery, a scarred uterus, multiple pregnancy, known maternal or fetal medical conditions or those requiring urgent care, and a fetal heart rate requiring care every 30 minutes. The contraindications for open-field MRI are as follows: a ferromagnetic foreign body in the patient’s body, claustrophobia, parturients aged <21 years, a vulnerable adult, an abnormal fetal heart rate requiring treatment within 30 minutes, contraindications to MRI, or no prior obstetrical disease during pregnancy.

The patients are selected in advance during pregnancy monitoring and are asked about contraindications to MRI (i.e., claustrophobia and ferromagnetic foreign bodies). The physician then discusses the research protocol with the couple and arranges a visit to the MRI, maternity ward, and imaging services. The patients review, sign, and return the consent forms if they agree to participate.

The patient is then invited to a prepartum MRI examination on the date closest to the start of the term period to establish a baseline examination; ideally, the other parent is present so that the patient can experience the imaging protocol as it will take place during labor, which usually lasts only 3 to 5 minutes. Any remaining questions are addressed, and the signed consent forms are obtained. Participants’ charts are indicated with a label unique to them.

Clinical Support When Leaving the Delivery Room

An MRI-specific delivery procedure is displayed in the delivery room. When the enrolled patient goes into spontaneous labor and enters the delivery room, the on-duty midwife calls the protocol coordinator. The progress of the labor can be monitored by the local on-call team until dilation is achieved. If imaging is scheduled to take place during the second phase of labor, the entire team should arrive before the patient reaches cervical dilation no greater than 8 cm. Once the entire team is on site, the obstetrician examines the patient to confirm presentation and cervical dilation.

Once the second stage of labor is reached, an anesthetic epidural bolus is administered, and the patients are asked not to push; they are then transferred to the MRI table. In our hospital, the average transfer time between the bed in the delivery room and the MRI table is 2 minutes and 36 seconds. Once the patient is in the MRI suite, the nonmagnetic transport stretcher is positioned parallel to the MRI table outside the range of the 5-Gauss line. Sealed and sterile protections are placed on the MRI table (Figure 1).
Figure 1. (A) Open magnetic resonance imaging (MRI) room with sterile drapes and a delivering patient. (B) Patient in the open-field MRI after antenna installation and being positioned inside the magnetic field.

Imaging Process

The patient is settled on the nonmagnetic stretcher for transfer to the MRI machine. After the administration of a last epidural bolus, the epidural catheter can be closed by a plastic cap. The patient is then positioned in the MRI machine with a surface or bridge antenna in the open-field MRI, enabling mobility. The bearing areas should be protected by padded reinforcements; the patient should be comfortable (Figure 2). The patient wears earplugs and ear protectors to reduce the scanner acoustic noise. The antenna is centered on the pelvic region, which is wide enough to get the signal below the perineum and back to the top of the uterus. The patient is provided with preliminary instructions; a first localization examination is performed. The sequences are then implemented with centering in the space.
The imaging protocol may be adjusted as needed. The MRI sequences should be optimized beforehand with an application engineer to obtain fine contiguous images that balance resolution and acquisition speed. The region of interest should be broad, and the number of excitations is limited to the acquisition of a correct signal. The use of the rapid-filling technique in the Fourier plane and a superconducting antenna significantly reduces acquisition times. The fetus moves very little in the pelvis; however, diaphragmatic movements are more significant because of maternal breathing. Therefore, it is advisable to ask the birthing person to maintain apnea when acquiring images of the subcostal region. Once static acquisitions are obtained in the 3 planes in the decubitus dorsal position in T1 gradient echo throughout the uterine contents and just below the perineum, rapid-sequence, contiguous T2 images centered on the fetal brain and the birthing person’s perineum are performed (Figure 3). A dynamic sequence can then be launched in true fast imaging with steady state precession in which 1 image per second is obtained for 60 seconds along the sagittal and frontal planes at the base of the iliococcygeal head of the levator ani; this informs the movement of various muscle groups or other organs during pushing (Figure 4). 3D reconstructions can be adjusted, as the contours observed in 2D can be altered when a change is observed in a region of interest. Posture changes can then be made with a new 3D, T1 gradient echo in the 3 planes; these scans can observe the modification of the trajectory of the fetal head as a consequence of postural change. Furthermore, the delivery process can be observed by dynamic imaging or the acquisition of successive static volumes.

Figure 2. Patient installed in the open-field magnetic resonance imaging, with a gynecologist by her side.
Figure 3. (A) T2 gradient echo sequence showing an axial slice centered on the fetal brain at the superior inlet level. (B) The same sequence at the iliac bone level. (C) T1 gradient echo sequence in the sagittal plane showing bony pelvis and fetal head before entering into labor. The empty bladder is in retropubic position. (D) Same T1 gradient echo sequence showing the fetal head molding in the middle brim during second phase of labor with a full bladder. The fetal head is rotated in occipito-pubic position, and the full bladder is ascended above the upper limit of the pubic bone.

Figure 4. T2 dynamic imaging during maternal effort (successive images) at complete cervix dilation and unruptured membranes (dynamic acquisition). (A) Before maternal efforts: fetal head is above the sacro-pubic line. (B) Beginning of maternal efforts: the membranes start to change form to underline the vaginal route. (C) The intact membranes are approaching the superficial perineum level inside the vagina, the coccygeal bone is pushed posteriorly, the fetal head is under the superior limit of the pubic bone, and the bladder and the urinary sphincter are descending with the fetal head.
Foreseeable Risks and Emergency Protocols

Overview
According to the legal provisions in France, maternal and fetal exposure to magnetic fields must not exceed 2 Tesla for temporary, whole-body exposure. No adverse effects have been reported since MRI exists and has been used worldwide during pregnancy [30]. Given the potential adverse effects of gadolinium on fetuses, the use of MR contrast media is not recommended for parturients [31].

We used an open-field MRI machine low-magnetic field (1T; Philips Panorama). The measurement of the cumulative maternal specific absorption rate should remain below the maximum exposure recommendations. For comfort and tolerance, we do not recommend using MRI in parturients for more than 90 minutes [32-34]. In our protocols, we never exceeded more than 15 minutes of cumulative examination time.

There are 2 types of foreseeable risks during such protocols: those related to the use of MRI and those unrelated to the use of MRI. Risks associated with the use of an MRI machine in parturients during labor are detailed below.

Risks Related to the Use of MRI

Claustrophobia
Anxiety and agitation related to the phobia of enclosed spaces is possible, although this type of anxiety is usually mild and quickly resolved. These incidents are typically mitigated by using an open-field device and by short imaging sequences. The patient can be quickly and easily removed from the MRI room with staff standing nearby. To anticipate and mitigate this risk, pelvic MRI should be scheduled during the eighth or ninth month of pregnancy; this allows patients to become familiar with the MRI procedure and meet the protocol team. Any questions or concerns can be addressed to enhance the patients’ understanding of the study.

Scanner Acoustic Noise to the Birthing Person and Fetus
The intensity of the sound wave generated by the MRI machine depends on the amplitude of the vibrations transmitted to the coils by the geometry of the sequence, which means that the amount of noise depends on the sequence type. The noisiest sequence with the Philips Panorama 1T MRI machine is the real-time balanced TFE at 108 dB, whereas the gradient echo T1 and T2 sequences proposed to image the birthing process generate approximately 90 to 95 dB. Temporary exposure of the public in France is limited to an average intensity of 105 to 120 dB peak sound pressure to prevent hearing damage.

For the birthing person, the sound level related to MRI sequence acquisition is reduced by using earplugs or ear protection, which are put in place before entering the machine. For the fetus, scanner acoustic noise can be perceived with intact or ruptured membranes.

Intact Membranes
The fetus is surrounded by amniotic fluid; sound waves reaching here initially propagate in the air. If a planar sound wave propagates without weakening in medium 1 and passes through medium 2, the sound intensity generally decreases. According to Snell law, with the passage of sound waves from air to water, the fetus is protected from scanner acoustic noise in its amniotic fluid, given that the sound intensity transmitted to the fetus is on the order of 0.12% of the incident intensity.

Ruptured Membranes
Ruptured membranes occur in cases where the cervix starts to expand and the patient is in labor. Here, the lower segment is extended, and the myometrium in the lower segment is molded on the fetal head. Owing to the proximity of the impedance of the biological tissue to water, we are only interested in reducing scanner acoustic noise by blocking the fetus’s ears in the lower segment, where sound is directly transmitted to the eardrum through fetal aerial vibration. In this case, the geometry of the acoustic wave is highly attenuated by the fact that the fetus is in a sealed enclosure: a little amniotic fluid is often trapped over the fetus’s head, as the lower segment molds the cephalic pole.

Acoustic attenuation depends on the thickness of the maternal tissues that protect the fetal eardrum from scanner acoustic noise. Although this has never been measured in utero, the calculation of noise reduction was at least 30 dB, which would reduce the noise from 95 to 65 dB for about 10 minutes, which is less than the noise made by a domestic vacuum cleaner. There are no adverse consequences to the unborn child’s hearing; however, when the child is born, the absence of tympanic protection requires the sequences can be continued after the use of specific hearing protection when the ears are viewed at the level of the vulva.

Risks Not Related to the Use of MRI
In the event of unexpected maternal discomfort, the imaging procedure is stopped immediately, and the anesthesiologist can provide immediate care. All equipment required for resuscitation is available throughout the procedure, as is an operating room, if required.

If membrane rupture occurs during the examination, it can cause the sudden emission of a stream of amniotic fluid. Therefore, the exposed MRI surfaces are protected by disposable, sterile, and waterproof drapes. Furthermore, if delivery occurs during the MRI scan, a dedicated midwife and obstetrician (in addition to the clinical care team) are present in the MRI room. All equipment necessary to manage childbirth in the MRI room is readily available (plastic disposable material, nonmagnetic forceps and scissors, drapes, and compresses), including a nonferromagnetic plastic suction cup if an instrumental delivery is required.

Finally, there could be instances in which maternal or fetal emergency or both occur during the examination. Three situations can occur: cord prolapse, abnormal fetal heart rate with the risk of acidosis, and sudden bleeding. To detect these risks, the entire obstetric team will remain with the patient at every stage of the imaging procedure. An operating room to perform a cesarean section and emergency extraction is available for the duration of the procedure. This operating room is located such that the child’s extraction can be guaranteed within 10 minutes of problem detection. Furthermore, fetal heart rate and uterine contractions are monitored during patient transfer and throughout the procedure using a portable, low-current...
measurement device. If a suitable fetal heart rate monitoring device is not available in the MRI suite, intermittent auscultation can be used for a cumulative period not exceeding 10 minutes.

Patients participating in the protocol will be transferred to the MRI room only if an effective epidural is administered and dosed correctly. An anesthesiologist dedicated to the protocol will be on site to administer the epidural and maintain optimal levels of pain relief.

**Image Postprocessing Method**

We recommend using a 3D finite element postprocessing station. This can aid in the manual or automated reconstruction of the vector contours of the fetal organ and birth canal surfaces (Figure 5). Finite elements meshing thus permits the removal of most imaging-related artifacts. Vector meshing can be printed in 3D or exported for use in downstream imaging simulation software. A 3D fetal mesh can then be used for biomechanical studies and to retro-evaluate forces applied to the fetal head (Figure 6).

**Figure 5.** 3D reconstruction and finite element meshing. (A) 2D image with mesh contouring. (B) Artifected 3D mesh. (C) 3D volumes after optimization process.

**Figure 6.** 3D fetal mesh in false colors (blue) showing the forces applied on the fetal head and their gradient (the greatest forces are displayed in hot colors) from left to right. (A) Head is above the superior inlet. (B) The fetal head is engaging at the superior brim with a contact of the occiput on the pubic bone. (C) The fetal head is engaging at the inferior brim and shows an important fetal head molding.
**Results**

**Outcomes Description**

Of the 27 patients who agreed to participate in the protocol, 7 (26%) presented with conditions that allowed for an MRI during the second phase of labor. The 7 patients were, on average, aged 28 (range 23-34) years; 3 (43%) were primipara, 3 (43%) were secundipara, and 1 (14%) was tertipara. Moreover, of these 7 patients, 3 (43%) were beyond 39 weeks of gestation, and 4 (57%) were past their due date. The membranes were ruptured in 86% (6/7) of the patients, and the patients were at rest during the MRI scans, just before pushing.

The newborns had a median weight of 3755 (IQR 3095-4525) g, and all 10-minute Apgar scores were 10.

In total, 71% (5/7) of babies were born by natural delivery without instrumental extraction, and 29% (2/7) were born by emergency cesarean section because of stagnation when fully dilated, of which 1 (14%) was after forceps failure. In both cases, the pregnancies were overdue.

No patient had pelvic dystocia predictable from the size of their pelvis, given that all Magnin scores were above 25.

**Rotation During Labor**

Of the 7 observed babies, 6 (86%) rotated to face their placentas during labor, driven by contractions, with the convexity of the baby’s back responding to the smooth concavity of the uterus.

**Bladder Behavior**

The bladder of all birthing persons who retained a postmicturition residue before delivery reascended above the pubic bone plane at the time of expulsive efforts. When emptied, the bladder fell below the pubic bone plane and appeared at risk of being dragged by rubbing between the immobile bony wall of the pelvis and the fetal head (Figure 3).

**Fetal Skull Compliance and Brain Compression**

All 7 observed babies showed a sugarloaf skull deformity and a brain compression at the middle strait. This deformation remained visible in only 29% (2/7) of babies immediately after delivery. During this deformation, a sequence involving the skull bones, fontanel closure, tentorium cerebelli, and falx cerebri was initiated, resulting in movements of cerebrospinal fluid from the lateral ventricles and brain periphery toward the skull base and large cistern. All 7 observed babies showed cerebrospinal fluid distributed around the cerebellum during the fetal skull molding at the middle brim.

The fetus showing the greatest degree of molding and brain shape deformation weighed 4525 g and was born spontaneously but also presented with a low Apgar score.

**Discussion**

**Principal Findings**

In the case of the fetus with the greatest degree of fetal skull molding, observable brain shape deformation demonstrated that brain compression occurred, and it was not necessarily well tolerated by the fetus, which illustrates the moldability criteria described by Mengert [1]. This observation, far from ruling out a cephalopelvic disproportion, suggests the presence of skull moldability as a confounding factor explaining why MRI, even with the best precision to measure radiological landmarks, fails to accurately predict the modality of childbirth. This introduces the fetal head compliance criterion as a way to better understand cephalopelvic disproportion mechanisms. This observation is probably the most remarkable, given that it allows the rediscovery of the wealth of scientific work performed on the phenomenon of static brain compression of the child during the labor and delivery processes [35-39], and revives the notion of fetal head compliance in the interpretation of cephalopelvic disproportion situations at birth.

The fact that the cerebrospinal fluid moves to the posterior fossa during the shaping of the fetal skull is another interesting finding on the shock-absorber role that this fluid can play, and the circulation channels that are responsible for these hydraulic movements. During this process, the subarachnoid spaces widen in the posterior fossa.

The rotation of infants facing their placenta during labor was also an interesting finding in this work. It appears that the placenta is a major determinant of the presentation of the child to the upper strait engagement, whose position can be determined well in advance. Whether the risk of occipito-sacral presentation can be effectively predicted when the placenta is anterior, for example, should be investigated in the future. This would allow for more complete maternal information about the upcoming delivery to be given early in the second trimester.

Finally, the important logistics realized by our MRI during patients’ labor allowed us to observe the behavior of the bladder, which had filled by the time the imaging was performed, when the head of the child was at the middle strait. For organizational reasons, we could not empty the bladder in the MRI room, so we had to do so before leaving the delivery room. Most of our patients’ bladders filled during the successive examinations, and we could see that full bladders moved up above the pubic bone, whereas when they were empty, they were literally stuck between the infant’s head and the pubic bone. This is important because most teams empty the bladder just before expulsive efforts. However, this work suggests that emptying the bladder at least half an hour before beginning maternal expulsive efforts might be more protective and prevent the bladder from being dragged by the fetal head below the pubic plane.

**Comparison With Prior Work**

Fetal head molding and brain shape changes during the second stage of labor were previously reported [29], but the criterion of fetal head compliance as a confounding factor in the interpretation of the presence or absence of cephalopelvic disproportion has not been sufficiently made explicit.
Regarding cephalopelvic disproportion, 2 biomechanical situations can occur during labor: the fetal head is perfectly adapted and fits the maternal birth canal without the need of molding, which occurs in eutocia; or the fetal head is of a size or geometry unsuited to pass through the birth canal and the fetal skull needs to mold to fit the maternal birth canal, which is a case of cephalopelvic disproportion. In the second case, depending on the compliance degree of the fetal head, we then observe 2 possible scenarios.

First, in deliveries with low fetal skull compliance, cephalopelvic disproportion will not allow the fetal skull to mold sufficiently to pass through the birth canal. Given that the skull bones will not overlap accordingly, uterine cervix dilatation will stop, and the labor will be defined as obstructed. The fetal head will remain high in the pelvis, and fetal skull molding will be very slow. If not resolved by a cesarean section in time, the prolonged ischemia of the fetal tissues can lead to craniotabes, caput succedaneum, and cephalhematomas; the compression of the maternal tissues can lead to necrosis or fistulas, and a postpartum hemorrhage due to uterine atony can occur. Currently, these situations can fortunately be resolved by most obstetrical teams by performing a cesarean section within 3 hours of consecutive cervix dilation stagnation, which is generally well tolerated by the fetus, except in cases of relentlessness and cesarean section performed too late or if an attempt at instrumental extraction fails. Nevertheless, traumatic delivery for the mother is frequent in these situations (red-code cesarean section, perineal tears, difficult extraction, and postpartum hemorrhage).

The deliveries presenting a cephalopelvic disproportion with high compliance are among the most puzzling because the fetal skull will adapt itself in a sugarloaf shape, thus reducing its lateral caliber in favor of an elongation in height in the occipto-bregmatic direction. The brain shape will follow this deformation. The consequences observed here are the migration of the cerebrospinal fluid from the ventricular and pericerebral spaces to the posterior fossa as well as a global folding of the cerebral mass. Thus, there are shear forces and pressure forces present, which are propelled by uterine contractions. These births can appear to be “normal deliveries” according to the usual obstetrical criteria because they will occur vaginally, most often without any identified mechanical difficulty, and they can even be rapid, with an apparent asymptomatic child. Therefore, these deliveries could appear normal for the birthing parent but be genuinely traumatic for the child and might not be identified by the current standard neonatal evaluation criteria.

The presence of these forces [28], which are exerted directly on the brain and whose effect is directly visible in imaging in our study through the morphological deformation of the skull and the brain that they induce [29], are crucial to recognize and investigate.

The cerebral handicap linked to birth is based on 2 possible events: a brain hemorrhage and a brain ischemia. Ischemia is easily detected by noting increased lactate levels and by the presence of metabolic acidosis according to pH and blood gases. Cerebral and retinal hemorrhage, on the other hand, is often minimally symptomatic in the newborn and does not alter pH or lactate. Some of these hemorrhages have radiological similarities to shaken baby syndrome, which is known to often progress to disability when occurring in a developing brain.

The cerebral hemorrhages described in the literature can reportedly occur in up to 43% of asymptomatic newborns [26,27,40] and retinal hemorrhages in up to 50% of all asymptomatic newborns [41-44]. Most of the affected newborns were born vaginally or by late cesarean section. Very few were born by scheduled cesarean section; however, the possible presence of uterine contractions even in the cesarean sections described as scheduled does not mean that they did not occur during labor. Prospective studies with a thorough analysis of these elements are needed to increase the knowledge on this subject. It is important to remember that these newborns are typically asymptomatic with the usual evaluation criteria, that is, the children do not show loss of consciousness, motricity is preserved, and there are no visible seizures, so the occurrence of these abnormalities is never routinely investigated and is, therefore, mostly ignored. The detection, study, and prevention of these hemorrhages could soon be the object of investment by national and international public health organizations.

The detection of neonatal concussion due to high-compliance cephalopelvic disproportion [28,38,39] could be improved by the identification of indirect signs of such dystocia by the obstetrical team [45], such as abnormalities of the fetal heart rate with a vagal pattern during labor [46], the presence of significant dislocation or overlap of the skull bones on examination during labor, the presence of significant sugarloaf molding of the fetal head after delivery, and the presence of a significant caput succedaneum or a cephalhematoma, sometimes with softening of the skull vault bones on touch.

It would also be necessary to reinforce the evaluation of the neurological state of the child at birth, whose behavior alone and the conservation of motricity will not alert on the presence of a brain concussion, such as after a “boxing match without knockout.” This could be achieved by the systematic application of the Sarnat score [47,48] by midwives at birth; the integration of retinoscopy without pupillary dilation in the neonatal examination by pediatricians [49]; the umbilical cord sampling by obstetricians for brain concussion markers in the cord blood, such as the S100B protein [50]; and the performance of brain imaging in the event of an abnormal value of these markers.

Our MRI observations during delivery were all performed on patients with a normal or rather large pelvis according to the usual obstetrical management criteria, which allowed us to better understand, by having been able to observe these different cases of high or low fetal head compliance dystocia, why radiological pelvic examinations alone typically fail to detect these situations effectively. It is necessary to compare the geometry and size of the child’s skull with the geometry and the dimensions of the maternal pelvis, and not to forget that the compliance of the fetal head remains for the moment an unknown criterion; therefore, the focus of interpretation should not be on the simple modality of the delivery route but on the existence or not of a traumatic delivery situation for the mother or child or both and the development of the resources required to detect these traumas.
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Limitations
Providing imaging evidence of what happens during the physiological process of birth is paramount. However, the small sample size of the populations studied with MRI during labor and delivery causes the requirement for many more prospective imaging studies (with all available modalities of medical imaging) to further explore the complexity of the biomechanical events occurring during birth.

Conclusions
Our observations with MRI during childbirth suggest that, depending on fetal head moldability, cephalopelvic disproportion can result in either obstructed labor or apparent normal vaginal delivery with major fetal head molding and brain compression. MRI might be the best imaging technology by which to explore all the combined aspects of cephalopelvic disproportion already described by Mengert [1] and to achieve a better understanding of the underlying mechanisms of fetal head molding and moldability.

Prospective randomized cohort studies should establish a policy of routine bladder emptying earlier than at the time of expulsive efforts. Placental location could also be useful information for anticipating the presentation of the child at delivery.

The use of MRI in pregnancy and delivery creates new avenues through which to understand the physiology of the biomechanical process of childbirth and fetal adaptation during the passage to extraterine life. The ability to share experiences related to the safety protocols that are currently being undertaken or planned using real-time MRI of the human birthing process could accelerate research and knowledge acquisition on this topic. Thus, a new era of “prenatological imaging” is emerging in a world of predictive and preventive medicine.
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Abstract

Background: With what has been known as the “triple-win effect”, introducing information and communication technologies (ICTs) in the health care of neurodegenerative diseases is beneficial in delaying the need for institutional care, reducing the associated health care costs, reducing the caregiving burden, and improving individuals’ quality of life. Nevertheless, the mismatch between the users’ expectations and their actual needs remains one of the main challenges that can reduce the usability of technology solutions. Therefore, the European project Personalized Integrated Care Promoting Quality of Life for Older People (PROCare4Life), which aimed to develop an ICT-based platform for all parties involved in the health care of neurodegenerative diseases, adopted a user-centered design approach, where all users are involved from the inception and throughout the platform development and implementation to integrate their needs and requirements in the proposed platform.

Objective: This paper presents the results of a study on the needs and requirements of the potential end users (older people with neurodegenerative diseases, caregivers, and health care professionals) and other key stakeholders in the development of the PROCare4Life platform.

Methods: A mixed qualitative and quantitative study design was used, including 2 web-based surveys, 40 interviews, and 4 workshops. The study was conducted between April and September 2020 in 5 European countries: Germany, Italy, Portugal, Romania, and Spain. Both data types were analyzed separately and then merged and interpreted, with greater priority placed on qualitative research.

Results: A total of 217 participants were recruited; 157 (72.4%) of them completed the web-based surveys (n=85, 54.1% patients and n=72, 45.9% caregivers), and 60 (27.6%) individuals participated in the qualitative research (20/60, 33% health care professionals; 5/60, 8% patients; 5/60, 8% caregivers; and 30/60, 50% key stakeholders). We identified 3 main themes (T): (T1) experiences associated with illness, (T2) thoughts about the platform technology, and (T3) desired properties. Alerts for adverse events, communication tools, reminders, and monitoring are constantly needed functionalities, whereas ease of use, personalization, and user-friendliness are foreseen as necessary features.

Conclusions: This paper identified the key personal, social, and health factors that influence the daily lives of the potential end users and reflected on their needs and expectations regarding the design of the proposed PROCare4Life platform. The collected data were useful for the development of the PROCare4Life platform. Although the combination and collection of features for diverse user groups are typical for integrated care platforms, it results in exponential complexity for designers, developers, and
users. Contradicting opinions and several concerns in this study demonstrate that an ICT-integrated care platform should not promise too much for too many. Instead, selection, focus, and, sometimes, restriction to essentials are necessary. Users and other stakeholders should be involved in these decisions.

**International Registered Report Identifier (IRRID):** RR2-10.2196/22463
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**Introduction**

**Background**
Neurodegenerative diseases (NDDs), including dementia and Parkinson disease (PD), are among the most common chronic diseases associated with aging [1]. Characterized by a continuous decline in motor and cognitive abilities [2], difficulties in performing daily activities, and altered behavior [3], NDDs are mostly disabling diseases that negatively impact the quality of life of older populations and their families [1,4]. With the increased prevalence of NDDs, an enormous burden is placed on health care systems in terms of both resources and costs [2,5-9]. Therefore, implementing alternative health care solutions is needed [10].

Integrated care, which coordinates and brings together different health services, has the advantages of optimizing health care resources and being able to respond to the needs of older populations with chronic diseases [11,12]. In Europe, as a part of the eHealth action plan in supporting active aging, the introduction of the integrated care jointly with information and communication technology (ICT) supportive tools has contributed to improving patient experience and providing more efficient health care services at lower costs [13,14]. Divided into wearable, nonwearable, and hybrid-based categories, ICTs offer a wide variety of technological solutions with the purpose of either monitoring or managing the users’ health [15].

In the care of NDDs, with what has been known as the “triple-win effect,” ICTs are beneficial in “(1) delaying the need for institutional care, and reduction of the associated health care costs, (2) reducing the caregiving burden and (3) improving individuals’ QoL by helping to keep an independent lifestyle, autonomy and social interaction” [16]. In addition, the integration of health-related data of patients in an interactive web interface enables health care professionals (HCPs) to better monitor and support their patients [17,18].

Although older people, their families, and HCPs are positive about using ICTs [19], the mismatch between the users’ expectations and their actual needs remains one of the main challenges that can reduce the usability of technology solutions targeting older people with mild cognitive decline [20]. In fact, developing an ill-fitting ICT for this target group can be a burden instead of being a supportive tool [21,22]. Therefore, it is crucial to first identify the needs of the users when implementing ICTs in health care to better develop a suitable solution [23].

In this paper, we present the results of a study on the needs and requirements of older people with NDDs, their caregivers, HCPs, and other key stakeholders in the development of a personalized integrated ICT-based, Personalized Integrated Care Promoting Quality of Life for Older People Platform (PROCare4Life). These results ought to drive implications on the design and the properties of the platform.

**PROCare4Life**

PROCare4Life is an ICT-based, integrated, scalable, and interactive health care platform. The intended end users include older people with NDDs, caregivers, and HCPs involved in the care process. The PROCare4Life platform plans to collect disease, cognitive, and behavior related data about the patients via wearables, stationary devices, medical records, and other sensors. In a highly secured and protected cloud environment, algorithms analyze and process these data to create a profile for each patient. On the basis of this profile, personalized information and recommendations are provided to those involved in the care plan. The end users will be able to interact with a wide range of services via various digital devices such as smartphone, tablet, or smart television. More details about the aims and the technology of PROCare4Life are reported elsewhere [24].

Throughout the entire development process of the PROCare4Life platform, the project adopted a user-centered design (UCD) approach [25]. This has been recommended for decision makers and leaders in the process of developing ICT in integrated care [26] to ensure active engagement and incorporation of the intended users’ feedback. In line with this approach, the following steps were incorporated: (1) study of the user needs and requirements; (2) iterative design throughout the pilot phases; (3) iterative user evaluation, refining the design throughout the pilots; and (4) a final product that is developed based on the iterative cycles and evaluation or a developed final product based on the iterative cycles and evaluation. This study focused on the first step, understanding the users’ needs and requirements.

**Research on Users’ Needs**

In general, ICT solutions need to be easy to use, private, secure, and affordable in terms of costs [27]. However, older people tend to have heterogeneous needs [28], with possible conflicts among patients, caregivers, and HCPs [29]. In dementia, previous studies have summarized the main need areas as information, company, memory and daily activity support, and reduction of psychological stress [30,31]. A systematic review by Lauriks et al [32] that aimed to identify the unmet needs of
patients and caregivers stated that ICTs need to be personalized according to the users’ needs and abilities. Boman et al [33] studied the needs of people with cognitive impairment in the design of an ICT-based device. The study reported that the participants were positive about including calendars as memory support, whereas HCPs valued a feature that allows them to view the previous and current care plans. However, low participant numbers were reported as one of the study limitations. In PD, clinical symptoms have high daily fluctuations, meaning that nonmotor- and motor-related symptoms vary within and between days [34]. Therefore, the ICT solution needs to be able to monitor and identify all relevant changes and develop personalized strategies to counteract them [35]. In addition, social support positively affects the ability of patients with PD to cope with the difficulties in daily living and reduces the risk of developing nonmotor symptoms, such as depression [36].

The critique of previous research was that it did not consider the users in the early stages of development. Both patients and caregivers were included at later stages, which resulted in the lost value of their experiences [37].

Following the multidisciplinary principle of the UCD approach, in addition to the intended end users identified as patients, caregivers, and HCPs, the PROCare4Life study on users’ needs includes other key stakeholders from different related health care disciplines. These stakeholders are academic researchers, decision makers, markets, and media actors. The overall objectives of this study were as follows:

1. Collecting detailed information on the opinions, thoughts, experiences, and feelings of the end users (patients, caregivers, and HCPs) and other key stakeholders regarding NDDs, health care processes, and digital health care solutions to identify those aspects where the PROCare4Life platform would best suit and support them.

2. Identifying the aspects that the PROCare4Life platform should consider to achieve success in its acceptance, development, and marketing (eg, strengths and weaknesses, factors that influence the digital health care market, and communication channels through which to adequately diffuse the product).

This paper presents the results related to the first aim of the study on users’ needs and requirements.

Methods

Study Design

In a mixed methods study design, we followed the formative and summative research methodologies to identify and analyze the end user needs (identified as patients, caregivers, and HCPs), key stakeholder perspectives (identified as academic researchers, media actors, policy makers, and market actors), and context. In the 2-step approach, we applied both qualitative and quantitative research methods. The quantitative data included 2 web-based surveys involving patients and caregivers. The qualitative data included semistructured interviews and workshops involving the end users and other key stakeholders. This study placed greater priority on qualitative research, with quantitative research playing a supportive role [38].

Study Procedure and Eligibility Criteria

This study was conducted between April and September 2020 in 5 European countries: Germany, Italy, Portugal, Romania, and Spain. The web-based surveys were launched first, followed by the semistructured interviews. Finally, 4 workshops that involved HCPs were conducted, in which the preliminary results from the surveys were presented and discussed.

In this study, patients were included if they were aged ≥65 years and diagnosed with PD or dementia, including Alzheimer disease and other dementias (OD). Patients with substantial cognitive impairment, intellectual disability, or other serious psychiatric conditions that affect their ability to use mobile phones or computers were excluded. Caregivers were referred to as those who care for patients diagnosed with PD or dementia as formal (ie, paid) or informal (ie, unpaid) caregivers. HCPs included those who worked in the medical or social care of patients diagnosed with PD or dementia (eg, physiotherapists, physicians, and occupational therapists). Further details regarding eligibility criteria and recruitment are reported in the study protocol [24].

Quantitative Data Collection and Analysis

In total, 2 anonymous web-based surveys were created in English through EUSurvey tool and were translated into the other 5 project languages (German, Italian, Portuguese, Romanian, and Spanish). Both surveys were available on the PROCare4Life official website [39], in the period between May 27, 2020, and July 31, 2020, along with a short explanation of the purpose of the surveys. In addition, the surveys were disseminated through consortium member databases, networks, and national patient associations. The questions were developed involving HCPs were conducted, in which the preliminary results from the surveys were presented and discussed.

This study placed greater priority on qualitative research, with quantitative research playing a supportive role [38].

Quantitative Data Collection and Analysis

In total, 2 anonymous web-based surveys were created in English through EUSurvey tool and were translated into the other 5 project languages (German, Italian, Portuguese, Romanian, and Spanish). Both surveys were available on the PROCare4Life official website [39], in the period between May 27, 2020, and July 31, 2020, along with a short explanation of the purpose of the surveys. In addition, the surveys were disseminated through consortium member databases, networks, and national patient associations. The questions were developed in collaboration with clinical partners and aimed to gather answers regarding the topics listed in Textbox 1.

A descriptive analysis of the quantitative data was applied, including descriptive statistics and frequencies. The 7-item abbreviated Zarit scale was analyzed using SPSS statistical software (version 27; IBM Corp).
Qualitative Data Collection and Analysis

Owing to the explorative nature of the study, individual interviews and workshops with open-ended questions were conducted in the period between June and July 2020. Each interview lasted between 30 and 60 minutes, and the following three types of interviews were conducted:

1. Interview for patients covering the same topics as in the quantitative study and allowing more exploratory answers through open-ended questions
2. Interview for caregivers covering their working experience, in addition to the topics mentioned in the web-based survey
3. Interview for key stakeholders covering their opinions, experiences, and ideas about using integrated digital health care platforms in the management of older people with NDDs, in addition to strengths, weaknesses, and the possible ways to promote the proposed PROCare4Life platform from their point of view

Additionally, 4 workshops were conducted between July and August 2020, with a duration of approximately 2 hours each. They involved HCPs and covered topics related to their experiences with using integrated digital health care technologies in the care of people with NDDs, expected benefits, barriers, and their requirements regarding the properties of the proposed PROCare4Life platform. The workshops also included discussions about preliminary results from the web-based surveys, which allowed more interaction between the participants, aiming to enrich the data collected.

Owing to the pandemic situation in most of the European countries at the time of the study, this qualitative study was conducted on the web except for a few interviews, where participants requested a face-to-face interaction; in those cases, COVID-19 social distancing and safety measures were all considered.

Gathered data were recorded, transcribed verbatim, and translated into English. Thematic analysis [44,45] was applied, using MAXQDA software (version 20; VERBI GmbH).

Following a deductive-inductive approach, a framework containing the key topics covered in the quantitative study was developed. In total, 2 researchers worked independently and performed a first round of identifying the relevant text and coding (the four-eyes principle). The developed framework was applied to the entire data set but considering that the qualitative study included all the target groups, unlike the quantitative study, the researchers conducted a second round of open coding to identify additional topics and subtopics. The identified initial codes were discussed in a workshop involving the aforementioned researchers along with another researcher; significant data overarching the key topics were also discussed and validated in an iterative manner (discussion<->modification) to develop themes and subthemes (STs). The results and illustrative quotes were discussed with a researcher from Asociación Parkinson Madrid until a consensus was reached and themes were finalized.

Mixed Methods Analysis

Both data types were analyzed separately. The identified initial qualitative themes and the main quantitative results were merged, aiming to combine the results and present them as the final emerged themes and STs (Figure 1). Although quantitative results provided numerical conclusions from our research and predicted outcomes about each theme, qualitative results allowed more comprehensive insights and in-depth knowledge from our participants about the same themes.

Because the topics in the surveys were also discussed during the interviews, the results were consistent, in particular those related to patients and caregivers. However, as the qualitative data were broader and involved all the participants, it included exclusive STs that had no corresponding supportive quantitative data. As these additional STs were considered important and provided a comprehensive reflection of the participants’ point of view, we included them in the mixed methods analysis as well.

Finally, 3 main emerged themes along with several STs were identified, which are presented in the Results section.
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According to Good Clinical Practice and International Conference on Harmonization standards, once the study was fully explained, a written or digital informed consent was obtained from each participant before any study-related procedures.

There were no direct physical risks to the participants. Participation was entirely voluntary, and the participants had the right to withdraw from the study at any time, without giving reasons or experiencing any disadvantage. In case of withdrawal, no replacement was considered.

Results

Participants

Table 1 shows an overview of the participants in this study. Across study methods, countries, and target groups, a total of 217 participants were recruited. Overall, 72.4% (157/217) completed the 2 web-based surveys, distributed as 85 (54.1%) patients and 72 (45.9%) caregivers. The remaining 27.6% (60/157) of participants took part in the qualitative research: 20 (33.3%) HCPs were included in the workshops and 5 (8.3%) patients, 5 (8.3%) caregivers, and 30 (50%) key stakeholders took part in the semistructured interviews.

In the workshops, HCPs from different specialties participated; however, 25% (5/20) were physiotherapists.

Table 1

<table>
<thead>
<tr>
<th>Participants</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>217</td>
</tr>
<tr>
<td>Completed web-based surveys</td>
<td>157 (72.4%)</td>
</tr>
<tr>
<td>Patients</td>
<td>90 (41.6%)</td>
</tr>
<tr>
<td>Caregivers</td>
<td>72 (33.3%)</td>
</tr>
<tr>
<td>HCPs</td>
<td>20 (9.2%)</td>
</tr>
<tr>
<td>Key stakeholders</td>
<td>30 (13.8%)</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>61-75 years</td>
</tr>
<tr>
<td>Gender</td>
<td>Female 59.9%</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>PD 71%</td>
</tr>
<tr>
<td>Living situation</td>
<td>Home 96%</td>
</tr>
<tr>
<td>Health status</td>
<td>Fair 36%</td>
</tr>
</tbody>
</table>
Table 1. Overview of the participants across study methods, countries, and target groups (N=217).

<table>
<thead>
<tr>
<th>Country</th>
<th>Study method, n (%)</th>
<th>Qualitative (n=60)</th>
<th>Quantitative (n=157)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Surveys</td>
<td>Interviews</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patients (n=85)</td>
<td>CGs(^a) (n=72)</td>
<td>Germany</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (3.5)</td>
<td>13 (18)</td>
<td>34 (15.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patients (n=5)</td>
<td>CGs (n=5)</td>
<td>Italy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (20)</td>
<td>1 (20)</td>
<td>13 (15.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Media actors (n=6)</td>
<td>Academia (n=8)</td>
<td>Portugal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (33.3)</td>
<td>2 (25)</td>
<td>27 (31.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Policy makers (n=8)</td>
<td></td>
<td>Romania</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (37.5)</td>
<td></td>
<td>27 (31.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Market actors (n=8)</td>
<td></td>
<td>Spain</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (50)</td>
<td></td>
<td>14 (16.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HCPs(^b) (n=20)</td>
<td></td>
<td>Others(^d)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 (25)</td>
<td></td>
<td>1 (1.2)</td>
</tr>
</tbody>
</table>

\(^a\)CG: caregiver.  
\(^b\)HCP: health care professional.  
\(^c\)N/A: not applicable.  
\(^d\)“Others” was one of the country choices listed in the web-based surveys, and the participants who answered with “others” were included in the data analysis.
Table 2. Characteristics of the end users (n=187).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>End users, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients (n=90)</td>
<td>Caregivers (n=77)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60</td>
<td>N/Ab</td>
<td>44 (57.1)</td>
</tr>
<tr>
<td>61-75</td>
<td>46 (51.1)</td>
<td>25 (32.5)</td>
</tr>
<tr>
<td>&gt;75</td>
<td>44 (48.9)</td>
<td>8 (10.4)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>50 (55.6)</td>
<td>23 (29.9)</td>
</tr>
<tr>
<td>Female</td>
<td>40 (44.4)</td>
<td>54 (70.1)</td>
</tr>
<tr>
<td><strong>Patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>64 (71.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Alzheimer disease</td>
<td>5 (5.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other dementias</td>
<td>21 (23.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Living situation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At home</td>
<td>86 (95.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>At home and temporarily at a day care center</td>
<td>2 (2.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>At a residential center</td>
<td>1 (1.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (1.1)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>General health status (4 weeks)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very poor</td>
<td>4 (4.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Poor</td>
<td>18 (20)</td>
<td>N/A</td>
</tr>
<tr>
<td>Fair</td>
<td>32 (35.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Good</td>
<td>24 (26.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Very good</td>
<td>7 (7.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Not reported</td>
<td>5 (5.6)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Caregivers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Type of caregiver</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informal</td>
<td>N/A</td>
<td>68 (88.3)</td>
</tr>
<tr>
<td>Formal</td>
<td>N/A</td>
<td>7 (9.1)</td>
</tr>
<tr>
<td>Not reported</td>
<td>N/A</td>
<td>2 (2.6)</td>
</tr>
<tr>
<td><strong>Living with the person you care for</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>38 (49.3)</td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>28 (36.4)</td>
</tr>
<tr>
<td>Partially</td>
<td>N/A</td>
<td>8 (10.4)</td>
</tr>
<tr>
<td>Not reported</td>
<td>N/A</td>
<td>3 (3.9)</td>
</tr>
<tr>
<td><strong>HCPs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurologists</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Nurses</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Psychologists</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Physiotherapists</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Emerged Themes

Overview
In this section, we present the 3 emerged themes developed based on merging and interpreting the qualitative and quantitative data, namely experiences associated with illness (theme 1), thoughts about the platform technology (theme 2), and desired properties (theme 3). For every emerged theme, different STs were identified (Figure 2). We first present the detailed qualitative findings for each ST, followed by the relevant supportive quantitative findings. In addition, Table 3 illustrates a summary of the mixed methods analysis for all 3 themes and STs.

Figure 2. Overview of the emerged themes and subthemes.
Table 3. Mixed methods analysis (some ratios are approximated).

<table>
<thead>
<tr>
<th>T\textsuperscript{a} and ST\textsuperscript{b}</th>
<th>Qualitative data codes</th>
<th>Supportive quantitative results (survey results)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T1: experiences associated with illness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST1.1: motor symptoms</td>
<td>• Stiffness</td>
<td>• Most reported motor symptoms:</td>
</tr>
<tr>
<td></td>
<td>• Loss of balance</td>
<td>• Stiffness was reported by 78% (66/85) of the</td>
</tr>
<tr>
<td></td>
<td>• Frequent falls and injuries</td>
<td>patients and 83% (60/72) of the caregivers</td>
</tr>
<tr>
<td></td>
<td>• Feeling of insecurity and disability</td>
<td>• Loss of balance was reported by 66% (56/85) of</td>
</tr>
<tr>
<td></td>
<td>• Limited mobility, and physical limitations</td>
<td>the caregivers and 83% (60/72) of the caregivers</td>
</tr>
<tr>
<td>ST1.2: nonmotor symptoms</td>
<td>• Concentration problems</td>
<td>• Most reported nonmotor symptom is as follows:</td>
</tr>
<tr>
<td></td>
<td>• Memory problems</td>
<td>• Difficulties in concentration was reported by</td>
</tr>
<tr>
<td></td>
<td>• Difficulties in communication</td>
<td>58% (49/85) of the patients and 63%</td>
</tr>
<tr>
<td></td>
<td>• Risks of medication misuse</td>
<td>(45/72) of the caregivers</td>
</tr>
<tr>
<td></td>
<td>• Missing meals</td>
<td>• Difficulties in communication was reported by</td>
</tr>
<tr>
<td></td>
<td>• Disorientation</td>
<td>58% (49/85) of the patients and 63%</td>
</tr>
<tr>
<td>ST1.3: changes in life and context</td>
<td>• Difficulties in ADL\textsuperscript{c}</td>
<td>• Difficulties in performing ADL and caregiver</td>
</tr>
<tr>
<td></td>
<td>• Daily struggles</td>
<td>burden scale are as follows:</td>
</tr>
<tr>
<td></td>
<td>• Patients need support in everything</td>
<td>• Patients had difficulties in performing 15</td>
</tr>
<tr>
<td></td>
<td>• Feelings of isolation</td>
<td>• Patients had difficulties in performing 15 of</td>
</tr>
<tr>
<td></td>
<td>• Distressed and overworked caregivers</td>
<td>the ADL listed in the survey, as reported by &gt;50% (38/72) of the caregivers.</td>
</tr>
<tr>
<td></td>
<td>• Coping strategies</td>
<td>• In the 7-item abbreviated Zarit scale, 57%</td>
</tr>
<tr>
<td>ST1.4: health care process</td>
<td>• Complex health care process</td>
<td>(41/72) of the caregivers reported to have</td>
</tr>
<tr>
<td></td>
<td>• Shortage in the number of HCPs\textsuperscript{d}</td>
<td>family burden</td>
</tr>
<tr>
<td></td>
<td>• Long waiting time for patients</td>
<td>• Reported difficulties in performing the</td>
</tr>
<tr>
<td></td>
<td>• Limited time offered by HCPs</td>
<td>following activities:</td>
</tr>
<tr>
<td></td>
<td>• Difficulties in accessing health care sites by the patients</td>
<td>• Difficulties in accessing therapy sites was</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Difficulties in accessing therapy sites was</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• reported by 43% (37/85) of the patients and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• and 79% (57/72) of the caregivers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Difficulties in accessing rehab sites was</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• reported by 43% (37/85) of the patients and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• and 68% (49/72) of the caregivers</td>
</tr>
<tr>
<td><strong>T2: thoughts about the platform technology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST2.1: attitude</td>
<td>• Positive: supportive, needed, loving it, and specifically needed and accepted at pandemic situation</td>
<td>N/A\textsuperscript{e}</td>
</tr>
<tr>
<td></td>
<td>• Negative: complicated, stressful, difficult, and not for everyone</td>
<td>• Most accepted devices are as follows:</td>
</tr>
<tr>
<td></td>
<td>• Aid and not replacement</td>
<td>• Wearables: 57% (48/85) of the patients would like or love to use it</td>
</tr>
<tr>
<td>ST2.2: device acceptance</td>
<td>• Smartphones, wearables, and tablets are highly accepted</td>
<td>• Smartphones and tablets: 69% (50/72) of the caregivers would like or love to use it</td>
</tr>
<tr>
<td></td>
<td>• Smart television is complicated</td>
<td>• Cameras: 33% (28/85) of the patients and</td>
</tr>
<tr>
<td></td>
<td>• Cameras are invasive</td>
<td>• 31% (22/72) of the caregivers would like or love to use it</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Least accepted devices are as follows:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cameras: 33% (28/85) of the patients and 31%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(22/72) of the caregivers would like or love to use it</td>
</tr>
</tbody>
</table>
### T\(^a\) and ST\(^b\)

<table>
<thead>
<tr>
<th>Qualitative data codes</th>
<th>Supportive quantitative results (survey results)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ST2.3: expected benefits</strong></td>
<td>The following expected benefits were agreed upon by &gt;50% (43/85) of the patients and around 50% (34/72) caregivers:</td>
</tr>
<tr>
<td>• Improving communication between patients, caregivers, and HCPs</td>
<td>• Increase the feelings of safety or autonomy of patients in their homes</td>
</tr>
<tr>
<td>• Supporting the integrated care approach</td>
<td>• Improve the patient’s mental or physical condition</td>
</tr>
<tr>
<td>• Improving work efficiency</td>
<td>• Increase the patient’s perception of empowerment</td>
</tr>
<tr>
<td>• Supporting patient independency, caregiver engagement, and relationship between patients and HCPs</td>
<td>• Improve the patient’s social participation</td>
</tr>
<tr>
<td>• Improving the health care process</td>
<td>• Valid tool to respond to your needs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>ST2.4: concerns</strong></th>
<th><strong>ST2.5: willingness to invest</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Privacy, data protection</td>
<td>• Financial investment needs organizational support</td>
</tr>
<tr>
<td>• Costs</td>
<td>• End users are willing to invest time and effort to learn using the platform</td>
</tr>
<tr>
<td>• Handling abilities specially by the patients</td>
<td>• N/A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>ST2.5: willingness to invest</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Willingness to pay: 51% (43/85) of the patients and 49% (35/72) of the caregivers were not sure if they would pay for the platform</td>
</tr>
</tbody>
</table>

---

### T3: desired properties
<table>
<thead>
<tr>
<th>T&lt;sup&gt;a&lt;/sup&gt; and ST&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Qualitative data codes</th>
<th>Supportive quantitative results (survey results)</th>
</tr>
</thead>
</table>
| ST3.1: alerts for adverse events | • Detecting and recording hazardous situations  
• Relief for caregivers  
• Need a supportive infrastructure | • Alerts for adverse events was reported as a desired functionality by 80% (68/85) of the patients and 90% (65/72) of the caregivers |
| ST3.2: monitoring | • Continuous monitoring of vital signs  
• Health status measures  
• Movement and gait changes in patients with Parkinson disease  
• Sleep disorders  
• Symptoms evolution  
• Medication side effects  
• Monitoring in real time | • Monitoring tool was reported as a desired functionality by 85% (72/85) of the patients and 82% (59/72) of the caregivers  
• Real-time information was reported as a desired feature by 80% (68/85) of the patients and 86% (62/72) of the caregivers |
| ST3.3: communication tool | • Communication with HCPs  
• Communication with peers  
• Chat tool  
• Get information at home  
• Digital interviews, interventions, and follow-up sessions  
• The need for in-person contact | • Communication tool was reported as a desired functionality by 79% (67/85) of the patients and 88% (63/72) of the caregivers |
| ST3.4: reminders | • Appointments  
• Medications  
• Drinking and mealtime reminders  
• Relief for families | • Reminders and a tool to organize appointments was reported as a desired functionality by 67% (57/85) of the patients and 75% (54/72) of the caregivers |
| ST3.5: lifestyle content | • The need for PA<sup>f</sup> and nutrition recommendations  
Cognitive games | • Social networking tool was reported as a desired functionality by 60% (51/85) of the patients and 68% (49/72) of the caregivers  
• Lifestyle recommendations (nutrition and PA) was reported as a desired functionality by 75% (64/85) of the patients and 79% (57/72) of the caregivers |
| ST3.6: ease of use | • Simple, passive platform  
• Low interaction  
• Easily retrievable information  
• No overwhelming emails and requests | • Easy to set up and start platform was reported as a desired feature by 75% (64/85) of the patients and 89% (52/72) of the caregivers<sup>g</sup>  
• Few steps to get the functionality you want was reported as a desired feature by 79% (67/85) of the patients and 88% (63/72) of the caregivers<sup>g</sup> |
| ST3.7: personalization | • Platform that is adapted to users’ skills and cognitive abilities  
• Platform that considers the different target users  
• Platform that provides relevant information. | • Platform adapted to users’ skills was reported as desired feature by 74% (63/85) of the patients and 83% (60/72) of the caregivers<sup>g</sup> |
| ST3.8: user-friendliness | • Comfortable wearables  
• Predefined layout  
• Less text  
• More graphs and diagrams | • Comfortable wearables was reported as a desired feature by 72% (61/85) of the patients and 81% (58/72) of the caregivers<sup>g</sup> |
| ST3.9: training | • Provide training for end users  
• Supportive manuals  
• One-on-one training sessions | • N/A |
| ST3.10: technical support | • Provide supportive infrastructure (eg, networks, WiFi, and 5G)  
• Hotline for technical support  
• Automatic updates and backups | • N/A |

<sup>a</sup>T: theme.  
<sup>b</sup>ST: subtheme.
ADL: activities of daily life.
HCP: health care professional.
N/A: not applicable.
PA: physical activity.

Different features as listed in the surveys with answers of very important or important (%).

**Theme 1: Experiences Associated With Illness**

In this theme, we present what the participants expressed regarding the NDD symptoms, how the illness affected their everyday lives, and the difficulties encountered within the health care services.

**ST1.1: Motor Symptoms**

Among the different motor symptoms associated with NDDs, stiffness and loss of balance were frequently mentioned. Most patients and caregivers expressed their concerns regarding the consequences of motor symptoms, such as frequent falls and injuries:

> It is normal, but I am concerned because consequences can be severe. Fear of consequential damage (broken bone, etc.) [Caregiver, Germany]

Furthermore, patients’ mobility becomes limited, and moving around becomes problematic and physically demanding, in particular for patients with PD:

> At least from what I have seen with Parkinson patients, having to move and go somewhere is very physically demanding. [Academia 1, Germany]

The consequences were not only physical; patients also explained that because of motor symptoms, they feel hindered and insecure:

> I couldn’t move myself without being looked at and wobbled around. He is drunk or something, right? That hindered me a lot. I don’t want to say handicapped, but very upset...That’s what bothers me the most. Being insecure, it’s so bad that I feel really bad. [Patient with OD, Germany]

**ST1.2: Nonmotor Symptoms**

Nonmotor symptoms represent another clinical spectrum of NDDs. For most patients and caregivers, disorientation and difficulties in concentration are worrisome, as patients can get lost:

> The other day I got lost while I was going to the association. I went through a different street and suddenly, I did not know where I was. [Patient 1 with PD, Spain]

Notably, memory problems are the hardest to deal with:

> The hardest thing is to deal with memory problems. [Caregiver, Spain]

They mentioned how memory problems could induce other challenges, such as difficulties in communication, as patients can forget the topics they are discussing or fail to identify with whom they are talking:

> Sometimes I can’t remember their names, and in the middle of talking, I just stop. Sometimes it happens that I don’t even remember what I wanted to say. I don’t know where it comes from but it happens. And it’s not good, and I’m a little worried. [Patient with OD, Germany]

Furthermore, owing to memory issues, patients can experience risky situations, such as an overdose or underdose of their medications, as well as missing mealtimes:

> She [the patient] would forget to eat, saying she’s full; I don’t leave medication within her reach as she would either not take it or take more than actually prescribed. [Caregiver, Romania]

**ST1.3: Changes in Life and Context**

After being diagnosed with NDDs, both patients and caregivers reported feeling isolated. Although patients felt apathetic and sad at home, caregivers had to rearrange their daily routines to focus all their efforts on taking care of the patients. In fact, one of the caregivers described caring for patients with NDDs as caring for a grown-up child, as they need support in almost all their activities:

> It’s complicated, emotionally and logistically. Since the diagnosis, I stopped what I used to do. I only leave the house for urgent things. [Caregiver, Portugal]

In their attempts to live with the illness, both patients and caregivers reported some coping strategies. For example, one of the patients with PD mentioned engaging in sports and being more physically active:

> Try and compensate for the effects of the disease, I do sport, games, computer activities, keep house accounts. I keep active in general and I practice sports in particular. [Patient 2 with PD, Spain]

Another patient with PD reported making to-do and shopping lists, which can help organize daily tasks:

> I make lists and lists about money, about other things. [Patient 1 with PD, Spain]

Meanwhile, caregivers also need to cope and make symptom-specific adjustments, such as adjustments to the living place or nutritional considerations:

> Of course, you try to make the most of it. So, for example, in the case of swallowing disorders, you look at whether you are thickening or purify the food, and I just see that it is nicely prepared...To reduce the risk of falls, for example I've taken a carpet out of the living room before to avoid a risk of falling. Such things. So, I'm just advising a lot. So, even if certain things are worrying, we still have to deal with them. [Caregiver, Germany]
ST1.4: Health Care Process

The health care process for patients with NDDs usually involves >1 specialty and requires many visits. Considering their motor symptoms, going to all these visits is demanding for both patients and caregivers, particularly those who live in rural areas:

You have the foot care, the pedologists—rarely now, because they are all fully booked. And just this whole medical complex that works together. You still have one or the other family doctor who still makes home visits. And then it stops. Because occupational therapists, speech therapists are rather rare and difficult to get here in the countryside. [Caregiver, Germany]

Other challenges regarding the health care process were reported, such as a poor physician-to-patient ratio. On one hand, this can be stressful for HCPs as they have to manage extra numbers:

Doctors have more patients than they can handle and are late in seeing patients. [Patient 1 with PD, Spain]

On the other hand, patients have to wait longer to get their appointments:

Right now, in Spain for patients to be seen by a specialist health professional, they have a 6 months period wait, and to get a social worker appointment it’s more. [HCP, Spain]

Patients are usually not satisfied with the time offered to them by HCPs:

I'd say that nursing hours are too short. This makes the patients very disappointed that they can't even talk to them a little. And then they (patients) are very sad. [Patient with OD, Germany]

Supportive Quantitative Results for Theme 1

In the web-based surveys, both patients and caregivers were asked to report about the symptoms experienced by patients and whether they were worried about them; the difficulties in performing activities of daily living (ADL); and family burden for caregivers.

Stiffness was the most experienced symptom as reported by both patients (66/85, 78%) and caregivers (60/72, 83%), whereas stumbles and falls were the most frequent symptoms patients expressed that they were worried about (19/33, 58%). Regarding the nonmotor symptoms, feeling sad was the most common symptom reported by patients (61/85, 72%), whereas feeling anxious or nervous was reported by 69% (50/72) of the caregivers. Difficulties in communication was reported by 55% (47/85) of the patients and 68% (49/72) of the caregivers.

As for ADL, dressing and undressing was the most difficult activity for the patients (46/85, 54%), whereas accessing therapy sites and moving outside the house was the most difficult for the patients as reported by 79% (56/72) of the caregivers.

On the basis of the results from the 7-item abbreviated Zarit scale, 57% (41/72) of the caregivers reported having family burden.

All the detailed results from the surveys regarding this theme are provided in the Multimedia Appendix 1.

Theme 2: Thoughts About the Platform Technology

In this theme, the opinions of the participants regarding the proposed platform technology were gathered, including their attitudes toward different aspects of the platform technology, device preferences, their expected benefits and main concerns, and their willingness to use it and pay for it.

ST2.1: Attitude

On being introduced to the concept of the PROCare4Life platform and its main objectives, the participants showed varied attitudes. Some were positive about the initial platform design; in fact, several patients and caregivers said they personally loved it. HCPs and key stakeholders found it to be helpful, interesting, and required in the health care process:

Not only interesting but also very much needed. [Media actor, Portugal]

Notably, most of the participants referred to the COVID-19 pandemic and the subsequent lockdown in most of the European countries as a reason for the increased interest in digital integrated communication platforms in health care. Patients have become more flexible about using ICTs:

I would use a tablet, for example, if we have a pandemic or something like that. [Patient with OD, Germany]

HCPs thought that PROCare4Life is needed to continue providing services to their patients in situations where access to health institutions and facilities was limited for emergencies only:

All this COVID 19 situation changed everybody’s perspective. Not being able to be with people but still wanting to care for them. If we could have a digital system that allowed us to monitor someone at a distance and that also allowed us to be in contact and interact with them, that would be very important. [Market actor 2, Portugal]

Furthermore, the pandemic was thought to be a catalyst in developing the market of digital integrated care platforms. A negative attitude was also reported: one of the patients referred to old age as a challenge for accepting technological devices and benefiting from it. Some caregivers found the platform complicated, in particular for patients with advanced dementia, when the abilities to use any technical device become questionable:

This only works if there is no disease that does not affect it. With advanced dementia, the use of such devices no longer works at all. [Caregiver, Germany]

In addition, a negative attitude from some HCPs was based on the opinion that such a platform could be an additional burden to their work, both time-consuming and stressful:

It can cause some stress to the team since there’s an additional pressure and responsibilities. [HCP, Portugal]
Finally, participants pointed out that health care technological solutions such as PROCare4Life should be only a support and not a replacement for physical contact and in-person interaction:

> Technology can be considered a support and an aid, but not a replacement. [HCP, Italy]

**ST2.2: Device Acceptance**

The initial design of the platform and different devices to be integrated were explained. Most patients and caregivers preferred using wearables and smartphones:

> With an explanation and knowing the objective. Yes, she loves wearing devices and wanted an Android smartphone, she wears tele-assistance and likes it. [Caregiver, Spain]

However, during the workshop in Germany, some HCPs preferred tablets over smartphones, referring to the negative experience they had regarding the smartphones’ usability:

> With smartphones it was certainly the case—so the feedback that it was difficult to use because people didn’t understand it well and the volume was so low. [HCP, Germany]

In addition, including stationary devices was seen as helpful, as it can ensure continuous monitoring of the patients in case they forgot to wear their wearables:

> The strength of having sensors at home is that if they have a wearable system, people might forget to put it on. Fixed sensors will be better, because they will always be present. [Media actor, Portugal]

Conversely, some devices were less accepted, such as a smart television, which was thought to be difficult for patients with dementia, and cameras, owing to data protection and privacy intrusion worries:

> Dealing with this [smart TV] is difficult...I would prefer not to use it if cameras, even if it doesn’t record images. I see a privacy problem, although it might make sense. But it’s data protection difficult and I don’t know if I want to be monitored by technology all day long. [Caregiver, Germany]

**ST2.3: Expected Benefits**

The participants expected several benefits when using the platform. Improvements in communication among patients, caregivers, and HCPs, as well as among HCPs, was frequently mentioned:

> Communication between specialists could probably be better, and between the specialists and the patients also. [Caregiver, Spain]

This, in turn, enables information sharing among all the stakeholders involved in the health care process and supports the multidisciplinary approach for patients:

> It is good for both parties. For example, if someone comes to the hospital, there would be direct information about that person. Then this saves them from repeating their medical history, especially if this does not work well anymore due to an illness. The same is the case with institutions. If I imagine from my professional field in the rehabilitation clinic to have this possibility and to be able to access the information directly, that would be very practical. After all, you want to provide the best possible care for people. By the bundled information you would have a good impression of the person and then you can give more individual advice regarding the future of the patients. [Market actor 1, Germany]

For health care teams, the PROCare4Life platform was thought to help saving time and effort per patient, reduce the workload on the nursing staff, and subsequently improve the overall work efficiency:

> I think, that I would benefit from PC4L in terms of working efficiency, saving time devoted for each patient and reduce the reachability time. [HCP, Italy]

On an individual level, the platform was seen to help patients to live independently at home:

> People can remain as long as possible in their own coziness, while they are still independent as long as possible. [HCP, Germany]

It can ensure the engagement of caregivers in the health process and improve the relationship between patients and HCPs:

> A positive aspect is the involvement of the caregiver, that usually is unfairly underestimated [...] enhancing the relationship of trust between patient and health professionals. [HCP, Italy]

**ST2.4: Concerns**

Most of the concerns expressed by the participants regarding the proposed platform were related to privacy and data protection. Owing to the nature of such platforms that require sharing personal data, explaining everything to the user and obtaining their consent were considered a must. Meanwhile, concerns related to the security of the platform and the protection measures followed to secure the data were mentioned:

> How secure is all this? So how secure is this server? So that’s what I always think. It is also very sensitive data. And we know: data protection, hackers—a lot can happen and you have to be aware of that. [HCP, Germany]

Costs and the price of the platform were seen as a typical barrier not only for PROCare4Life but also for any digital health care solution:

> The typical barrier I would say it is the price that it takes to be implemented. [Media actor, Italy]

Finally, the questionable abilities of the patients to handle the proposed platform was reported as a concern:

> I don’t think patients can handle it. They don’t know the technology well. [Caregiver, Germany]

**ST2.5: Willingness to Invest**

Regarding the willingness to invest in the proposed platform, participants mainly commented on 3 areas of investment (financial, time, and effort). Most patients and caregivers were
unsure about investing money to pay for this platform. Patients mostly wanted to see the benefits they would get from the platform before deciding, whereas formal caregivers thought that the platform should be financed by patients, their relatives, or health insurance authorities:

*Depends on the perspective. I as a nurse no. This is what relatives and patients should pay for. Or actually the health insurance companies.* [Caregiver, Germany]

On the other hand, HCPs reported that health institutions would pay for such platforms if they are beneficial:

*Yes, if it’s something new and that we can all benefit from that, we think our organization would pay for that.* [HCP, Portugal]

Another HCP suggested the platform to be financed by a third party or providing it as a rent service:

*You think about who has to pay for a platform like that, you can simply offer it as a service. That can be financed by a project, or any other financing possibility than the user. Maybe in a rent form, I don’t know, 60 or even 300 Euros per month. As long as its value is favorable.* [HCP, Germany]

Regarding the time and effort to learn, the end users were more willing to invest in the proposed platform, stating that it pays off eventually:

*It takes an initial time to get used to all the tools but it pays off in long-term.* [HCP, Portugal]

### Supportive Quantitative Results for Theme 2

Questions related to device acceptance, expected benefits, and willingness to pay for the proposed platform were asked in the web-based surveys.

Patients and caregivers were asked about their acceptance for several technological devices that are thought to be included in the platform. On a Likert item questionnaire, wearable devices were highly accepted among patients: in fact, 57% (48/85) of them would like or love to use it, whereas mobile or tablet was more accepted by caregivers (50/72, 69%). Cameras were the least accepted, as only 33% (28/85) of the patients and 31% (22/72) of caregivers would like or love to use them.

Among a list of different expected benefits from the proposed platform, increasing feelings of safety or autonomy of patients in their homes was the most agreed upon by both patients (66/85, 78%) and caregivers (50/72, 69%).

When asked about their willingness to pay for the proposed platform, around half of the patients (43/85, 51%) and caregivers (35/72, 49%) answered “I don’t know.”

More detailed quantitative findings can be found in the Multimedia Appendix 2.

### Theme 3: Desired Platform Properties and Supportive Measures

This theme reports about participants’ answers regarding the needed features and supportive functionalities to be included in PROCare4Life.

#### ST3.1: Alerts for Adverse Events

Some symptoms related to NDDs can appear suddenly. Including a function that detects adverse events and informs a responsible party about them was thought to be useful and a relief for patients and caregivers:

*It [adverse events alert] would be very useful. So that I know if there’s something wrong with her and what it could be. It would leave me in peace.* [Caregiver, Spain]

Meanwhile, adverse event alerts support HCPs in detecting the daily irregularities or the symptom-induced hazardous situations of the patients and reporting them to the health care team:

*A tool to measure, record and analyze on/off stages, swallowing, activities of daily living, falls, dangerous behavior, quality of sleep. With the possibility of reporting the adverse effects to the nurse.* [HCP, Spain]

However, one of the caregivers stated that for adverse event alert to be effective, supportive infrastructure is needed:

*We often get calls that a patient in a city several hundred kilometers away. And we have nothing to do with that. It just makes us crazy and doesn’t help people. The infrastructure for this has not yet been properly developed.* [Caregiver, Germany]

#### ST3.2: Monitoring

Having a tool that monitors the patients’ health status was seen as very useful by most of the participants, as it provides continuous and objective information about the patients. It can be used to monitor the patient’s vital signs and other health-related measures:

*So these systems could be used for monitoring pulse and sugar status and vitamin status and nutritional status and exercise status.* [Market actor 2, Germany]

HCPs were interested in monitoring the symptom evolution and the side effects of certain medications. Furthermore, monitoring the movement and gait patterns to detect any changes (ie, fall detection), particularly in patients with PD, was thought to be important:

*One could also install sensors in the room and measure the movement patterns of the residents with Parkinson’s disease. This would also make it possible to recognize early on, for example, if the person has a certain movement pattern that he or she will soon fall. And warning signals can also be sent accordingly.* [HCP, Germany]

In addition, monitoring patients in real time was thought to be important:

*The perspective of the information in a real moment it’s really important and the possibility to also maintain informed people of interest related to the caregivers or people who are monitoring them.* [Academia 2, Germany]
One of the caregivers stated that if patients were monitoring themselves all the time, without knowing how to interpret the values, it would be stressful for the patients:

If the patients are monitoring themselves, I find it horrible...And if patients always monitor themselves, I think they’re just afraid of the values and then it’s the bracelet or the fear of the values that stress the patients, not the disease itself. [Caregiver, Germany]

This could mean that monitoring needs to be controlled or adapted to the users.

**ST3.3: Communication Tools**

Inclusion of communication tools that could work in different ways was frequently reported. First, the participants thought that a tool for communication that enables patients and caregivers to ask questions regarding their medications or issuing health reports and sick leave without in-person appointments with HCPs would be useful:

For example, information about drugs contraindicated in the disease or on aspects such as a sick leave, some simple information that would avoid me having to go to my health center. [Patient 1 with PD, Spain]

In addition, HCPs can launch digital interviews and interventions, for instance, physiotherapy sessions that could be held on the web when the patients are not able to personally visit the health care institutions:

A tool that would allow video calls: Digital interviews, interventions. [HCP, Spain]

Follow-up sessions could also be held through such tools:

For some phases video calls can be useful, I don’t know about therapy but I can imagine that you can have it where you meet physically but also have check-up during the week over a video call. [Academia 1, Germany]

Second, one of the HCPs thought that a communication tool that facilitates interaction among HCPs from different specialties regarding their patients’ health conditions and treatments would be useful:

It would be great to have a two-way access and communication service with other professionals. [HCP, Spain]

Another way for communication was suggested by one of the caregivers, which is implementing a chat tool or system where different caregivers and involved persons could share knowledge and interact:

A chat system! So that either a caregiver or qualified staff could answer questions, I mean, it should somehow serve as an interactive chat among all users, or a solution should be sought somehow; I mean, if I need to pose a question, it should pop up, as it would with a forum, and anyone should be able to answer that question, that is, if the site developer is not available right there and then, if someone else is nevertheless available to talk to me and share their opinion, then from the opinions of two or three participants I might extract a conclusion guiding me this or that way. [Caregiver, Romania]

However, some of the local organizations participating in this project already have their own internal communication channels using WhatsApp or Facebook, through which they can interact with workers in their organization or organize some social events with their peers:

I am already in the WhatsApp group of the Parkinson sports team and also in the Facebook Parkinson care group. [Patient 1 with PD, Spain]

Another point that a communication tool within the platform should not replace in-person communication, particularly in the case of dementia where personal contact is crucial, was highlighted:

I think with older people and with people with dementia is still, I think the personal conversation is still more important, maybe people with dementia don’t understand that it goes over a screen. [HCP, Germany]

**ST3.4: Reminders**

With the memory problems associated with NDDs, integrating reminders that inform the patients of what they have done or suggest what they should do was frequently reported in the interviews for providing support to the caregivers and patients’ families:

The relatives are also relieved by this. Because they also think a lot for the patients. And when they no longer have to take over this reminder function, they are also relieved. [HCP, Germany]

From the patients’ and caregivers’ perspectives, reminders can be sent for medication and mealtimes:

Maybe a device to tell her, to remind her of medication or meal hours. Or one that reminds me of all this when I’ve got my hands full at work, so that I can then give her reminder calls myself. For no matter how many memos I make, I get buried in my work and forget about them [Caregiver, Romania]

For HCPs, reminders can help patients remember their medical appointments and ensure that their daily water intake is consumed:

A memory of drinking. Or we do—today at 11:00 o’clock—10 minutes of gymnastics. [HCP, Germany]

**ST3.5: Lifestyle Content**

Inclusion of some support related to the lifestyle activities of both patients and caregivers was mentioned by the participants of this study. The areas of support reported were nutrition and physical activity:

Better implement an online nutrition program. I would always try to add sports and movement offers. Just as well as cultural aspects. [Academia 2, Germany]

Sociocultural events and cognitive games were also preferred:

Yes, I would love to use it [games]. [Patient 1 with PD, Spain]
**ST3.6: Ease of Use**

The proposed platform needs to be simple and practical as stated by one of the patients with PD:

> For me it is important that the system is practical and as simple as possible. [Patient 2 with PD, Spain]

In the workshops, one of the HCPs mentioned that it is even better if the platform is passive, considering the cognitive abilities of the patients with NDDs:

> In the case of people with cognitive impairment, it will also be important that the technology is not only easy but even passive. [HCP, Spain]

Different criteria for ease of use were reported by all the participants, such as low interaction with the platform, easy navigation of the platform and retrieval of information, and fewer approvals and requests for setting up the platform.

One of the key stakeholders, who is also a clinical professional, stated that for clinical professionals, the easier the platform, the more it will be accepted and used:

> For us as clinical practitioners I think that must be a solution where we can easily access the information and the information must be as simple as we can get. So, I think we need to have something that we don’t need to learn to use it, or at least if we have to, just learn a minimum of sets to use it because if it’s complex system, I think we are going to let it go. The easier to use, the easier it will be. [Academia 4, Portugal]

**ST3.7: Personalization**

A relevant aspect of the platform is the ability to be customized to fit the users’ needs and preferences, especially those needs related to the cognitive problems of the patients:

> Adapted to the needs of the person according to his/her cognitive state and preferences. [HCP, Spain]

Personalization can be achieved by adapting the platform’s tools according to the target group’s needs. “Reminders” was highlighted as one of the desired tools. For example, a water intake reminder can be developed, which is important for older people with dementia who often forget to drink hydrating fluids:

> People with dementia often have the problem that they do not drink enough. And maybe you could install a water dispenser for them. [HCP, Germany]

It is important that the platform considers the various needs among different end user groups and that it offers flexibility of its functions so that the end users can adjust it according to their interests and needs:

> Also, the personalization...not only by the professional but also by other users. [HCP, Spain]

> I think this is something individual. It’s not something you get off the shelf but like with the apps you can buy when you need something. That you can expand the system depending on the degree of illness you have or the need you have. [Market actor 2, Germany]

Furthermore, the platform can support HCPs in personalizing their treatment plans when disease-specific information about the patients is available:

> In my case as a physiotherapist, I would like to have access to information about habitual displacements or activities in which the person presents motor difficulty, to be able to focus the treatment towards a more functional objective. In this way we would achieve more personalized treatments. [HCP, Spain]

**ST3.8: User-friendliness**

For the platform to be user-friendly, patients would like to have comfortable wearables that do not irritate their skin and familiar sensors that do not cause them anxiety:

> Very important that it [wearables] doesn’t irritate. [Caregiver, Spain]

For the HCPs, the user-friendly criteria were that the platform layout is predefined, has less text presentation, and focuses more on visualizing the information using symbols and graphs:

> No text. I think most people don’t like to read text...I would like to see this in a traffic light system. So that the green area is everything ok, everything is good, with red something has to be done. [HCP, Germany]

**ST3.9: Training**

HCPs and other key stakeholders pointed out the need for end users to be trained on how to use the platform. This includes educating them about the different devices and providing training sessions on their use. Furthermore, training should not only rely on manuals but also provide some interactive training sessions:

> I can learn it myself, but it is difficult for me to learn new programs by reading manual. As far as such new program I need someone who sits next to me and introduces me to the program. [Market actor 1, Germany]

**ST3.10: Technical Support**

With a digital platform, technical issues can always arise. Therefore, the presence of technical support was seen as a need by HCPs and other key stakeholders. This support can be in the form of automatic backups of the stored information or as supportive infrastructure and networking:

> If the system fails, having an automatic backup to prevent loss of information or any delays on the reports. [HCP, Portugal]

In addition, a service hotline to report urgent technical issues is required:

> A service hotline would also make sense. If problems arise, it is important to reach someone. [HCP, Germany]

**Supportive Quantitative Results for Theme 3**

The web-based surveys included questions about several features and functionalities to be included in the platform. On a 3-point Likert-items questionnaire, a tool to monitor symptoms and activities was the highest-rated functionality, as 85% (72/85)
of the patients found it very useful or useful. Most caregivers (65/72, 90%) found that a tool to detect adverse events, unusual activities, or movements was useful.

In addition, when asked about the importance of different features of the platform, 80% (68/85) of the patients reported the real-time information feature as very important, whereas approximately 89% (64/72) of the caregivers reported an easy-to-set-up platform as very important. Detailed results from the surveys regarding this theme are provided in the Multimedia Appendix 3.

Discussion

Principal Findings

This study aimed to identify the needs and requirements for an ICT-based integrated care platform in supporting its potential end users and other stakeholders involved in the health care process of NDDs by exploring the participants’ opinions regarding the health care process and digital health care solutions. Findings on experiences associated with NDD symptoms, the challenges faced by all the potential end users in health care services, and the inevitable changes to life and its context have been well documented [2,3]. This is perhaps why participants were so forthcoming with wanting to share their experience in the hope of a supportive technology solution.

Although both positive and negative attitudes of the participants toward PROCare4Life were explored, the participants expected several benefits when using the platform. These varied between supporting the patients’ empowerment and independence, increasing caregivers’ and HCPs’ work efficiency, and ultimately improving health care services. Notably, influenced by the COVID-19 pandemic, most participants referred to the platform as a need, with most of them being willing to use it. This finding is of particular importance, as older people with chronic illnesses have been identified as a vulnerable group, who require special consideration for encouraging them to use ICT in health care during pandemic times [46].

Most of the desired functionalities reported here confirm findings from previous research, such as the need for medication intake reminders, monitoring, and communication tools [32,47]. We provide more insights into the specific needs related to these functionalities, such as the patients’ constant need for meals, water intake, and appointment reminders. In addition, a monitoring functionality that provides objective data in real time for both caregivers and HCPs was reported, with emphasis on monitoring motor symptoms and gait patterns and installing a fall detection system. A communication tool was valued by all the potential end users, believing that it improves the relationship among patients, caregivers, and HCPs and facilitates the overall health care process. It is known that ICTs are useful in reducing social isolation and providing opportunities for older adults to keep in touch with the outside world [28,48,49]. Therefore, implementing a communication tool could alleviate the isolation and feeling of distress reported by the patients and caregivers in this study. Furthermore, as stated by one of the caregivers, a chat tool facilities interaction between peers and knowledge exchange among all the parties involved in the care process.

Another important finding was the need for personalization, which stems from the individuality of each user, including disease severity, experiences, and preferences. As the saying “One size does not fit all” goes, as this platform targets different end user groups, a flexible design should be considered. In addition, with the progressive nature of NDDs, there is a need to offer tailored functionalities that match the stage of the disease and patients’ abilities. Having too many functionalities and options might cause confusion for the end users, particularly for patients and caregivers. Similar to what has been reported by Boman et al [33], some of our participants pointed out the need to provide >1 version or package of the platform to facilitate the customization of the product.

The diversity of needs, along with a few contradictions between the end user groups, was the main challenge in our work. Although patients and caregivers were concerned about using stationary devices and cameras, HCPs expressed that including these devices is important for ensuring the real-time monitoring functionality of the platform. In addition, the results show how end user groups tend to have different perspectives when identifying a specific property. For instance, although all the participants highlighted the need for the platform to be easy to use and user-friendly, both patients and caregivers viewed this as having familiar objects and comfortable wearables, whereas HCPs cared more for the visualization (ie, having a traffic color system) and the layout of the platform. Furthermore, HCPs emphasized that a platform that is easy to navigate through and retrieve information from is more likely to be used. It is known that simplicity, ease of use, and understandable features increase the possibility of older people with impaired cognitive abilities using digital devices independently and for a long term [29,33,50-54].

The need for providing education about the platform and training on the devices to be used were stated by HCPs and other key stakeholders. Therefore, in addition to patients, offering training opportunities for HCPs and caregivers is of great importance. Staff who are familiar with the platform, have experience, and are interested in using it play an important role in encouraging their patients to use it [55,56].

It is also noteworthy that potential end users found it difficult to decide whether they would pay for the PROCare4Life platform and by how much. Although HCPs referred to this point as one of the typical barriers for ICT health care platforms, they were more willing to pay compared with patients and caregivers and believed that their institutions would be willing too. Identical to what was reported by Contreras-Somoza et al [48], who studied the acceptability of an ICT device for older adults with mild cognitive impairment, formal caregivers in this study expected PROCare4Life to be financed by the patients themselves, relatives, or health insurance companies. Furthermore, the patients in our study needed to grasp the benefits of the platform first before deciding on paying for it. HCPs suggested providing renting offers of the platform to ease the cost burden for those who would like to use it, in case no other financing possibility was available. Therefore, there is a
need for providing a better investment in digital solutions that support healthy and independent aging, which relies on collaboration between the government, organizations, and the private health sector [48,57].

When developing an ICT platform that supports all the parties involved in the care process of older people with NDDs, identifying the users’ needs, interests, and abilities is crucial [58], regardless of being challenged with the diversity of needs and different priorities of the participants in this study. Combining different views from different perspectives (eg, patients, caregivers, HCPs, and other stakeholders) is thought to prevent individual concerns such as privacy issues from becoming a barrier for using technology [59,60] and ultimately increase the acceptability of technology in health care [47].

In addition, our participants valued this study and appreciated the idea of trying to include them in the development process and understanding their needs:

*The strongest point for me is doing this interview, to really start asking what do people need and want and do they think they can use it. I think that it relates directly to usability, and the user experience which is crucial. I worked together with therapists to develop a system back there, but no matter how good the system was, if it’s not being used, there is nothing you can do about it. So, I think what you are doing is very important for the acceptance of the people for this system.* [Academic Researcher 1, Germany]

For this purpose, encapsulating a UCD approach in the development stages ensures addressing the real needs and avoiding poor final acceptance. Indeed, the rationale behind UCD is that the “purpose of any design is to serve the user, not to use a specific technology or to be an elegant piece” [61].

**Implications on PROCare4Life**

The data collected and knowledge gained from this study were transferred to the development and research team of PROCare4Life with the purpose of designing and redesigning the different services of the platform. What ultimately emerged from this initial phase of the project supported the efforts to raise awareness about the major areas of users’ needs, where technological aspects of the platform could be more valuable. The identified “desired properties” represent the main core of the final platform solution based on a realistic idea of the problem and a better vision of what to prioritize for each of the properties, providing an insight into how the scheme of operation of the system was to be shaped. In addition, the work on specifying areas of technical interest to users is an ongoing process that shall continue throughout the project pilots as new needs emerge followed by further technical developments.

Furthermore, this study identified several prerequisites for the acceptance of this platform, for instance, training and technical support. Therefore, training manuals for users containing instructions for the implementation and use of the system have been produced and will be continuously adapted and improved until the end of the project for personalized configuration along with more training opportunities, such as interactive sessions and e-learning, which are currently being assessed in the framework of the pilots. In addition, each clinical site was assigned a technical partner for support and guidance in the event of any technical difficulty.

Regarding privacy and protection in the use of cameras, the technical team worked on a code with the depth camera and the real-time software to avoid the storage of any patient’s images. In addition, a simplified illustrative video was distributed among the users, explaining how the images acquired by the camera are directly processed by a software that generates an output composed of an 18-point skeleton in combination with the depth information. Thus, no images are saved, avoiding privacy issues.

**Strengths and Limitations**

Developing a successful product means that the needs of the target groups are included [62]. This research was based on a large sample of participants, including different perspectives presented by patients, caregivers, HCPs, and other related key stakeholders. This ensured that all views on different needs and challenges are considered during the development and future pilot phases. The inclusion of patients with different NDDs (ie, dementia and PD) and the multisite (ie, 5 different European countries) approach allow the findings to be generalized so that the PROCare4Life platform solution can be applied to other chronic diseases and facilitates the exploitable of the achieved results in the long run. Furthermore, the mixed methodology study enriched the comprehensive data that reflected the diverse needs of the participants.

One of the main challenges this study faced was the COVID-19 pandemic, which directly impacted the dynamics and schedule of the PROCare4Life project in its first months of development. Confinement and social distancing measures implemented by all member states and local authorities in the different European countries required an adaptation in approaching and recruiting the participants involved in the study. Most data were collected remotely through phone or digital interviews and on the web; however, a few meetings were held face to face. This rearrangement required extra work for the researchers involved in this study, ensuring that the prevention and control measures to avoid infections were strictly applied. Surely, this situation created some challenges and limited in-person contact with the participants. Nevertheless, this study was able to approach the intended target groups and numbers. In addition, the PROCare4Life approach to the current pandemic situation was continuously documented in clinical partners’ countries to ensure standardized preventive measures. This exchange led to the publication of a COVID-19 protocol that shares the instructions and suggestions of the respective national and local health authorities, which is available on the web [63]. In addition, the awareness of the pandemic seemed to open perspectives to the usefulness of the platform (eg, ST2.3).

By the time of the study, the design of the functionalities in the mock-ups were not developed yet. Although this was expected, considering the aim of the study and the early stage of the development process, some of the participants, in particular patients, were not able to imagine the design of the platform. It has been pointed out in the literature that patients with declined cognitive ability might have difficulty in imagining the things they cannot see or articulating their perceptions of the device.
intended to be used [33-47]. Considering this, HCPs and caregivers who were familiar with the patients were included. Furthermore, the early involvement of users in the process ensures the suitability of the product for its intended target group and purpose [64].

Another limitation is that this study prioritized qualitative data, which could mean losing some important quantitative results, in particular those related to patients and caregivers. However, the study design allowed the sharing of the same topics in both study methods. During the merging of the results, all the supportive quantitative data were considered. Finally, there was an overrepresentation of patients with PD in the study, which might have caused bias in the results toward motor symptoms as well as the inability of the study to draw conclusions on the specific needs of patients with other NDDs. The reason could be that patients with PD, especially in the early stages of the disease, are less likely to experience cognitive decline, and therefore, they are more easily engaged in this kind of study where they have to sustain attention and communicate their opinions clearly. In addition, in the countries involved in this study, associations of patients with PD are very active and eager to become involved. Nevertheless, samples were free from selection bias and were naturalistic under the overall umbrella of NDDs. For future studies, there might be a need for such kind of platforms to be designed for each neurodegenerative condition according to its own peculiarities.

Conclusions
In this study, the needs of all the parties involved in the health care process of NDDs regarding an ICT-based health care platform were explored. The pandemic situation highlighted opportunities for digitalization in health care. The mixed methods approach yielded mostly consistent results, which were in line with findings from the literature. The collected data were useful for the development of the PROCare4Life platform.

Although the combination and collection of features for diverse user groups are typical for integrated care platforms, this results in exponential complexity for designers, developers, and users. Contradicting opinions and several concerns in this study demonstrate that an integrated care platform should not promise too much for too many. Instead, selection, focus, and, sometimes, restriction to the essentials are necessary. Users and other stakeholders should be involved in these decisions.
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Abstract

Background: Digital data on physical activity are useful for self-monitoring and preventing depression and anxiety. Although previous studies have reported machine or deep learning models that use physical activity for passive monitoring of depression and anxiety, there are no models for workers. The working population has different physical activity patterns from other populations, which is based on commuting, holiday patterns, physical demands, occupations, and industries. These working conditions are useful in optimizing the model used in predicting depression and anxiety. Further, recurrent neural networks increase predictive accuracy by using previous inputs on physical activity, depression, and anxiety.

Objective: This study evaluated the performance of a deep learning model optimized for predicting depression and anxiety in workers. Psychological distress was considered a depression and anxiety indicator.

Methods: A 2-week longitudinal study was conducted with workers in urban areas in Japan. Absent workers were excluded. In a daily survey, psychological distress was measured using a self-reported questionnaire. As features, activity time by intensity was determined using the Google Fit application. Additionally, we measured age, gender, occupations, employment status, work shift types, working hours, and whether the response date was a working or nonworking day. A deep learning model, using long short-term memory, was developed and validated to predict psychological distress the next day, using features of the previous day. Further, a 5-fold cross-validation method was used to evaluate the performance of the aforementioned model. As the primary indicator of performance, classification accuracy for the severity of the psychological distress (light, subthreshold, and severe) was considered.

Results: A total of 1661 days of supervised data were obtained from 236 workers, who were aged between 20 and 69 years. The overall classification accuracy for psychological distress was 76.3% (SD 0.04%). The classification accuracy for severe-, subthreshold-, and light-level psychological distress was 51.1% (SD 0.05%), 60.6% (SD 0.05%), and 81.6% (SD 0.04%), respectively. The model predicted a light-level psychological distress the next day after the participants had been involved in 3 peaks of activity (in the morning, noon, and evening) on the previous day. Lower activity levels were predicted as subthreshold- and severe-level psychological distress. Different predictive results were observed on the basis of occupations and whether the previous day was a working or nonworking day.

Conclusions: The developed deep learning model showed a similar performance as in previous studies and, in particular, high accuracy for light-level psychological distress. Working conditions and long short-term memory were useful in maintaining the model performance for monitoring depression and anxiety, using digitally recorded physical activity in workers. The developed model can be implemented in mobile apps and may further be practically used by workers to self-monitor and maintain their mental health state.
Introduction

Physical activity is an important health-related bodily activity for treating and preventing depression and anxiety [1]. Daily physical activity protects against depressive moods experienced by individuals in their daily lives [2]. In the working population, physical inactivity is widespread [3] owing to an increase in work involving low-intensity activities [4]. Based on its effectiveness in preventing depression and anxiety, which are common among workers [5,6], promoting physical activity is the most obvious intervention to effectively prevent common mental disorders in the workplace [7]. For healthy working people, information on their physical activity is useful to self-monitor and maintain their mental health.

Recent studies have shown that physical activity measured using digital tools serve as digital biomarkers in the passive monitoring of depression and anxiety. Furthermore, novel digital technologies and machine or deep learning models have used physical activity to predict depression and anxiety [8-19]. A recent systematic review [8] reported that 19 studies measured physical activity using smartphones and wearable devices to passively monitor depression. It was discovered that activity time, level, intensity, movement speed, and step counts were indicators that are significantly correlated with depression. These indicators predominantly negatively correlated with depression. Support vector machines [9,10], random forests [11,12], regression trees [15,16], regression models [13,18], and ensemble learning were used as learning models. The predictive performance of these models showed moderate to strong correlations with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to have a strong correlation with the measured levels of psychological distress.

However, no studies have developed models that use working conditions to passively monitor depression and anxiety in workers by measuring physical activity using digital tools. A previous study [18] sampled workers and used physical activity, sleep, and the heart rate as features. However, the study did not use information on the working conditions. Other models did not target workers but were based on college or undergraduate students or patients. Regarding the employed population, patterns of physical activity reflected the differences between other populations and that within the population based on commuting or holiday patterns, physical demands, occupations, and industries [20]. These working conditions would explain the variations in physical activities and was useful in optimizing the model to monitor depression and anxiety in workers. Additionally, deep learning models, such as recurrent neural networks, which have feedback connections with successive inputs, would increase the prediction accuracy because the information in the previous inputs regarding physical activity and the state of depression and anxiety explain subsequent inputs.

This study aims to evaluate the predictive and classification performance of a deep learning model for analyzing depression and anxiety, that is, psychological distress, which has been optimized for workers. We used workers’ physical activity time (measured using a smartphone app) and the psychological distress state from the previous day as features to monitor their psychological distress on the next day. Additionally, working conditions (information on whether the previous day was a working day or not), occupation, employment status, shift type, and working hours were considered features. The long short-term memory (LSTM) model was used as a deep learning model. We hypothesized that the deep learning model developed using the abovementioned characteristics would have similar or better classification performances than models used in previous studies [8-19]. Additionally, the model is expected to have a strong correlation with the measured levels of psychological distress. This study is the first investigation to develop an optimized model using working conditions and LSTM to predict depression and anxiety in workers, and it could be useful to workers to self-monitor and be a primary prevention from depression and anxiety.

Methods

Study Design and Settings

A 2-week longitudinal study with workers was conducted from November 2021 to April 2022 to measure their daily psychological distress and obtain digital data on their physical activity and working conditions. Participating workers in Japan were recruited from private companies in the Kanto region and the social networking platform Twitter. Recruitments, collection of informed consent, and data collection, which included conducting surveys, were carried out digitally via email. The following were the eligibility criteria for the study participants: (1) working in a public- or private-sector organization, (2) living or working in urban areas, and (3) having a personal smartphone. We excluded workers who were absent at baseline. A total of 236 workers, aged between 20 and 69 years, participated in this study. Table 1 presents the characteristics of the participants.

Initially, the participants were asked to complete a baseline survey to assess their working conditions. The first page of the baseline survey explained the terms and conditions of the study, which participants had to read and approve before proceeding to the next page. Additionally, they were asked to install the Google Fit app [21,22] (available on both Android and iOS) on their smartphones. During the observational study period, surveys were distributed from 5 to 6 PM daily to measure the psychological distress of the participants and check whether the response was provided on a working or nonworking day. After this 2-week period, the participants exported and sent their Google Fit app data to us.
Table 1. Characteristics of participants at baseline (N=236).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>0 (0)</td>
</tr>
<tr>
<td>20-29</td>
<td>40 (16.9)</td>
</tr>
<tr>
<td>30-39</td>
<td>72 (30.5)</td>
</tr>
<tr>
<td>40-49</td>
<td>64 (27.1)</td>
</tr>
<tr>
<td>50-59</td>
<td>53 (22.5)</td>
</tr>
<tr>
<td>60-69</td>
<td>7 (3.0)</td>
</tr>
<tr>
<td>≥70</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>132 (55.9)</td>
</tr>
<tr>
<td>Female</td>
<td>104 (44.1)</td>
</tr>
<tr>
<td>Others or not responded</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Managers</td>
<td>45 (23.3)</td>
</tr>
<tr>
<td>Professions, engineers, or academics</td>
<td>68 (27.9)</td>
</tr>
<tr>
<td>Clerks</td>
<td>64 (23.3)</td>
</tr>
<tr>
<td>Sales</td>
<td>27 (11.4)</td>
</tr>
<tr>
<td>Services</td>
<td>14 (5.9)</td>
</tr>
<tr>
<td>Transportation</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Construction</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Production/Skilled</td>
<td>5 (2.1)</td>
</tr>
<tr>
<td>Agriculture/Forestry/Fisheries</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Others</td>
<td>11 (4.7)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>202 (85.6)</td>
</tr>
<tr>
<td>Part-time</td>
<td>12 (5.1)</td>
</tr>
<tr>
<td>Dispatched</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td>Contract</td>
<td>10 (4.2)</td>
</tr>
<tr>
<td>Others</td>
<td>9 (3.8)</td>
</tr>
<tr>
<td><strong>Shift type</strong></td>
<td></td>
</tr>
<tr>
<td>Day shift</td>
<td>223 (94.5)</td>
</tr>
<tr>
<td>Rotation shift</td>
<td>7 (2.9)</td>
</tr>
<tr>
<td>Night shift</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Others</td>
<td>6 (2.5)</td>
</tr>
<tr>
<td><strong>Working hours (per week; hours)</strong></td>
<td></td>
</tr>
<tr>
<td>1-34</td>
<td>21 (8.9)</td>
</tr>
<tr>
<td>35-40</td>
<td>60 (25.4)</td>
</tr>
<tr>
<td>41-50</td>
<td>114 (48.3)</td>
</tr>
<tr>
<td>51-60</td>
<td>34 (14.4)</td>
</tr>
<tr>
<td>61-65</td>
<td>4 (1.7)</td>
</tr>
<tr>
<td>66-70</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>≥71</td>
<td>2 (0.8)</td>
</tr>
</tbody>
</table>
Measurement of Supervised Data

Psychological Distress

In the daily survey, psychological distress of the participants was measured using the Japanese version of the K6 scale [23]. The K6 scale comprises 6 items that assess how often people experience symptoms of depression and anxiety; these items were rated on a 5-point Likert scale (0=none of the times and 4=all the times). The reliability and validity of the Japanese K6 scale was confirmed [23], and the internal consistency in this study was quite high (Cronbach α=.92). In this study, the total score on the K6 scale was considered a psychological distress indicator. Additionally, the participants were divided into 3 groups based on the cutoff scores under the K6 scale: light level (≤5), subthreshold level (≥5 and <13), and severe level (≥13) [24,25]. This grouping was used to evaluate the classification performance of the deep learning model.

Physical Activity

Digital data on physical activity were obtained using the Google Fit app. Based on a previous systematic review [8], we adopted activity time by intensity as a physical activity feature. The Google Fit app could store 24 h of physical activity every 15 minutes in accordance with intensity (light and moderate to vigorous). Details of the measurement methodology and reliability of the data are described elsewhere [26]. The app used smartphone sensors or a heart rate monitor to track the physical activities of the workers and categorize the intensity of these activities on the basis of their heart rate. The maximum heart rate was calculated using the following formula: maximum heart rate=205.8−(0.685×age). If the heart rate was ≥50% of the maximum value, the activity was categorized as vigorous.

Working Conditions

As an additional feature, working conditions were measured under the baseline and daily surveys. In the baseline survey, we obtained data on the age (<20, 20-29, 30-39, 40-49, 50-59, 60-69, and ≥70 years), gender (male, female, others, and ones with no response), type of occupation (management, engineering or education, general office tasks, sales, services, transportation, construction, and production or skill, and agriculture, forestry, or fisheries), employment status (full-time, part-time, dispatched, and contract), work shift types (day shift, rotation, and night shift), and working hours per week (1-34, 35-40, 41-50, 51-60, 61-65, 66-70, and ≥71 hours). In the daily survey, we measured whether the response date was that of a working or nonworking day.

Analysis

Procedure for Validation of Deep Learners

A deep learning model was developed to predict the log-transformed psychological distress in the participants on the day after their features were collected. Figure 1 shows the procedure for developing, validating, and evaluating the deep learning algorithms. A total of 1661 supervised data were used for validating and evaluating the model, which comprised data from the previous day (physical activity, working conditions, and psychological distress) and data from the next day (psychological distress). Of potential days of observation among 236 participants in the 2 weeks (3304 days), data with missing information on physical activity were excluded because the participants could not obtain their Google Fit app data. Missing values in the daily survey were imputed using medians.

A 5-fold cross-validation method was used to develop and evaluate the deep learning algorithm, using the K-Folds cross-validator in scikit-learn. The daily supervised data were randomly divided into 5 subsets, and each subset was used as the training and test data sets in rotation. Performance evaluation was conducted for each trained model using the test subsets, and the overall model evaluation was calculated as an average of the 5 performance scores.

As the deep learning model, the LSTM model was used, which is a recurrent neural network model that has feedback connections for handling consecutive inputs [27], such as the activity times in the previous periods. The length of the input was set to 96, which was equal to the length of the data on the physical activity of a worker for a single day (24 hours for every 15 minutes). Scores of K6 from the daily survey and information on the working conditions at the baseline survey were expanded to 96 lengths to align with the length of the physical activity. Therefore, the shape of the input data was a 3-rank tensor: the number of observational days (n=1661), 96, and the number of features (n=17). Occupations were one-hot encoded. The output was a log-transformed score on the K6 scale on the next day. The number of hidden layers in the LSTM model was set to 27. Node and recurrent dropout rates were set at 20%. Regarding the activation functions, the rectified linear unit, sigmoid, and linear activations were used as the hidden, recurrent, and output layers, respectively. The Adam optimization algorithm was adopted [28] with a learning rate of 0.0002. The mean squared error was used as the loss function. The batch size was set to 10, and the epoch number was set to 250. To avoid overfitting, early stopping was implemented when the loss values for the current epoch exceeded those for the 10 previous epochs. Data handling was implemented using NumPy (version 1.19.4) [29] and scikit-learn (version 0.23.1) [30]. The model development, training, and validation processes were implemented using Keras (version 2.6.0) [31].
Model Evaluation
As the primary indicator of performance, classification accuracy for the severity of the psychological distress was considered: light level (<5), subthreshold level (≥5 and <13), and severe level (≥13). As secondary indicators, the Pearson correlation coefficient ($r$) and $R^2$ values were also calculated between the predicted and measured values for psychological distress.

Model Interpretation
To interpret how the deep learning model predicted and classified the scores and severity of psychological distress, the means of the activity time by intensity were depicted and stratified in accordance with the classification results (light, subthreshold, or severe level) in the training data.

Ethical Considerations
The study protocol was approved by the Kitasato University Medical Ethics Organization (B21-119). Informed consent was obtained before the baseline survey. On the web page, potential participants were asked to read and approve the terms and conditions of the study before proceeding to the baseline survey page. The terms and conditions stated that the research team would protect the privacy and confidentiality of the collected data and that the study data would be deidentified before analyses. The participants did not receive any compensation in this study.

Results
Performance Evaluation of the Deep Learning Model
A total of 1661 days of supervised data were obtained from 236 participants. The mean K6 score was 2.78 (SD 4.27). A total of 131 days of missing values for the K6 scores and the type of day (ie, working or nonworking) were imputed using the median. The median of K6 score was 1, and the median type of day was working. The cross-validation method divided the data into 5 sub–data sets: 4 subsets comprised 332 days of data and the others comprised 333 days of data. Of these, 96.40 (SD 6.0) days (29.02%, SD 1.8%) were nonworking days. For the learning process, 11 to 81 epochs were required to complete the process (Multimedia Appendix 1). The mean squared error values of the training data during the training and validation of the deep learning model gradually declined as the number of epochs increased. The mean score of the mean squared error of the test data was 0.386 (SD 0.06).

Table 2 shows the matrix of the predicted and measured classifications of psychological distress severity in the 5 test sub–data sets. The overall categorization accuracy of the deep learning model was 76.3% (SD 0.04%). The classification accuracies for the severe-, subthreshold-, and light-level psychological distress were 51.1% (SD 0.05%), 60.6% (SD 0.05%), and 81.6% (SD 0.04%), respectively. The correlation coefficient between the predicted and measured values for psychological distress was 0.679 (SD 0.05; $R^2=0.463$, SD 0.07).
Table 2. Classification performance of the 5 test sub–data sets.

<table>
<thead>
<tr>
<th>Number of classified data (sub–data sets #1, #2, #3, #4, and #5)</th>
<th>Measured psychological distress (days), n</th>
<th>Total (days), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Severe (K6 score≥13)</td>
<td>Subthreshold (K6 score≥5 and &lt;13)</td>
</tr>
<tr>
<td>Sub–data set 1</td>
<td>8^a</td>
<td>3</td>
</tr>
<tr>
<td>Sub–data set 2</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Sub–data set 3</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Sub–data set 4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Sub–data set 5</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Sub–data set 1</td>
<td>7</td>
<td>39</td>
</tr>
<tr>
<td>Sub–data set 2</td>
<td>3</td>
<td>44</td>
</tr>
<tr>
<td>Sub–data set 3</td>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>Sub–data set 4</td>
<td>4</td>
<td>44</td>
</tr>
<tr>
<td>Sub–data set 5</td>
<td>5</td>
<td>33</td>
</tr>
<tr>
<td>Light (K6 score&lt;5)</td>
<td>3</td>
<td>24</td>
</tr>
<tr>
<td>Sub–data set 2</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>Sub–data set 3</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>Sub–data set 4</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>Sub–data set 5</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>Total</td>
<td>18</td>
<td>66</td>
</tr>
<tr>
<td>Sub–data set 2</td>
<td>13</td>
<td>70</td>
</tr>
<tr>
<td>Sub–data set 3</td>
<td>19</td>
<td>57</td>
</tr>
<tr>
<td>Sub–data set 4</td>
<td>11</td>
<td>64</td>
</tr>
<tr>
<td>Sub–data set 5</td>
<td>13</td>
<td>59</td>
</tr>
</tbody>
</table>

^aCells with italicized values indicate accurate classification.

Model Interpretation

Figure 2 shows the mean of the activity time (in minutes) of light and moderate to vigorous physical activity stratified in accordance with the prediction of the psychological distress severity. The developed deep learning model predicted a light-level psychological distress on the next day when the participants had 3 peaks of activity (from 10 to 20 minutes) in a day; that is, in the morning (8 AM), at noon (12 PM), and in the evening (6 PM). The patterns that were predicted as the subthreshold and severe levels of psychological distress followed a similar trend. However, several levels of activity were relatively lower than light distress levels. The pattern predicted for the severe psychological distress level showed a longer activity time in the morning.

The mean of the activity time, which was stratified in accordance with working conditions, showed different patterns based on the prediction of the psychological distress severity. The activity time on a working day showed a similar trend to the overall results. Contrarily, those on a nonworking day exhibited very different results (Multimedia Appendix 2). On the one hand, the activity time patterns predicted for light level psychological distress had a smaller peak for the activity times in the morning and a plateau in the afternoon rather than those on a working day. On the other hand, shifted peaks in the morning (9 AM) and afternoon (4 PM) were predicted as indicators for a severe level of psychological distress the next day. Differences in activity-time patterns were also observed when stratified in accordance with occupations (Multimedia Appendix 3). The 3 predicted peaks for the activity time were similar when predicted as a light level of psychological distress. However, spikes among managers, sales, and service workers were predicted as subthreshold- and severe-level psychological distress. Moreover, numerous peaks were observed during the day for workers engaged in service occupations. Among them, levels of activity were relatively higher when patterns were predicted as the...
subthreshold level of psychological distress than those of light-level distress.

Figure 2. Duration of light and moderate to vigorous physical activity (minutes) within a day stratified by the severity of psychological distress.

**Discussion**

**Principal Findings**

The deep learning model developed using LSTM, based on the physical activities and working conditions, revealed a similar performance as reported in previous studies [8-19]. The accuracy in classifying the severity of psychological distress was high, indicating a relatively high performance in classifying light-level distress. The predicted values for psychological distress correlated strongly with the measured values, and over 45% of the variance in distress was explained. The results suggest that the performance was maintained using the information on the working conditions and model, which had feedback connections to process a range of information, even when other different digital biomarkers were not considered (eg, sleep, heart rate, sociability, location, and smartphone use). Working conditions and LSTM were useful in maintaining the model’s performance for monitoring depression and anxiety by using digitally recorded physical activities in workers.

The prediction and classification performance of the deep learning model was similar to that in a previous study [18] that targeted a working population. A significant advantage of the proposed model was its high accuracy for detecting light-level psychological distress, which implies that the model accurately assessed mentally healthy workers on the basis of the features obtained. In other words, workers can take care of their physical activities to prevent mental disorders before they even occurred, by using the model. This was useful for workers to maintain their physical activities and monitor whether the activity time patterns were good for their mental health. Good patterns showed 3 peaks of 10-20 minutes of physical activity in the morning, during midday, and in the evening. These patterns reflect arrival and departure from work and lunch and closely resembled those previously surveyed among workers in Singapore [18], which suggests that these patterns represent a basic and healthy rhythm among workers. Contrarily, lower levels of physical activity were associated with subthreshold- and severe-level psychological distress. These findings correspond with those of previous studies, which showed that the digital biomarkers of physical activity were predominantly negatively correlated with depression [8]. The patterns classified as severe-level psychological distress showed no peak in the noon and evening; this might reflect low-level activity owing to long working hours or high workloads. The activity patterns reflected workers’ rhythm of life, which was influenced not only by their own behaviors but also factors at work.

Interestingly, there were predictive differences in working conditions. Shiftable peaks in the later activities and high levels of activity on nonworking days led to high psychological distress. Additionally, excessive workload peaks among managers, sales, and service workers were predicted to be subthreshold- and severe-level psychological distress, respectively. On the one hand, among managers, physical activity at night (after 8 PM) might be related to the severe-level distress. Service workers had several peaks of physical activity, and higher-level peaks were predicted as subthreshold-level distress. On the other hand, clerks and professionals did not...
have a similar trend: lower whole levels of physical activities were associated with subthreshold- and severe-level psychological distress. These differences might depend on the activity levels of their demanding work. Managerial, sales, and service jobs are qualitatively different from clerical and professional jobs and tend to be more physically demanding. Excessive physical activity could affect the psychological distress of workers if the activities at work are physically demanding. These findings may be attributed to poor sleep and circadian rhythms [32-34], long working hours [35,36], or the physical demands of work activity [37]. A previous study showed that nighttime heart rate variations were the most important feature in their machine learning model, and discussed the circadian and rest rhythms as possible underlying mechanisms [18].

The classification performance of the developed model for the severe-level psychological distress was not high. Misclassified samples included more data from rotation and other shift workers (12%) than from the whole sample. Workers who were engaged in shift work had a different rhythm from day-shift workers. Hence, they needed different algorithms to predict the level of psychological distress. This study did not cover much data on shift workers. Consequently, further studies are needed to tune the model.

Limitations
Several limitations limited the validity and generalizability of the study. The lack of numbers and variations in the data monitored led to low generalizability. Particularly, severely distressed night-shift workers were lacking. The results could not be directly compared with those of previous studies because the latter used different measurements and digital biomarkers. Previous studies surveyed students and patients and mainly used the Patient Health Questionnaire as an indicator for depression. Information on sleep, an important digital biomarker used in the previous studies [14,17,18], was measured in this study. Daily information on the working hours and workloads were lacking in this study, which contributed considerably to predicting psychological distress. Some participants did not have their smartphones with them during work hours because of their work preferences or rules, thereby leading to a biased estimate regarding their activity time.

Conclusions
In conclusion, the developed deep learning model performed similarly to those reported in previous studies and had high accuracy in determining light-level psychological distress as a function of physical activity and working conditions. The collected information on the working conditions was useful in passively monitoring the depression and anxiety status of workers. It further contributed in determining the mental health status of workers by using digital biomarkers. The developed model can be used in mobile apps and among workers to self-monitor and maintain their mental health state.
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Duration of light and moderate to vigorous physical activity (minutes) within a day stratified by the severity of psychological distress for working and non-working days.
[ PNG File , 768 KB - formative_v6i11e40339_app2.png ]

Multimedia Appendix 3
Duration of light and moderate to vigorous physical activity (minutes) within a day stratified by the severity of psychological distress for different occupations.
[ PNG File , 2360 KB - formative_v6i11e40339_app3.png ]
References


22. Google Fit: activity tracker (iOS). URL: https://apps.apple.com/jp/app/google-fit-%E3%83%88%E3%83%A9%E3%83%BC%E3%83%82%E3%83%BC/id1433864494 [accessed 2022-05-20]


31. Keras. URL: https://keras.io/ [accessed 2022-05-20]


Abbreviations

LSTM: long short-term memory

©Kazuhiro Watanabe, Akizumi Tsutsumi. Originally published in JMIR Formative Research (https://formative.jmir.org), 30.11.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.

https://formative.jmir.org/2022/11/e40339

JMIR Form Res 2022 | vol. 6 | iss. 11 | e40339 | p.396

(page number not for citation purposes)
Web-Based Health Information–Seeking Methods and Time Since Provider Engagement: Cross-sectional Study

Eden Shaveet, MS; Catherine Urquhart, BA; Marissa Gallegos, BS; Olaf Dammann, MD, PhD; Laura Corlin, PhD

Department of Public Health and Community Medicine, Tufts University School of Medicine, Boston, MA, United States
Department of Community Health, Tufts University School of Arts and Sciences, Medford, MA, United States
Department of Gynecology and Obstetrics, Hannover Medical School, Hannover, Germany
Department of Civil and Environmental Engineering, Tufts University School of Engineering, Medford, MA, United States

Corresponding Author:
Eden Shaveet, MS
Department of Public Health and Community Medicine, Tufts University School of Medicine
136 Harrison Ave
Boston, MA, 02111
United States
Phone: 1 617 636 7000
Email: eden.shaveet@tufts.edu

Abstract

Background: The use of web-based methods to seek health information is increasing in popularity. As web-based health information (WHI)–seeking affects health-related decision support and chronic symptom self-management, WHI-seeking from online sources may impact health care decisions and outcomes, including care-seeking decisions. Patients who are routinely connected to physicians are more likely to receive better and more consistent care. Little is known about whether WHI-seeking impacts the frequency at which patients engage with health care providers.

Objective: Our primary objective was to describe the associations between the use of web-based methods to seek information about one’s own health and the time since last engaging with a health care provider about one’s own health. Additionally, we aimed to assess participants’ trust in health care organizations to contextualize our findings.

Methods: We analyzed data from US adults participating in the nationally representative Tufts Equity in Health, Wealth, and Civic Engagement Survey (N=1034). Bivariate associations between demographic characteristics and health information–seeking methods were assessed with Pearson chi-squared tests. Bivariate associations of Medical Mistrust Index (MMI) scores with each health information–seeking method and time since provider engagement were assessed with F tests and adjusted Wald tests. We fit a multivariable logistic regression model to assess the association between WHI-seeking within the 12 months prior to survey (alone or in combination with provider-based methods versus provider only) and engagement with a provider more than 1 year prior to the time of survey, adjusting for age, race and ethnicity, sex, education, insurance coverage, and MMI.

Results: Age, race and ethnicity, educational attainment, health insurance source, MMI, and time since provider engagement were each significantly associated with the health information–seeking method in bivariate analyses. Compared to using only provider-based health information seeking methods, WHI-based methods alone or in combination with provider-based methods were associated with a 51% lower likelihood (odds ratio 0.49, 95% CI 0.27-0.87) of engaging with a provider within the previous year. Participants who used WHI-seeking methods alone and those who had not engaged with a health care provider within the previous year demonstrated a higher mean MMI score; however, MMI was not a significant predictor of time since engagement with a provider in the multivariable analysis.

Conclusions: Our findings from a nationally representative survey suggest that for those who use WHI-seeking methods (alone or in combination with provider-based information-seeking methods), there is a statistically significant lower likelihood of engaging with a provider in a year compared to those who only use provider-based methods. Future research should consider the intent of a person’s visit with a provider, trust in health care systems, methods of provider engagement, and specific web-based platforms for health information.

(JMIR Form Res 2022;6(11):e42126) doi:10.2196/42126
Introduction

Routine engagement with health care providers is vital for the early detection and treatment of disease, as well as for preventive care delivery [1,2]. Most often achieved through interaction with primary care services, routine provider engagement is essential for the maintenance of individual and community health [3]. Patients who are routinely connected to physicians are more likely to receive better and more consistent care [3,4].

Barriers to accessing routine or specialty health care, such as lack of health insurance coverage, are associated with poor health outcomes [5,6]. It has been suggested that such barriers may prompt online health information–seeking behaviors for self-management [7].

Health information–seeking methods are the means by which individuals acquire information about their health, health promotion, health risks, and illness [8]. Use of internet-enabled technologies to seek health information, often referred to as web-based health information (WHI)–seeking methods, has increased exponentially across US populations since the early 2000s [9] and notably during the COVID-19 pandemic, which began at the close of 2019 [10]. Use of web-based sources to obtain health information may have considerable effects on individuals’ health care decisions and outcomes [9]. These effects may include encouraging use of ambulatory services, informing decisions to self-manage symptoms, and influencing attitudes toward a disease, treatment, or procedure [9,11,12].

Prior work investigating the impact of WHI-seeking on patient-physician relationships suggested that WHI-seeking may improve relationships by promoting meaningful patient participation in conversation during appointments [13]. Other work examining the impact of WHI-seeking on patient treatment compliance concluded that encouraging patients to seek health information relating to their treatment online may improve overall compliance with recommendations [14]. However, contrary to work positing that WHI-seeking enables meaningful patient engagement with health care providers [13], other work has suggested that participation in online forums may promote mistrust in health services [15].

In considering the role of WHI-seeking on patient-provider relationships and patient well-being, it can be informative to understand how this affects the frequency at which patients engage with health care providers. Prior research suggests that WHI-seeking may lead to more frequent visits with physicians and that trust in information from health care providers may moderate this association [16,17]. Nevertheless, as WHI-seeking behaviors have increased, little research has examined its role in patient engagement with health care providers [18]. This paper is an attempt to fill this gap in the literature. Specifically, using nationally representative data, we seek to explore and generate hypotheses regarding the association between WHI-seeking behavior and length of time since last engaging with a health care provider about one’s own health.

Methods

Study Sample

Participants were recruited via a random sampling of telephone numbers and residential addresses by Ipsos, a multinational market research and social science company. As described previously, data were collected via the second deployment of the Equity in Health, Wealth, and Civic Engagement Survey designed by Tufts University [19]. The survey was fielded in English and Spanish, and was deployed between April 23, 2021, and May 3, 2021, through the Ipsos KnowledgePanel, an online, nationally representative, probability-based panel used to retrieve insights from US adults. Upon accepting the initial invitation to join the KnowledgePanel, respondents were asked to complete a short demographic survey prior to becoming active KnowledgePanel members. Eligible participants for the Equity in Health, Wealth, and Civic Engagement Survey were noninstitutionalized US adults aged 18 years and older who were proficient in English or Spanish languages. Those without access to the internet were provided a laptop and internet access by Ipsos at no cost.

Ethics Approval

All study protocols were reviewed and approved by the Social, Behavioral, and Educational Research Institutional Review Board at Tufts University, Boston, MA (protocol STUDY00000428). All participants provided informed consent to participate in the Ipsos KnowledgePanel and to complete the Tufts Equity in Health, Wealth, and Civic Engagement Survey. Participants received standard incentive payments upon survey completion (eg, 1000 points, the cash-equivalent of US $1 and an entry into the KnowledgePanel sweepstakes for completing a survey that takes longer than 15 minutes; median completion time=15 minutes). Participant responses were deidentified, and precautions were taken to ensure confidentiality and privacy for participants (eg, storing data only on secure drives) [19].

Procedures

Of the 2107 KnowledgePanel participants invited to complete the survey, 1449 (68.77%) responded to the Tufts Equity in Health, Wealth, and Civic Engagement Survey. Participants included in our analysis (n=1034) were those who met both of the following inclusion criteria: (1) provided information about their time=15 minutes). Participant responses were deidentified, and precautions were taken to ensure confidentiality and privacy for participants (eg, storing data only on secure drives) [19].

Measures

Demographic Variables

Demographic and contextual items incorporated in our analyses included self-reported age (18-24, 25-34, 35-44, 45-54, 55-64, 65-75, or >75 years), race and ethnicity (Hispanic, non-Hispanic Black, non-Hispanic White, or non-Hispanic multiracial/other),
sex (female or male), educational attainment (less than high school diploma, high school diploma/General Educational Development, some college/associate’s degree, bachelor’s degree, or master’s degree/higher), annual household income (<US $10,000, US $10,000-24,999, US $25,000-49,000, US $50,000-74,999, US $75,000-99,999, US $100,000-149,999, or ≥ US $150,000), insurance coverage (no insurance, employer-sponsored, government-sponsored [including Medicare, Medicaid, and military], health insurance marketplace, or other), and household internet access (defined as 1 or more members of a participant’s household, including themselves, having access to the internet).

**Health Information–Seeking Variables**

Our health information–seeking variables were derived from a survey item (“Have you used any of the following sources for health information in the past 12 months?”) in which participants could select all responses that applied (“Doctor,” “Pharmacist,” “Nurse, nurse practitioner or physician’s assistant,” “Relative, friend, or co-worker,” “Someone you know who has a particular medical condition,” “Disease-related association or society,” “Patient support group or foundation,” “Educational forum at a local clinic, hospital, community center or other location,” “Pharmaceutical company,” “Health insurance company,” “Newspapers or magazines,” “Television,” “The Internet,” “Social Media [such as Facebook, Twitter]”, “Healthcare app for smartphone or tablet”). Affirmative responses of “The Internet,” “Social media,” or “Healthcare app” were combined into a composite variable indicating the use of WHI-seeking methods. Affirmative responses of “Doctor,” or “Nurse, nurse practitioner or physician’s assistant” were combined into a composite variable indicating provider-based health information–seeking.

**Time-Since-Provider-Engagement Variables**

We developed a dichotomous variable for time since health care provider engagement based on participant responses to “How long has it been since you last saw or talked to a doctor or other healthcare professional about your own health?” Response options included “6 months or less,” “More than 6 months, but not more than 1 year ago,” “More than 1 year, but not more than 2 years ago,” “More than 2 years, but not more than 5 years ago,” “More than 5 years ago,” and “Never.” We chose to make this variable dichotomous (≤1 year or >1 year ago) for sample size reasons, but the full distribution of responses is shown in Multimedia Appendix 1, Table S1.

**Medical Mistrust Index Variables**

To aid in the interpretation of our descriptive results, we examined scores on the Medical Mistrust Index (MMI) developed to assess a participant’s trust in health care organizations [20]. The MMI is a 7-item index offered on a 5-point Likert scale including the following response values: “strongly disagree,” “moderately disagree,” “neutral,” “moderately agree,” and “strongly agree” [20]. We coded responses from 0 (“strongly disagree”) to 4 (“strongly agree”). Total scores could be between 0 and 28, with higher values reflecting greater perceived mistrust of health care organizations. The seven index items include the following: (1) “You’d better be cautious when dealing with healthcare organizations.” (2) “Patients have sometimes been deceived or misled by healthcare organizations.” (3) “When healthcare organizations make mistakes, they usually cover it up.” (4) “Healthcare organizations have sometimes done harmful experiments on patients without their knowledge.” (5) “Healthcare organizations don’t always keep your information totally private.” (6) “Sometimes I wonder if healthcare organizations really know what they are doing.” (7) “Mistakes are common in healthcare organizations.”

**Analysis**

We examined demographic characteristics of participants and MMI scores overall by category of health information–seeking method (WHI only, provider-based only, both) and by time since last provider engagement. Bivariate associations between demographic characteristics and health information–seeking method were assessed with Pearson chi-squared tests. Bivariate associations of MMI with each health information–seeking method and time since provider engagement were assessed with F tests (for overall associations) and adjusted Wald tests (for pairwise comparisons). These tests were selected based on their ability to support survey weighting. We fit a multivariable logistic regression model to assess the association between WHI-seeking within the 12 months prior to survey (alone or in combination with provider-based methods versus provider only) and engagement with a provider more than 1 year prior to the time of survey, adjusting for age, race and ethnicity, sex, education, insurance coverage (dichotomous; insured or uninsured), and MMI. We chose a multivariable logistic regression model to accommodate our dichotomous outcome and adjust for relevant covariates. These covariates were chosen based on significant bivariate associations with the primary exposure or outcome. All analyses were conducted using Stata 17 (StataCorp) and R 4.1.2 (The R Foundation for Statistical Computing) and applied sample weights to be more representative of the US population based on the US Census Bureau’s 2019 current population estimates [19]. Sample weights varied from 0.131 to 4.827 with a median of 0.826 for the full sample.

**Results**

**Sample Characteristics**

Sample characteristics are described in Table 1. Briefly, most (70.85%) participants were between 25 and 64 years old. Most were non-Hispanic White (63.19%) and approximately half (53.47%) were female. Most participants (68.41%) had more than a high school level of education, and most (56.06%) had an annual household income of at least US $75,000. Nearly all participants (95.42%) had health insurance, and nearly all (99.07%) had internet access. Nearly half of participants (47.20%) used both WHI and provider-based seeking methods, with only 16.96% using only WHI-based methods. Whereas 87.09% of participants had engaged with a health care provider in the previous year, only 83.04% of participants reported provider-based or web- and provider-based information-seeking methods.
Table 1. Sample characteristics overall, by health information–seeking method, and by time since provider engagement.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall unweighted n (weighted %)</th>
<th>Health information–seeking method (weighted row %)</th>
<th>Time since provider engagement (weighted row %)</th>
<th>P value a</th>
<th>P value a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Web-based only</td>
<td>Provider-based only</td>
<td>Web-and provider-based</td>
<td>≤1 year</td>
</tr>
<tr>
<td>Overall</td>
<td>1034 (100)</td>
<td>16.96</td>
<td>35.84</td>
<td>47.20</td>
<td>87.09</td>
</tr>
<tr>
<td>Age in years (N=1034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>33 (6.15)</td>
<td>17.33</td>
<td>14.46</td>
<td>68.21</td>
<td>80.29</td>
</tr>
<tr>
<td>25-34</td>
<td>122 (18.01)</td>
<td>17.25</td>
<td>35.07</td>
<td>47.68</td>
<td>78.16</td>
</tr>
<tr>
<td>35-44</td>
<td>157 (16.87)</td>
<td>19.55</td>
<td>31.65</td>
<td>48.80</td>
<td>81.21</td>
</tr>
<tr>
<td>45-54</td>
<td>145 (14.19)</td>
<td>19.46</td>
<td>34.31</td>
<td>46.23</td>
<td>85.99</td>
</tr>
<tr>
<td>55-64</td>
<td>255 (21.78)</td>
<td>21.02</td>
<td>34.95</td>
<td>44.03</td>
<td>92.45</td>
</tr>
<tr>
<td>65-74</td>
<td>207 (14.12)</td>
<td>10.15</td>
<td>40.68</td>
<td>49.17</td>
<td>95.39</td>
</tr>
<tr>
<td>≥75</td>
<td>115 (8.88)</td>
<td>8.02</td>
<td>57.13</td>
<td>34.85</td>
<td>96.49</td>
</tr>
<tr>
<td>Race and ethnicity (N=1034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>505 (63.19)</td>
<td>14.31</td>
<td>36.57</td>
<td>49.12</td>
<td>90.65</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>235 (11.18)</td>
<td>18.09</td>
<td>42.00</td>
<td>39.91</td>
<td>89.61</td>
</tr>
<tr>
<td>Hispanic</td>
<td>231 (15.22)</td>
<td>28.07</td>
<td>37.11</td>
<td>34.81</td>
<td>78.14</td>
</tr>
<tr>
<td>Other or 2+ races, non-Hispanic</td>
<td>63 (10.42)</td>
<td>15.57</td>
<td>22.94</td>
<td>61.48</td>
<td>75.88</td>
</tr>
<tr>
<td>Sex (N=1034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>518 (53.47)</td>
<td>15.35</td>
<td>34.19</td>
<td>50.46</td>
<td>90.99</td>
</tr>
<tr>
<td>Male</td>
<td>516 (46.53)</td>
<td>18.80</td>
<td>37.74</td>
<td>43.46</td>
<td>82.61</td>
</tr>
<tr>
<td>Education (N=1034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than a high school diploma</td>
<td>90 (8.76)</td>
<td>29.68</td>
<td>33.34</td>
<td>36.98</td>
<td>81.67</td>
</tr>
<tr>
<td>High school diploma/GED</td>
<td>258 (22.83)</td>
<td>21.28</td>
<td>41.61</td>
<td>37.11</td>
<td>83.84</td>
</tr>
<tr>
<td>Some college or associate’s degree</td>
<td>282 (31.40)</td>
<td>15.04</td>
<td>38.16</td>
<td>46.80</td>
<td>90.93</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>230 (21.44)</td>
<td>13.01</td>
<td>34.84</td>
<td>52.14</td>
<td>84.65</td>
</tr>
<tr>
<td>Master’s degree or higher</td>
<td>174 (15.58)</td>
<td>12.75</td>
<td>25.51</td>
<td>61.74</td>
<td>90.53</td>
</tr>
<tr>
<td>Annual household income (N=1034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>&lt;US $10,000</td>
<td>26 (2.17)</td>
<td>13.05</td>
<td>31.72</td>
<td>55.22</td>
<td>91.56</td>
</tr>
<tr>
<td>US $10,000-24,999</td>
<td>93 (8.83)</td>
<td>19.87</td>
<td>38.80</td>
<td>41.33</td>
<td>86.32</td>
</tr>
<tr>
<td>US $25,000-49,999</td>
<td>177 (14.89)</td>
<td>23.58</td>
<td>30.88</td>
<td>45.54</td>
<td>88.67</td>
</tr>
<tr>
<td>US $50,000-74,999</td>
<td>173 (18.05)</td>
<td>17.00</td>
<td>33.30</td>
<td>49.69</td>
<td>84.22</td>
</tr>
<tr>
<td>US $75,000-99,999</td>
<td>159 (16.49)</td>
<td>20.07</td>
<td>36.32</td>
<td>43.61</td>
<td>82.95</td>
</tr>
<tr>
<td>US $100,000-149,999</td>
<td>203 (19.59)</td>
<td>14.01</td>
<td>42.68</td>
<td>43.31</td>
<td>90.07</td>
</tr>
<tr>
<td>≥US $150,000</td>
<td>203 (21.78)</td>
<td>12.15</td>
<td>34.08</td>
<td>53.77</td>
<td>88.38</td>
</tr>
<tr>
<td>Health insurance source (N=1031)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No insurance</td>
<td>54 (4.58)</td>
<td>52.74</td>
<td>20.74</td>
<td>26.51</td>
<td>46.50</td>
</tr>
<tr>
<td>Employer</td>
<td>546 (57.39)</td>
<td>15.09</td>
<td>34.65</td>
<td>50.26</td>
<td>87.71</td>
</tr>
<tr>
<td>Government</td>
<td>346 (30.02)</td>
<td>10.67</td>
<td>41.91</td>
<td>47.42</td>
<td>93.71</td>
</tr>
<tr>
<td>Health insurance marketplace</td>
<td>48 (4.26)</td>
<td>40.41</td>
<td>24.67</td>
<td>34.92</td>
<td>76.17</td>
</tr>
<tr>
<td>Other source</td>
<td>37 (3.74)</td>
<td>28.02</td>
<td>29.05</td>
<td>42.92</td>
<td>84.75</td>
</tr>
<tr>
<td>Internet access (N=1029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>Yes</td>
<td>1017 (99.07)</td>
<td>16.97</td>
<td>35.48</td>
<td>47.56</td>
<td>87.14</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Overall unweighted n (weighted %)</td>
<td>Health information-seeking method (weighted row %)</td>
<td>Time since provider engagement (weighted row %)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Web-based only</td>
<td>Provider-based only</td>
<td>Web- and provider-based</td>
<td>≤1 year</td>
<td>&gt;1 year</td>
</tr>
<tr>
<td>No</td>
<td>12 (0.93)</td>
<td>15.60</td>
<td>57.81</td>
<td>26.60</td>
<td>83.78</td>
</tr>
<tr>
<td>Medical Mistrust Index (N = 1034)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>14.6 (14.1-15.1)</td>
<td>16.4 (15.3-17.5)</td>
<td>14.3 (13.5-15.2)</td>
<td>14.2 (13.5-14.9)</td>
<td>.002</td>
</tr>
</tbody>
</table>

**Time since provider engagement (N=1034)**<sup>e</sup> ≤.001

<table>
<thead>
<tr>
<th>≤1 year</th>
<th>&gt;1 year</th>
</tr>
</thead>
<tbody>
<tr>
<td>910 (87.09)</td>
<td>124 (12.91)</td>
</tr>
<tr>
<td>12.41</td>
<td>47.61</td>
</tr>
<tr>
<td>38.12</td>
<td>20.51</td>
</tr>
<tr>
<td>49.47</td>
<td>31.88</td>
</tr>
</tbody>
</table>

**Health information-seeking method (N=1034)**<sup>e</sup> ≤.001

<table>
<thead>
<tr>
<th>Method</th>
<th>Web-based only</th>
<th>Provider-based only</th>
<th>Web- and provider-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-based only</td>
<td>190 (16.96)</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Provider-based only</td>
<td>388 (35.84)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Web- and provider-based</td>
<td>456 (47.20)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value for Pearson chi-squared test or F test (for Medical Mistrust Index).

<sup>b</sup>GED: General Education Development.

<sup>c</sup>Includes Medicare, Medicaid, and military insurance.

<sup>d</sup>Defined as 1 or more members of a participant’s household having access to the internet.

<sup>e</sup>Values in this row are reported as mean (95% CIs). P values are for F test.

<sup>f</sup>N/A: not applicable. Corresponding rows and columns refer to the same groups.

**Bivariate Associations**

Age, race and ethnicity, educational attainment, health insurance source, MMI, and time since provider engagement were each significantly associated with the health information-seeking methods in bivariate analyses (Table 1). For example, MMI scores were significantly higher for people who used WHI-based methods alone compared to either provider-based methods alone (P=.003) or both WHI- and provider-based methods (P=.001). Similarly, age, race and ethnicity, sex, MMI, and health insurance source were each significantly associated with time since provider engagement in bivariate analyses (Table 1). For example, MMI scores were significantly higher for people who had not engaged with a provider in the previous year (P=.04). However, among those who had used WHI-based methods (alone or in combination with provider-based methods; n=646), there was no significant difference in mean MMI scores (P=.08).

**Multivariable Associations**

Compared to using only provider-based health information-seeking methods, using WHI-based methods alone or in combination with provider-based methods was associated with a 51% lower likelihood (odds ratio 0.49, 95% CI 0.27-0.87) of engaging with a provider within the previous year (Table 2). Being female or insured was associated with an increased likelihood of engaging with a provider within the previous year, whereas identifying as non-Hispanic and more than 2 races or a race other than White or Black was associated with a lower likelihood (Table 2).
Table 2. Association between web-based health information–seeking within the prior year and engagement with a provider more than 1 year prior (N=1031).

<table>
<thead>
<tr>
<th>Health information–seeking (referent: only provider-based information-seeking)</th>
<th>Engagement with a provider within the past year (referent: &gt;1 year) odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-based only or web-based and provider-based</td>
<td>0.49 (0.27, 0.87)(^a)</td>
</tr>
<tr>
<td>Age group (referent: 18-24 years)</td>
<td></td>
</tr>
<tr>
<td>25-34 years</td>
<td>0.66 (0.18-2.45)</td>
</tr>
<tr>
<td>35-44 years</td>
<td>0.85 (0.25-2.92)</td>
</tr>
<tr>
<td>45-54 years</td>
<td>1.14 (0.31-4.24)</td>
</tr>
<tr>
<td>55-64 years</td>
<td>2.11 (0.62-7.18)</td>
</tr>
<tr>
<td>65-74 years</td>
<td>2.87 (0.79-10.41)</td>
</tr>
<tr>
<td>≥75 years</td>
<td>3.60 (0.82-15.89)</td>
</tr>
<tr>
<td>Race and ethnicity (referent: non-Hispanic White)</td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>1.33 (0.65-2.73)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.63 (0.35-1.12)</td>
</tr>
<tr>
<td>Other or 2+ races, non-Hispanic</td>
<td>0.36 (0.16-0.84)(^a)</td>
</tr>
<tr>
<td>Sex (referent: male)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2.28 (1.32-3.92)(^a)</td>
</tr>
<tr>
<td>Education (referent: less than high school diploma)</td>
<td></td>
</tr>
<tr>
<td>High school diploma/GED(^b)</td>
<td>0.63 (0.28-1.45)</td>
</tr>
<tr>
<td>Some college or associate’s degree</td>
<td>1.21 (0.51-2.90)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>0.84 (0.34-2.08)</td>
</tr>
<tr>
<td>Master’s degree or higher</td>
<td>1.50 (0.54-4.19)</td>
</tr>
<tr>
<td>Insurance coverage (referent: uninsured)</td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>5.73 (2.71-12.15)(^a)</td>
</tr>
<tr>
<td>Medical Mistrust Index</td>
<td>0.97 (0.93-1.01)</td>
</tr>
</tbody>
</table>

\(^{a}P<.05.

\(^{b}\)GED: General Education Development.

Discussion

Principal Results

Our nationally representative cross-sectional study sought to further the discussion about how the use of WHI-seeking methods relate to the time duration since last engaging with a health care provider about one’s own health. We observed that for those who use WHI-seeking methods (alone or in combination with provider-based information-seeking methods), there is a lower likelihood of engaging with a provider in a year compared to those who only use provider-based methods. Given that more than half of US adults use the internet as their primary source of health information [18], our findings, paired with literature suggesting a decline in the frequency at which commercially insured US adults receive primary care [21], point to potentially novel shifts in patient engagement for individuals who seek WHI. These interpretations are consistent with prior work suggesting that WHI-seeking may influence a person’s medical treatment decisions, including whether to visit a physician or not [22]. These interpretations are also consistent with prior work suggesting that WHI-seeking influences patients’ trust in health care providers [23-25], which is in turn associated with the frequency at which patients engage with their providers [26,27]. These findings differ, however, from previous work suggesting that WHI-seeking leads to more frequent visits with physicians [16] and that this effect is larger for those who exhibit lower trust in information offered by health care providers [17].

Medical mistrust remains a complex challenge that inhibits access to care by dissuading utilization of and participation in health services [20]. Recognized as a social determinant of health driving health disparities for marginalized groups [28], medical mistrust reflects the influence of both health misinformation and longstanding struggles to restore trust following historical medical misdeeds and mistakes [29]. Prior work suggests that some WHI-seeking methods may promote patient mistrust in health services by virtue of repeat false or
misleading portrayals of health care, such as through online forums or social media posts [15,30].

In our study, statistically significant differences were observed in mean MMI scores by health information method used in the previous year and with time since engagement with a health care provider, with those who used WHI-seeking methods alone and those who had not engaged with a health care provider within the previous year demonstrating a higher mean MMI score. Whereas this may suggest a relationship between use of WHI-seeking methods alone and higher perceived mistrust of health care organizations, MMI was not a significant predictor of time since engagement with a provider in the multivariable analysis. Additional work is needed to identify the role of MMI in the relationship between WHI-seeking and health care provider engagement. Nuances in these relationships—such as differences by specific web-based platforms—may be especially salient given literature suggesting that the availability and use of WHI by patients can be beneficial to patient-provider relationships [13,14,23]. For example, several studies assert that WHI-seeking may promote health literacy among patients and improve communication with providers [13,23]. Others find physician-encouraged WHI-seeking by patients may improve patient compliance with treatment recommendations [14]. Some works speculate that the impact of WHI-seeking on patient-provider relationships is contingent on several factors, including the quality of WHI retrieved by patients [23,31], the willingness of providers to discuss WHI brought forth by a patient [32], a provider’s reactions to a patient’s presentation of WHI with respect to their treatment [13,33], and whether the WHI serves to complement or challenge a provider’s medical expertise [34].

Lack of health insurance coverage, a well-documented barrier to care, was also a significant predictor of time since engagement with a health care provider. Whereas the plurality of respondents in our sample used a combination of web-based and provider-based methods to seek health information in the previous year, over half of respondents without insurance used web-based methods only and over half had not engaged with a health care provider in the previous year. These findings suggest that barriers to routine care, such as lack of insurance or other financial constraints, might prompt the use of WHI-seeking methods for condition self-management [7,35].

Limitations and Strengths

Our study had several limitations. First, our cross-sectional survey was fielded during the COVID-19 pandemic, and the results may not be generalizable beyond this time frame. Disruption of routine health care service delivery and escalation of novel service delivery methods throughout the pandemic, such as the increased use of telehealth [36], impacted the frequency and means by which patients engaged with health care providers overall [37]. As respondents were not asked about how they engaged with health care providers, this study does not explicitly specify whether the 87.09% of respondents who engaged with providers used telehealth services or engaged with providers face to face (which could explain the counterintuitive statistic in our sample that 83.04% engaged with provider-based or web- and provider-based information-seeking methods). It is also possible that respondents interpreted response options of “the internet” or “Healthcare app” to include use of telehealth services or patient portals. Second, there might have been social desirability bias in terms due to the self-reported nature of when participants last engaged with health care providers. Third, our sample was limited to individuals who sought WHI or information from provider-based sources in the 12 months prior to the survey and excluded those who only sought health information from other sources during this time frame. Fourth, although participants without access to the internet were provided a laptop and internet connection by Ipsos at no cost, this alone does not guarantee that the sample is adequately representative of those without internet access. Similarly, respondents were recruited via random sampling of telephone numbers and residential addresses. Thus, those without telephone numbers or residential addresses may be underrepresented in our sample. These issues and others might have affected the ability of our survey to be truly nationally representative. Finally, our sample size was relatively small, and we therefore dichotomized certain variables, such as time since provider engagement. We might have lost nuances in trends because of this decision, and our multivariable regression model might have been underpowered.

Despite these limitations, our study presents several strengths, including its sampling methodology coupled with use of sample weights to maximize its representativeness of the US population. Collection of information about health information-seeking methods and engagement with health care providers at this scale offers novel insight and corroborates previously suggested relationships between WHI-seeking behaviors and health care service utilization. It is important to add this current evidence, as patients’ relationships with the internet as a source of health information evolves as societal norms and ways of accessing information change. Our work also provides novel insight into several characteristics that had not been investigated together in relation to WHI-seeking and time since provider engagement, such as insurance coverage. In addition, we were able to assess the role of medical mistrust, a potentially critical factor in the relationship between health information-seeking methods and engagement with health care providers. These findings present key insights for an emerging area of research and offer directions for inquiry in future research.

Implications and Future Research

The association between use of WHI-seeking methods and time since provider engagement suggests questions for future research. For example, an investigation could be conducted to identify associations between use of WHI-seeking methods and time since provider engagement by service rendered (eg, routine or preventive versus emergency). Whereas delays in provider engagement for routine or preventive care are potentially detrimental to individual and community health, reducing unnecessary emergency provider visits and associated per capita costs is desirable for patients and health systems [38]. Additionally, although the use of WHI-seeking methods has demonstrable benefits [13,14,39,40], concerns arise around exposure to online health misinformation [41]. Misinformation and disinformation around health have received increased public attention in recent years due to the negative impact they have
had on individual and public health, notably during the COVID-19 pandemic [42]. Although the popularity of online information and social media platforms has contributed to the prevalence of online misinformation [43], it is unknown whether those who use the internet as a primary source of health information are disproportionately exposed to health misinformation. Future research should investigate whether exposure to health misinformation or other factors underlie the associations we observed between the method of health information-seeking and time since provider engagement.

Conclusions
Our findings from a nationally representative survey suggest that for those who use WHI-seeking methods (alone or in combination with provider-based information-seeking methods), there is a statistically significant lower likelihood of engaging with a provider in a year compared to those who only use provider-based methods. Future research should consider the intent of a person’s visit with a provider, trust in health care systems, methods of provider engagement, and specific web-based platforms for health information.
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Abstract

Background: The number of patients with allergic rhinitis (AR) has exceeded 500 million worldwide due to the unstable curative effect that can easily produce mental and psychological disorders. However, most of the relevant existing literature is one-on-one retrospective analyses or targeted meta-analyses of AR with psychological disorders like irritability, depression, and anxiety, while “multi-hospital + interdisciplinary” multiple regression analyses are scarce.

Objective: This study aims to precisely identify the psychological disorders of patients with AR who were diagnosed and treated in the five most renowned hospitals in Chengdu, China over the past 5 years using 10 classification methods so as to attract attention and care from otolaryngologists.

Methods: The Symptom Checklist 90 (SCL-90) was used to group and score the mental state of 827 strictly screened patients with AR according to 9 classification criteria. The scores were then compared within groups. Intergroup comparisons were made between the study group and the Chinese norm, and the positive factors for psychological disorders were extracted. Four symptoms in the study group, that is, nasal itching, sneezing, clear discharge, and nasal congestion, were scored on a visual analog scale. Partial correlation analysis was performed between the extracted positive factors for psychological disorders and the symptom scores by the multiple regression statistical method.

Results: Among 827 patients, 124 (15%) had no mental health impairments, 176 (21.3%) had mild impairments, 474 (57.3%) had mild to moderate impairments, 41 (5%) had moderate to severe impairments, and 12 (1.4%) had severe impairments. The average score of the SCL-90 for all 827 patients was 2.64 (SD 0.25), which corresponded to mild to moderate mental health impairments. The 827 patients scored significantly higher for the 4 positive factors: depression, anxiety, psychosis, and other (sleep, diet). Depression was positively correlated with sneezing and clear discharge, anxiety was positively correlated with nasal itching and congestion, psychosis was positively correlated with nasal itching and sneezing, and other (sleep, diet) was positively correlated with clear discharge and nasal congestion.

Conclusions: Patients with AR have mild to moderate mental health impairments, with women and those with abnormal BMI, aged ≥45 years, with a monthly salary <¥5110 (US $700), with a disease duration <13 years, residing in urban areas, with a high school or above education, or who are indoor laborers being at high risk and requiring more care, follow-up, and comprehensive therapy from otolaryngologists.

(JMIR Form Res 2022;6(11):e37101)  doi:10.2196/37101
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Introduction

According to the guidelines of the World Health Organization (WHO) and Allergic Rhinitis and its Impact on Asthma, the number of patients with allergic rhinitis (AR) has exceeded 500 million globally [1]. Due to the unstable curative effect, symptoms like nasal itching, sneezing, clear discharge, and nasal congestion recur easily, which are hard to eradicate, thus readily generating mental/psychological disorders [2]. In China from 2007 to 2016, a total of 6 ear, nose, and throat doctors were hacked to death by patients with knives, and 3 doctors were seriously injured. It is thus imperative to study the correlation between AR and psychological disorders in depth, which is in line with the “biological-psychological-social” international medical model.

However, most of the relevant existing literature are one-on-one retrospective analyses or targeted meta-analyses of AR with psychological disorders like irritability, depression, and anxiety [3], while “multi-hospital + interdisciplinary” multiple regression analyses are scarce. To this end, this study makes the following 3 innovations by inviting the 5 most renowned hospitals, both Chinese and Western, in China’s Chengdu and integrating three perspectives of otorhinolaryngology, psychology, and psychiatry. First, a comprehensive intragroup comparison is made on the study group. The 9 classification criteria for intragroup comparison are derived from the preliminary questionnaire survey, which are the factors most likely to cause psychological disorders among patients with AR that are preferentially screened by the authors. Second, an intergroup comparison is performed between the study group and the Chinese norm to derive the 4 positive factors most associated with the patients’ psychological disorders. Third, the visual analog scale (VAS) is used to score the 4 AR symptoms of nasal itching, sneezing, clear discharge, and nasal congestion, which are then subjected to the one-on-one partial correlation analysis separately with the 4 positive factors of psychological disorders.

Methods

Clinical Data

A total of 1536 patients with AR who received treatment at 5 hospitals from July 2013 to January 2018 were selected. A routine questionnaire survey was conducted strictly following the inclusion and exclusion criteria for the AR group, rejecting 709 cases and enrolling 827 cases.

Ethics Approval

All selected patients signed the informed consent and questionnaire. The study has been certified by the ethics review system of the World Federation of Traditional Chinese Medicine Societies (CAP2013 (A) 0038).

Diagnostic Criteria

We will strictly follow the latest AR diagnostic criteria promulgated by China in 2018 [4]. The following three points must be presented simultaneously: (1) having two of the four symptoms of nasal itching, sneezing, clear discharge, and nasal congestion, and symptoms last for half an hour to over an hour and occur more than 4 days weekly; (2) skin prick test parameters are positive, one of which is (+++) or above, or the allergen-specific IgE is positive; and (3) the morphology of nasal mucosa shows inflammatory change.

Exclusion Criteria

The following exclusion criteria will be used: failing to complete the questionnaire carefully or completely; having abnormal nasal anatomy (eg, those definitively diagnosed with nasal sinusitis or septum deviation); having autoimmune diseases; having systemic and chronic diseases; having any history of psychogenic illness; or having an incomplete family structure, such as separation, divorce, widowhood, and loss of child or children.

Psychological Scale and Scoring Method

There are 90 items on the Symptom Checklist 90 (SCL-90) [5], each of which is graded from 1 to 5. The 90 items are randomly arranged and reflect 10 psychological factors.

\[
\text{Total average score} = \frac{\text{Total score of the 90 items}}{90}
\]

\[
\text{Factor score} = \frac{\text{Total score of each item constituting a factor}}{\text{Number of items constituting the factor}}
\]

The following will be used for the classification of the symptom [6]: a factor score and total average score <1.5 points will be judged as asymptomatic, a factor score and total average score ≥1.5 points and <2.5 points will be judged as mild, a factor score and total average score ≥2.5 points and <3.5 points will be judged as mild to moderate, a factor score and total average score ≥3.5 points and <4.5 points will be judged as moderate to severe, a factor score and total average score ≥4.5 points will be judged as severe.

Evaluation and Quantification of Symptoms

A total of 4 AR symptoms (ie, nasal itching, sneezing, clear discharge, and nasal congestion) were evaluated separately on a 10-point VAS, with 10 representing the severest, and 0 indicating the mildest.

\[
\text{Mean VAS score} = \frac{\text{Total scores of the five symptoms}}{5}
\]

Comparison and Research Methodologies

Intragroup and Intergroup Comparison

The 10 SCL-90 factor scores and whole average scores were compared between the AR group (study group) and the Chinese norm (healthy controls group) [7], from which the positive factors of the SCL-90 were extracted.

Partial Correlation Analysis

The 4 AR symptoms were evaluated with the VAS and recorded for scores. A partial correlation analysis [8] was made between the scores of each symptom and the positive factors through the multiple regression statistical method [9] by taking measurement...
data like BMI, age, monthly salary, and disease duration as the control variables.

**Statistical Analysis**

If the measurement data is consistent with the normal distribution, they will be expressed by \( x \pm s \), and all data will accept the normality test and homogeneity test of variance in a single-sample Kolmogorov-Smirnov test. The normal distribution data was tested by independent sample \( t \) or paired sample \( t \) test, and the nonnormal distribution data was tested by Mann-Whitney \( U \). A one-way and orderly contingency table will accept the rank sum test of Kruskal-Wallis \( H \). Using the multivariate regression statistical method, the control variables were first established, and then a partial correlation analysis with a partial correlation coefficient was performed. SPSS 19.0 software (IBM Corp) was used to carry out the statistical analysis of the data, and the difference has statistical significance if \( P<.05 \).

**Results**

**Intragroup Comparisons**

The SCL-90 was used to group and score the mental state of 827 patients with AR (Table 1 and Figures 1-4). The intragroup comparison by gender (male: \( n=396 \); female: \( n=431 \)) is shown in Table 1 and Figure 5.

The intragroup comparison of BMI is shown in Table 1 and Figure 6. In accordance with the WHO criteria for BMI [10], patients were divided into two groups: normal (18.5–24.9; \( n=531 \)) and abnormal (\(<18.5 \text{ or } \geq25\); \( n=296 \)). The intragroup comparison of age is shown in Table 1 and Figure 7. In accordance with the WHO age classification criteria [11], patients were divided into two groups: ages \(<44 \text{ years } (n=438) \text{ and } \geq45 \text{ years } (n=389) \). The intragroup comparison by marital status (unmarried: \( n=448 \); married: \( n=379 \)) is shown in Table 1 and Figure 8. The intragroup comparison by monthly salary is shown in Table 1 and Figure 9. Based on the average monthly salary (¥5110, US $700) of China’s Chengdu City in 2016 [12], patients were divided into two groups: \(<¥5110 \text{ (US } $700; n=391) \text{ and } \geq¥5110 \text{ (US } $700; n=436) \). The intragroup comparison by disease duration is shown in Table 1 and Figure 10. Patients were divided into two age groups: \(<13 \text{ years } (n=451) \text{ and } \geq13 \text{ years } (n=376) \).

The intragroup comparison by living environment (urban or rural) is shown in Table 1 and Figure 11. The classification was made according to the Chinese administrative units [13], with those living in provinces, cities, and districts called “Urban” residents (\( n=471 \)), and those living in townships, towns, and villages called “Rural” residents (\( n=356 \)). The intragroup comparison by education level is shown in Table 1 and Figure 12. Patients were divided into two groups: “Junior high school and below” (\( n=379 \)) and “Senior high school and above” (\( n=448 \)). The intragroup comparison by working environment (indoors or outdoors) is shown in Table 1 and Figure 13. The Labor Law of the People’s Republic of China stipulates [14] that working hours should not exceed 8 hours a day. Based on this, the patients were divided into two groups: “Indoor” (average daily indoor working hours \(<4; n=475) \text{ and } “Outdoor” \geq(24 \text{ hours}; n=352) \).
Table 1. The Symptom Checklist 90 was used to group and score the mental state of 827 patients with allergic rhinitis according to 9 classification criteria, namely, gender, BMI, age, marital status, monthly salary, disease duration, living environment (urban or rural), education level, and working environment (indoors or outdoors), and then all the scores were compared within groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Somatization</th>
<th>Obsessive-compulsive</th>
<th>Interpersonal sensitivity</th>
<th>Depression</th>
<th>Anxiety</th>
<th>Hostility</th>
<th>Phobic anxiety</th>
<th>Paranoid</th>
<th>Psychotic</th>
<th>Other (sleep, diet)</th>
<th>Total average score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men, mean (SD)</td>
<td>2.00 (0.45)</td>
<td>2.52 (0.61)</td>
<td>2.63 (0.51)</td>
<td>2.85 (0.52)</td>
<td>3.19 (0.38)</td>
<td>3.02 (0.42)</td>
<td>1.90 (0.27)</td>
<td>2.77 (0.45)</td>
<td>3.03 (0.41)</td>
<td>2.76 (0.45)</td>
<td>2.67 (0.33)</td>
</tr>
<tr>
<td>Women, mean (SD)</td>
<td>2.66 (0.51)</td>
<td>2.80 (0.57)</td>
<td>3.37 (0.47)</td>
<td>3.44 (0.57)</td>
<td>3.36 (0.67)</td>
<td>2.66 (0.35)</td>
<td>2.11 (0.60)</td>
<td>3.13 (0.48)</td>
<td>3.20 (0.32)</td>
<td>3.47 (0.36)</td>
<td>3.02 (0.45)</td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal BMI, mean (SD)</td>
<td>1.91 (0.21)</td>
<td>2.26 (0.74)</td>
<td>2.09 (0.45)</td>
<td>2.11 (0.32)</td>
<td>2.17 (0.47)</td>
<td>1.77 (0.82)</td>
<td>1.80 (0.53)</td>
<td>1.95 (0.33)</td>
<td>1.75 (0.63)</td>
<td>2.24 (0.72)</td>
<td>1.99 (0.15)</td>
</tr>
<tr>
<td>Abnormal BMI, mean (SD)</td>
<td>2.02 (0.33)</td>
<td>2.71 (0.63)</td>
<td>2.30 (0.41)</td>
<td>2.41 (0.88)</td>
<td>2.26 (0.53)</td>
<td>1.90 (0.30)</td>
<td>1.93 (0.71)</td>
<td>2.61 (0.48)</td>
<td>2.01 (0.40)</td>
<td>2.41 (0.38)</td>
<td>2.26 (0.38)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;44, mean (SD)</td>
<td>2.53 (0.33)</td>
<td>3.11 (0.42)</td>
<td>3.43 (0.38)</td>
<td>2.69 (0.28)</td>
<td>2.77 (0.50)</td>
<td>3.03 (0.35)</td>
<td>2.50 (0.44)</td>
<td>2.45 (0.67)</td>
<td>2.61 (0.66)</td>
<td>2.83 (0.52)</td>
<td>2.80 (0.41)</td>
</tr>
<tr>
<td>≥44, mean (SD)</td>
<td>3.23 (0.52)</td>
<td>2.81 (0.45)</td>
<td>2.82 (0.53)</td>
<td>2.24 (0.43)</td>
<td>2.51 (0.41)</td>
<td>2.52 (0.47)</td>
<td>2.19 (0.51)</td>
<td>1.93 (0.23)</td>
<td>2.35 (0.52)</td>
<td>3.47 (0.38)</td>
<td>2.61 (0.33)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried, mean (SD)</td>
<td>2.81 (0.26)</td>
<td>1.84 (0.56)</td>
<td>2.36 (0.34)</td>
<td>2.33 (0.44)</td>
<td>2.53 (0.70)</td>
<td>2.03 (0.80)</td>
<td>2.28 (0.66)</td>
<td>2.01 (0.34)</td>
<td>2.50 (0.31)</td>
<td>2.48 (0.12)</td>
<td>2.32 (3.70)</td>
</tr>
<tr>
<td>Married, mean (SD)</td>
<td>2.94 (0.11)</td>
<td>2.11 (0.31)</td>
<td>2.45 (0.34)</td>
<td>2.49 (0.15)</td>
<td>2.97 (0.69)</td>
<td>2.40 (0.14)</td>
<td>2.41 (0.50)</td>
<td>1.95 (0.55)</td>
<td>1.93 (0.41)</td>
<td>3.14 (0.55)</td>
<td>2.48 (0.05)</td>
</tr>
<tr>
<td><strong>Monthly pay (Y)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5110, mean (SD)</td>
<td>3.05 (0.22)</td>
<td>3.41 (0.65)</td>
<td>3.13 (0.27)</td>
<td>3.33 (0.45)</td>
<td>2.69 (0.44)</td>
<td>1.99 (0.82)</td>
<td>1.79 (0.82)</td>
<td>2.84 (0.55)</td>
<td>2.53 (0.90)</td>
<td>3.33 (0.51)</td>
<td>2.81 (0.94)</td>
</tr>
<tr>
<td>≥5110, mean (SD)</td>
<td>3.41 (0.81)</td>
<td>3.24 (0.28)</td>
<td>2.51 (0.62)</td>
<td>3.09 (0.24)</td>
<td>2.58 (0.71)</td>
<td>2.16 (0.60)</td>
<td>2.00 (0.30)</td>
<td>3.24 (0.14)</td>
<td>2.84 (0.75)</td>
<td>3.44 (0.75)</td>
<td>2.85 (0.15)</td>
</tr>
<tr>
<td><strong>Disease course</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;13 years, mean (SD)</td>
<td>2.61 (0.76)</td>
<td>2.77 (0.50)</td>
<td>3.11 (0.33)</td>
<td>2.85 (0.38)</td>
<td>2.48 (0.27)</td>
<td>2.70 (0.22)</td>
<td>2.22 (0.50)</td>
<td>2.79 (0.36)</td>
<td>2.19 (0.29)</td>
<td>3.34 (0.55)</td>
<td>2.71 (0.60)</td>
</tr>
<tr>
<td>≥13 years, mean (SD)</td>
<td>3.05 (0.41)</td>
<td>2.72 (0.38)</td>
<td>3.47 (0.70)</td>
<td>3.46 (0.59)</td>
<td>2.97 (0.41)</td>
<td>2.18 (0.34)</td>
<td>2.69 (0.39)</td>
<td>2.90 (0.88)</td>
<td>2.58 (0.58)</td>
<td>2.51 (0.24)</td>
<td>2.85 (0.39)</td>
</tr>
</tbody>
</table>

*Z score and P value are based on T test (df) and df = 412.*
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<table>
<thead>
<tr>
<th>Group</th>
<th>Somatization</th>
<th>Obsessive-compulsive</th>
<th>Interpersonal sensitivity</th>
<th>Depression</th>
<th>Anxiety</th>
<th>Hostility</th>
<th>Phobic anxiety</th>
<th>Paranoia</th>
<th>Psychoticism</th>
<th>Other (sleep, diet)</th>
<th>Total average score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Living environment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City, mean (SD)</td>
<td>3.29 (0.61)</td>
<td>2.81 (0.77)</td>
<td>3.10 (0.19)</td>
<td>3.40 (0.84)</td>
<td>3.04 (0.64)</td>
<td>2.39 (0.48)</td>
<td>2.40 (0.67)</td>
<td>2.19 (0.21)</td>
<td>3.02 (0.55)</td>
<td>3.40 (0.41)</td>
<td>2.91 (0.11)</td>
</tr>
<tr>
<td>Township, mean (SD)</td>
<td>2.65 (0.50)</td>
<td>2.05 (0.38)</td>
<td>2.49 (0.67)</td>
<td>2.49 (0.70)</td>
<td>2.33 (0.51)</td>
<td>2.07 (0.46)</td>
<td>2.08 (0.40)</td>
<td>1.78 (0.18)</td>
<td>2.40 (0.77)</td>
<td>2.52 (0.77)</td>
<td>2.29 (0.40)</td>
</tr>
<tr>
<td><strong>T test (df)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.88 (412)</td>
<td>5.25 (412)</td>
<td>4.57 (412)</td>
<td>5.91 (412)</td>
<td>5.09 (412)</td>
<td>1.83 (412)</td>
<td>1.79 (412)</td>
<td>2.55 (412)</td>
<td>4.63 (412)</td>
<td>5.55 (412)</td>
<td>−4.55 (412)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>.01</td>
<td>.04</td>
<td>.003</td>
<td>.02</td>
<td>.71</td>
<td>.79</td>
<td>.56</td>
<td>.04</td>
<td>.001</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior or below, mean (SD)</td>
<td>2.22 (0.19)</td>
<td>2.86 (0.78)</td>
<td>2.52 (0.11)</td>
<td>2.33 (0.94)</td>
<td>2.82 (0.32)</td>
<td>1.96 (0.60)</td>
<td>2.04 (0.73)</td>
<td>2.66 (0.46)</td>
<td>2.60 (0.60)</td>
<td>2.46 (0.84)</td>
<td>2.45 (0.51)</td>
</tr>
<tr>
<td>High or above, mean (SD)</td>
<td>2.84 (0.37)</td>
<td>2.41 (0.31)</td>
<td>3.19 (0.22)</td>
<td>2.50 (0.55)</td>
<td>2.32 (0.28)</td>
<td>2.25 (0.44)</td>
<td>2.50 (0.34)</td>
<td>2.47 (0.50)</td>
<td>2.29 (0.45)</td>
<td>3.03 (0.30)</td>
<td>2.59 (0.65)</td>
</tr>
<tr>
<td><strong>Z score</strong></td>
<td>−4.82</td>
<td>−2.71</td>
<td>−4.90</td>
<td>−3.33</td>
<td>−3.38</td>
<td>−1.31</td>
<td>−2.94</td>
<td>−0.38</td>
<td>−1.46</td>
<td>−4.64</td>
<td>−0.27^b</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.03</td>
<td>.51</td>
<td>.03</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
<td>&gt;.16</td>
<td>&gt;.04</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

^aThese are t test values (df 412).
^bItalics indicate statistical significance at the <.05 level.
^cUS $700.
Figure 1. Comparison of somatization, obsessive-compulsive symptoms, and interpersonal sensitivity on 18 items in 9 groups. SCL-90: Symptom Checklist 90.

Figure 2. Comparison of depression, anxiety, and hostility on 18 items in 9 groups. SCL-90: Symptom Checklist 90.
**Figure 3.** Comparison of phobic anxiety, paranoia, psychosis, and other (eg, sleep and diet) on 18 items in 9 groups. SCL-90: Symptom Checklist 90.

**Figure 4.** Comparison of 18 items in 9 groups and Chinese norms on total average score. SCL-90: Symptom Checklist 90.
Figure 5. Intragroup comparison of gender. *$P<.05$. 

Figure 6. Intragroup comparison of BMI. *$P<.05$. 
**Figure 7.** Intragroup comparison of age. *$P<0.05$."

**Figure 8.** Intragroup comparison of marital status. *$P<0.05$."
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Figure 9. Intragroup comparison of monthly salary. *P<.05.

Figure 10. Intragroup comparison of disease duration. *P<.05.
**Figure 11.** Intragroup comparison of living environment. *P<.05.

**Figure 12.** Intragroup comparison of education level. *P<.05.
Intragroup comparison of working environment. *P<.05.

Intergroup Comparison

A comparison was made between the AR group and the Chinese norm, and the positive factors of the SCL-90 were extracted (Table 2). Among 827 patients, 124 (15%) had no mental health impairments, 176 (21.3%) had mild impairments, 474 (57.3%) had mild to moderate impairments, 41 (5%) had moderate to severe impairments, and 12 (1.4%) had severe impairments. The average score of the SCL-90 for all 827 patients was 2.64 (SD 0.25), which corresponded to the mild to moderate mental health impairments.

Table 2. Comparison between the AR group (study group) and the Chinese norm (healthy control group).

<table>
<thead>
<tr>
<th>Factor</th>
<th>AR, mean (SD)</th>
<th>Chinese norm, mean (SD)</th>
<th>Z score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Somatization</td>
<td>2.75 (0.43)</td>
<td>1.66 (0.28)</td>
<td>-3.15</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Obsessive-compulsive</td>
<td>2.71 (0.22)</td>
<td>1.50 (0.89)</td>
<td>-3.87</td>
<td>.13</td>
</tr>
<tr>
<td>Interpersonal sensitivity</td>
<td>2.83 (0.37)</td>
<td>1.62 (0.61)</td>
<td>-3.99</td>
<td>.10</td>
</tr>
<tr>
<td>Depression</td>
<td>2.80 (0.51)</td>
<td>1.50 (0.59)</td>
<td>-5.51</td>
<td>.01 *</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.72 (0.40)</td>
<td>1.38 (0.43)</td>
<td>-6.03</td>
<td>.002</td>
</tr>
<tr>
<td>Hostility</td>
<td>2.39 (0.36)</td>
<td>1.37 (0.48)</td>
<td>-2.11</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Phobic anxiety</td>
<td>2.20 (0.31)</td>
<td>1.43 (0.58)</td>
<td>-0.98</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Paranoia</td>
<td>2.49 (0.62)</td>
<td>1.43 (0.57)</td>
<td>-2.74</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Psychoticism</td>
<td>2.54 (0.56)</td>
<td>1.29 (0.42)</td>
<td>-4.61</td>
<td>.02</td>
</tr>
<tr>
<td>Other (sleep, diet)</td>
<td>2.95 (0.47)</td>
<td>1.35 (0.39)</td>
<td>-8.17</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total average score</td>
<td>2.64 (0.25)</td>
<td>1.37 (0.48)</td>
<td>-5.09</td>
<td>.02</td>
</tr>
</tbody>
</table>

aAR: allergic rhinitis.
bItalics indicate statistical significance at the <.05 level.
Partial Correlation Analysis

Partial correlation analysis was performed on the 4 positive factors of the SCL-90 and the 4 symptoms of AR (Table 3). First, the VAS was used to evaluate the 4 AR symptoms separately. Nasal itching had 7 points, sneezing 8 points, clear discharge 8 points, and nasal congestion 6 points. Second, partial correlation analysis was made between the scores of the 4 symptoms and the 4 positive factors in Table 2 through the multiple regression statistical method by taking measurement data like BMI, age, monthly salary, and disease duration as the control variables.

Table 3. Partial correlation analysis between 4 positive factors of the SCL-90 and 4 symptoms of allergic rhinitis.

<table>
<thead>
<tr>
<th>Positive factors of SCL-90a</th>
<th>Nasal itching</th>
<th>Sneezing</th>
<th>Clear discharge</th>
<th>Nasal congestion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
</tr>
<tr>
<td>Depression</td>
<td>0.13</td>
<td>.27</td>
<td>0.37</td>
<td>.02b</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.42</td>
<td>.01</td>
<td>0.11</td>
<td>.33</td>
</tr>
<tr>
<td>Psychoticism</td>
<td>0.33</td>
<td>.03</td>
<td>0.40</td>
<td>.01</td>
</tr>
<tr>
<td>Other (sleep, diet)</td>
<td>0.15</td>
<td>.25</td>
<td>0.13</td>
<td>.26</td>
</tr>
</tbody>
</table>

aSCL-90: Symptom Checklist 90.
bItalics indicate statistical significance at the <.05 level.

Discussion

Principal Findings

Zheng et al [15] pointed out that 69.45% of patients with AR have depressive tendencies. While treating rhinitis, doctors should give “regular and habitual” comfort and follow-ups, and if necessary, should refer patients to psychologists. Muñoz-Cano et al [16] found by using the self-rating anxiety scale that 58.77% of AR patients’ anxiety could not be ignored, and their life happiness index decreased with a prolonged course of the disease. If patients did not receive active “packaged treatment” (understanding, care, counseling, therapy, follow-up) [17], they would turn from “unhealthily free” to “unfreely anxious” [18] and, in extreme cases, might even induce violence [19]. From 2011 to 2014, a total of 4 chief otolaryngologists were killed with a knife by patients in China. Therefore, it is imperative to strictly follow the “biological-psychological-social” international medical model and to have a comprehensive understanding of the association between AR and psychological disorders.

Comparison to Prior Work

In the existing literature, despite many in-depth studies, there are few comprehensive studies in this regard due to the following reasons. First, part of the literature only made one-on-one retrospective analysis or targeted meta-analysis of AR with depression, anxiety, hostility, and other psychological disorders [20], while few used the SCL-90 scale for a comprehensive 10-factor study. Second, although some literature used the SCL-90 scale, they only investigated the patients within respective hospitals [21], resulting in small sample sizes that could only reflect the status of a district rather than a city. Third, some literature surveyed multiple hospitals with the SCL-90 scale, but the research teams were limited to the otolaryngology department only, where the cases were often collected by nurses and the doctors were responsible for the diagnosis, treatment, and final data analysis [22]. Such results would appear to be less professional and authoritative because of the lack of cooperation from psychologists and psychiatrists. Therefore, this study addresses the above 3 shortcomings and makes the following 3 optimizations on the research design. First, the SCL-90 scale was introduced systematically, which has a good discriminating function as it includes 90 items such as consciousness, emotion, diet/sleep, sensation, and lifestyle, and comprehensively reflects the distribution characteristics of 10 psychological symptoms with 10 factors [23]. Second, this study specifically covers the 5 most renowned hospitals in Chengdu, China, which not only enlarges the sample size but also takes into account the geographical locations in all directions so that the data are more detailed and can more accurately reflect the real-world research of a city. Third, this study is fortunately sponsored by two National Natural Science Foundations, so we were able to invite psychologists and psychiatrists to carry out the experimental design and data analysis together, thus making the team configuration better and the results more authoritative.

Limitations

To our knowledge, this is the first multicenter and interdisciplinary study of patients with AR. However, there are some limitations in this study. First, a few patients inevitably pretend to cooperate when filling out the questionnaire, which will affect the accuracy of the data. Second, psychological factors are greatly influenced by subjective factors, and the psychological state of patients at the time of filling in the form cannot reflect their later psychological state. Third, this study took place before the COVID-19 pandemic, but unfortunately, epidemic factors were not included in the study as a single factor. Since the outbreak of COVID-19 in Chengdu, China, the number of patients with mental diseases has increased greatly.

Conclusions

The intergroup comparisons in this study were performed on 827 patients with AR in China’s Chengdu City versus the Chinese norm, which reveal mild to moderate psychological disorders. The scores for 4 factors, namely, depression, anxiety, psychosis, and other (sleep, diet), are statistically higher than the Chinese norm, indicating that the psychological disorders...
develop mainly into these 4 types among the patients with AR. Therefore, otolaryngologists should pay close attention to the above four psychological states of patients when assessing the curative efficacy of somatopathies. Specifically, this study comprises 9 intragroup comparisons and 2 intergroup comparisons. Among the 9 classification criteria for intragroup comparisons, the living environment (urban or rural) yielded 8 positive results; working environment (indoors or outdoors) yielded 7 positive results; gender yielded 4 positive results; age, marital status, and education level yielded 3 positive results each; and BMI, monthly salary, and disease duration yielded 2 positive results each. This demonstrates the influencing factors of AR patients’ physical and mental health and their proportions, as well as the importance of the "biological-psychological-social" medical model. Meanwhile, these results also remind the otolaryngologists in Chengdu to offer more care and follow-ups to the following target positive populations: women and those with abnormal BMI, aged ≥45 years, with a monthly salary <$5110 (US $700), with a disease duration <13 years, residing in urban areas, with a high school or above education, and who are indoor laborers.
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Abstract

Background: Bariatric weight-loss surgery rates are increasing internationally. Endoscopic sleeve gastroplasty (ESG) is a novel, minimally invasive endoscopic procedure thought to mimic some of the effects of a more common surgery, laparoscopic sleeve gastrectomy (LSG). Patient factors affecting procedural choice are unexplored.

Objective: This formative study aimed to determine the preoperative and early postoperative characteristics of adults matched for age, sex, and BMI who chose ESG versus LSG.

Methods: This prospective cohort study recruited ESG and matched LSG adults in Australia. Preoperative outcomes were medical history, glycemic biomarkers, blood lipids, liver function enzymes, albumin, blood pressure, hepatic steatosis index, the Gastrointestinal Symptom Rating Scale, the Impact of Weight on Quality of Life–Lite questionnaire, and body composition via dual-energy x-ray absorptiometry. Adverse events were recorded preoperatively and up to 2 weeks postoperatively. SPSS was used to test if there were differences between cohorts by comparing means or mean ranks, and binary regression was used to understand how characteristics might predict procedure choice.

Results: A total of 50 (including 25 ESG and 25 LSG) patients were recruited, who were primarily White (45/50, 90%) and female (41/50, 82%) with a mean age of 41.7 (SD 9.4) years. Participants had a mean of 4.0 (SD 2.2) active comorbid conditions, with the most common being nonalcoholic fatty liver disease (38/50, 76%), back pain (32/50, 64%), anxiety or depression (24/50, 48%), and joint pain (23/50, 46%). The LSG cohort had higher hemoglobin A1c (5.3%, SD 0.2%) than the ESG cohort (5.0%, SD 0.2%; P = .008). There was a 2.4 kg/m² difference in median BMI (P = .03) between the groups, but fat and fat-free mass had no meaningful differences. Comparing the LSG and ESG groups showed that the LSG group had lower total quality of life (49.5%, SD 10.6% vs 56.6%, SD 12.7%; P = .045), lower weight-related self-esteem (10.7%, IQR 3.6%-25% vs 25%, IQR 17.9%-39.3%; P = .02), and worse abdominal pain (38.9%, IQR 33.3%-50% vs 53.9%, SD 14.2%, P = .01). For every percent improvement in weight-related self-esteem, the odds for selecting ESG increased by 4.4% (95% CI 1.004-1.085; P = .03). For every percent worsening in hunger pain, the odds for selecting ESG decreased by 3.3% (95% CI 0.944-0.990; P = .004).

Conclusions: There was very little evidence that Australian adults who chose an endoscopic versus surgical sleeve had different rates of comorbidities, body fat percentage, or weight-related quality of life. There was evidence against the test hypothesis, that is, there was evidence suggesting that lower self-esteem predicted choosing a more invasive sleeve (ie, LSG rather than ESG)

Trial Registration: Australia New Zealand Clinical Trials Registry ACTRN12618000337279; https://anzctr.org.au/Trial/Registration/TrialReview.aspx?id=374595

(JMIR Form Res 2022;6(11):e29713) doi:10.2196/29713
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Introduction

Despite preventative public health policies enacted by governments around the world, the global prevalence of obesity in adults (defined as BMI ≥30 kg/m²) has tripled since 1975, leading to an estimated 650 million individuals with obesity in 2016 [1]. Obesity is a principal metabolic risk factor for chronic comorbidities, including type 2 diabetes mellitus, cardiovascular disease, and obstructive sleep apnea [2]. Diet, exercise, and pharmacotherapy have limited long-term efficacy for weight loss; thus, the number of individuals who elect to undergo bariatric surgery, that is, surgical treatment for obesity, is increasing [3,4]. Bariatric surgery has been demonstrated to result in clinically meaningful weight loss over 1 to 5 years, with studies showing the maintenance of health improvements for up to 10 years [5,6]. Studies have also demonstrated that patients with diabetes, hyperlipidemia, hypertension, and obstructive sleep apnea experience improvement and, in some cases, complete resolution of the comorbidity [7,8].

The United States has the highest number of bariatric procedures performed each year; in 2016, there were 216,000 procedures performed [9]. Other countries with high numbers of bariatric procedures are Brazil (97,480 in 2014), France (46,960 in 2014), Argentina (36,668 in 2014), and Australia (21,043 in 2018-2019) [10,11]. Worldwide, 96% of surgeries are performed laparoscopically; the most common form of the surgery in Australia is laparoscopic sleeve gastrectomy (LSG), which comprises 71.5% of all procedures [11,12].

Despite demonstrating good weight loss efficacy, bariatric surgeries such as LSG have relatively high rates of adverse events (10%-17%), postoperative mortality (0.3%), failure (10%-20%), and weight regain (20%-30%) [13-17]. Additionally, many patients are unwilling to undergo an invasive, incisional, resective surgery, precluding them from an otherwise effective treatment. Endoscopic sleeve gastroplasty (ESG), which is minimally invasive and incisionless, is designed to be analogous to traditional LSG and is being increasingly utilized worldwide [18].

ESG is performed utilizing an endoscopic suturing system (Overstitch, Apollo Endosurgery), coupled with a double-channel flexible gastroscope (GIF2T-180 series, Olympus Optical). These instruments are passed orally into the stomach to allow for full-thickness sutures to permanently plicate the gastric lumen into a narrow “sleeve-like” tubular configuration from the incisura angularis to the fundus [18].

Studies investigating the mechanisms of action of ESG suggest that reduction in gastric volume and improved satiety through delayed gastric emptying contribute to decreased caloric intake and weight loss [5,19]. Available studies report a markedly lower postprocedure complication rate compared to traditional surgical procedures [5]. A chart audit found that among patients with similar preoperative BMI, sex, and age, the ESG cohort had lower weight loss at 12 months but also had fewer complications and a shorter hospital stay [20].

Procedure selection is a complex process involving both medical recommendations and patient preferences. It is unknown if patient demographic or medical characteristics beyond weight loss targets and the risk of complications are associated with procedure choice (ie, surgical vs endoscopic sleeve), which may limit the patient-centeredness of care and interpretation of outcomes. A recent Australian study of unmatched ESG and LSG cohorts suggested factors including preprocedural BMI, quality of life, and gastrointestinal symptoms may play a role [21]. The present formative Australian study aimed to determine the preoperative and early postoperative characteristics of adults matched for age, sex, and BMI who chose ESG versus LSG.

Methods

This is a substudy of a larger prospective cohort study (Universal Trial Number U11111-1216-8678) undertaken and reported according to the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) checklist [22] and registered prospectively on March 6, 2018, at the Australia New Zealand Clinical Trials Registry (ACTRN12618000337279). The results of the larger study have been published elsewhere [21].

Ethical Considerations

This study received ethical approval from the Bond University Human Research Ethics Committee (SM02936); written informed consent was obtained from the included patients by the research team.

Eligibility Criteria, Matched Cases, and Recruitment

Patients were consecutively recruited from a privately funded outpatient medical clinic in Queensland, Australia, that offered both ESG and LSG procedures. Approximately 500 patients presented to the outpatient clinic during the recruitment phase. Adults aged ≥18 years undergoing either an ESG or LSG procedure from June 2018 to May 2019 were eligible to enroll. Patients unwilling to undergo a dual-energy x-ray absorptiometry (DXA) scan at the local study site were excluded.

Procedural selection for ESG or LSG occurred after a medical consultation with the proceduralists (surgeons or gastroenterologists) that considered the merits of the available procedures, the risks and benefits specific to the patient, and the preference of the patient. Eligibility considerations for the procedures can be found in Multimedia Appendix 1, Table S1.

Due to higher case numbers for LSG than ESG, all eligible ESG and LSG patients were recruited, and each ESG patient was then matched against the available pool of LSG patients for age, sex, and BMI. LSG patients who were not matched against an
ESG patient were excluded from inferential data analysis. Matching of patients was blinded to their characteristics and outcomes (other than age, sex, and BMI). Usual care conditions are reported in Multimedia Appendix 1.

Outcomes
The outcomes of this study were demographic characteristics, body composition, blood pressure, glycemic measures, blood lipids, liver function enzymes, albumin, hepatic steatosis, gastrointestinal symptoms, weight-related quality of life, and adverse events. All outcomes were measured preoperatively, except for perioperative characteristics, which were measured on the day of the procedure, and adverse events, which were measured peroperatively and up to 14 days postoperatively.

Data Collection Tools
Survey-style data collection tools were self-completed by participants, with all other data being recorded from the study site medical progress notes, pathology reports, and consultation letters or letters of referral from the patient’s general practitioner.

Participant Demographic and Preoperative Medical Characteristics
Participant characteristics were recorded from medical records and baseline interviews; they included age, sex, diagnoses of obesity-related comorbidities (including, but not limited to, type 2 diabetes mellitus or prediabetes, hypertension, dyslipidemia, obstructive sleep apnea or use of a continuous positive airway pressure device, osteoarthritis, nonalcoholic fatty liver disease, weight-related joint pain, depression or anxiety, gestational diabetes, polycystic ovary syndrome, and gastroesophageal reflux disease), ethnicity (according to the Australian Bureau of Statistics categorizations), and area of residence (rural or metropolitan). Blood pressure was measured by a registered nurse at the patient’s first preoperative appointment at the study site.

Preoperative Body Composition
Measurements of weight, height, and body composition (with DXA) were obtained by trained research assistants at the Bond University Institute of Health and Sport (Robina, Queensland, Australia) using calibrated scales (Wedderburn WM204), a wall-mounted stadiometer with high speed counter (Harpenden Model 602VR; Holtain Limited), and the Lunar Prodigy DXA (Encore Version 14.10.022; GE Medical Systems Lunar), respectively. The assessments were made in a rested, fasting state; participants were minimal, well-fitting clothing and no jewelry, had their hair down, and had a voided bladder. Height was measured with participants standing with their back to the wall, hands by their sides, feet together, and head in the frontal plane. The height of the board was placed after a breath inhalation and recorded. Fat mass, fat-free mass, and bone mineral content were recorded for the total body, trunk, limbs, and android and gynoid regions. Due to larger body sizes, the DXA scan was implemented by scanning the left and right sides of the body in 2 separate scans to simulate a whole-body scan, rather than using estimated limb mass. For those who failed to attend the DXA scanning session, height and weight were recorded from the patients’ medical records, obtained at their first appointment at the study site, and thus comprised data that were measured, but not calibrated or standardized.

Preoperative Comorbid Measures
Systolic and diastolic blood pressure (mm Hg); fasting lipid profile, including total cholesterol, low-density lipoprotein (LDL) cholesterol, high-density lipoprotein (HDL) cholesterol, and triglycerides (mmol/L); fasting serum glucose (mmol/L); hemoglobin A1c (HbA1c; presented as a percentage); albumin (g/L); aspartate aminotransferase (units/L); and alanine aminotransferase (units/L) were measured routinely prior to the procedure and were obtained from pathology reports. The hepatic steatosis index (HSI) was calculated using pathology, sex, and BMI and coded as no nonalcoholic fatty liver disease (NAFLD) present when the HSI was <30.0 or NAFLD present when the HSI was >36.0 [23].

Preoperative Gastrointestinal Symptoms
Gastrointestinal symptoms, including abdominal pain, reflux, diarrhea, indigestion, and constipation, were evaluated with the Gastrointestinal Symptom Rating Scale (GSRS) [24], a non–disease-specific tool commonly used to evaluate gastrointestinal symptoms following bariatric surgery [25-27]. Completed at the time of recruitment, the GSRS is a 15-item questionnaire that asks participants to rate the symptoms they have experienced in the past week on a Likert scale ranging from 1 (no symptoms) to 7 (severe/frequent symptoms). Subcategories of abdominal pain, reflux, indigestion, constipation, and diarrhea were also calculated. Total and subcategory scores were normalized and reported on a scale of 0 (worst symptoms) to 100 (no symptoms).

Preoperative Weight-Related Quality of Life
Weight-related quality of life was measured via the Impact of Weight on Quality of Life–Lite (IWQOL-Lite) tool [28] at the time of recruitment. The IWQOL-Lite is a 31-item self-reported measure of 5 domains that affect obese individuals: physical function, self-esteem, sexual life, public distress, and work. Each item reflects experiences in the past week, ranging from “never true” to “always true.” The tool provides a score for each of these domains, as well as a total score, each normalized to a scale of 0 (worst quality of life) to 100 (highest quality of life). The tool is frequently used in studies evaluating bariatric surgery [29,30] and has shown strong retest reliability, internal consistency, and correlation with general quality of life measures, including the 36-Item Short Form Health Survey [28].

Peri- and Postoperative Adverse Events
All adverse events recorded in medical records were noted and categorized as (1) directly related to the procedure, (2) possibly related to the procedure, or (3) not related to the procedure. Events were further categorized as (1) minor, (2) moderate, or (3) severe, according to the National Institutes of Health guidelines [31]. Severe adverse events were those considered life-threatening, that is, those resulting in death, inpatient hospitalization or prolongation of existing hospitalization, persistent or significant disability or reduced capacity, development of short-bowel syndrome, surgical intervention,
or otherwise medically significant events. Moderate adverse events were those that were not considered significant but still required intervention by the medical team, such as prescription of antibiotics, analgesics, or antiemetics beyond the standard postoperative inpatient protocol. Minor adverse events were those that required no intervention beyond reassurance or modified lifestyle.

**Statistical Analysis**

All variables were assessed based on the null hypothesis, that is, "there is no difference between 2 independent groups"; therefore, the comparative test for each variable was selected based on how the data met test assumptions. Differences between the ESG and matched and unmatched LSG cases were tested using a chi-square analysis for categorical variables or the Fisher exact test if >20% of cells had an expected count <5. To compare continuous variables between groups, an independent *t* test was used. However, if the variable failed the Levene test for homogeneity of variances, the Welch *t* test was selected. If the variable was highly skewed with the same distribution shapes in both groups, the Mann-Whitney *U* test was used to compare medians. Otherwise, if the variable was highly skewed, with different distribution shapes between groups, the Mann-Whitney *U* test was used to compare rank means. Normality was evaluated using the Shapiro-Wilk test and inspection of histograms and normal Q-Q plots.

The 2 Likert scale–based surveys (ie, the GSRS and IWQOL-Lite) were tested for internal consistency with the Cronbach *α*, and 95% CIs were generated via the intraclass correlation coefficient [32,33]. Outcome variables that were found to be meaningfully different between procedure types were explored using binomial logistic regression to understand their ability to predict procedure choice. Analysis was performed using SPSS (version 27; IBM Corp).

**Results**

**Medical, Nutritional, and Procedural Characteristics of Participants**

This study recruited 25 ESG and 56 LSG patients. The 25 ESG patients were matched against the available LSG patients, leading to a final sample of 50 patients, including 25 with ESG and 25 with LSG. Of the matched participants, 9 with ESG and 4 with LSG cancelled their procedure. The cancellation rate was similar between the procedures (*P*=.20). There were no meaningful differences in the baseline characteristics of participants who underwent the procedure and those who did not (Multimedia Appendix 1, Table S3). The reasons for procedure cancellation were financial (1 LSG and 2 ESG patients), changing to a noneligible procedure (1 ESG and 1 LSG patient), personal commitments (1 ESG patient), choosing to delay the procedure (1 ESG patient), no longer wanting any procedure (2 LSG patients), or unexplained (4 ESG patients).

The 56 recruited LSG participants differed from the 25 ESG participants in preoperative BMI (ESG: median 33.4, IQR 30.9-36.8 kg/m²; LSG: median 39.6, IQR 35.8-44.4 kg/m²; *P*<.001), osteoarthritis, HbA₁c, and HDL cholesterol (Tables 1 and 2). After matching, participants were primarily White (45/50, 90%) and female (41/50, 82%), with a mean age of 41.7 (SD 9.4) years. Participants had a mean of 4.0 (SD 2.2) active comorbid conditions, with the most common being HIS-identified NAFLD (38/50, 76%), back pain (32/50, 64%), anxiety or depression (24/50, 48%), and osteoarthritis or joint pain (23/50, 46%) (Table 1). Participants did not have high rates of cardiovascular or type 2 diabetes risk factors and had normal blood pressure (mean 126/84.8, SD 12.5/9.0 mm Hg), fasting blood glucose (mean 5.2, SD 1.1 mmol/L), LDL cholesterol (mean 3.2, SD 0.7 mmol/L), and triglycerides (mean 1.4, SD 0.8 mmol/L) (Table 2).
Table 1. Preoperative characteristics of endoscopic sleeve gastroplasty, matched laparoscopic sleeve gastrectomy, and unmatched laparoscopic sleeve gastrectomy patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Unmatched LSG(^a) (N=56)</th>
<th>ESG(^b) (N=25)</th>
<th>Matched LSG (N=25)</th>
<th>Matched LSG vs ESG, (P) value</th>
<th>Unmatched LSG vs ESG, (P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.4 (8.8)</td>
<td>42.8 (9.9)</td>
<td>40.7 (8.9)</td>
<td>.30</td>
<td>.27</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>48 (86)</td>
<td>20 (80)</td>
<td>21 (84)</td>
<td>.71</td>
<td>.52</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>50 (89)</td>
<td>22 (88)</td>
<td>23 (92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>2 (8)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indigenous Australian</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not disclosed</td>
<td>2 (4)</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural dwelling, n (%)</td>
<td>3 (5)</td>
<td>3 (12)</td>
<td>0 (0)</td>
<td>.24</td>
<td>.29</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg), mean (SD) or median (IQR)</td>
<td>120.0 (110.0-131.0)(^c)</td>
<td>126.0 (11.4)</td>
<td>121.3 (13.5)</td>
<td>.19</td>
<td>.25</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg), mean (SD) or median (IQR)</td>
<td>82.0 (78.0-90.0)(^c)</td>
<td>84.3 (10)</td>
<td>82.7 (10.3)</td>
<td>.57</td>
<td>.70</td>
</tr>
<tr>
<td>Number of comorbidities(^d), mean (SD) or median (IQR)</td>
<td>4.0 (3.0-5.0)(^c)</td>
<td>3.7 (2.1)</td>
<td>4.3 (2.3)</td>
<td>.33</td>
<td>.40</td>
</tr>
<tr>
<td>Type 2 diabetes mellitus, n (%)</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>.50</td>
<td>.48</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>16 (29)</td>
<td>9 (36)</td>
<td>6 (24)</td>
<td>.36</td>
<td>.50</td>
</tr>
<tr>
<td>Dyslipidemia, n (%)</td>
<td>9 (16)</td>
<td>7 (28)</td>
<td>4 (16)</td>
<td>.25</td>
<td>.21</td>
</tr>
<tr>
<td>Obstructive sleep apnea, n (%)</td>
<td>7 (13)</td>
<td>0 (0)</td>
<td>3 (12)</td>
<td>.24</td>
<td>.07</td>
</tr>
<tr>
<td>Osteoarthritis/joint pain, n (%)</td>
<td>41 (73)</td>
<td>11 (44)</td>
<td>12 (48)</td>
<td>.78</td>
<td>.01</td>
</tr>
<tr>
<td>Nonalcoholic fatty liver disease, n (%)</td>
<td>4 (7)</td>
<td>2 (8)</td>
<td>2 (8)</td>
<td>.70</td>
<td>.61</td>
</tr>
<tr>
<td>Polycystic ovary syndrome(^e), n (%)</td>
<td>9 (18)</td>
<td>2 (10)</td>
<td>3 (15)</td>
<td>.86</td>
<td>.32</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease, n (%)</td>
<td>22 (39)</td>
<td>9 (36)</td>
<td>11 (44)</td>
<td>.56</td>
<td>.78</td>
</tr>
<tr>
<td>Depression or anxiety, n (%)</td>
<td>23 (41)</td>
<td>12 (48)</td>
<td>12 (48)</td>
<td>&gt;.99</td>
<td>.56</td>
</tr>
<tr>
<td>Gestational diabetes mellitus(^e), n (%)</td>
<td>9 (18)</td>
<td>4 (20)</td>
<td>3 (15)</td>
<td>.83</td>
<td>.56</td>
</tr>
<tr>
<td>Impaired fasting glucose, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A(^f)</td>
<td>.69</td>
</tr>
<tr>
<td>Back pain, n (%)</td>
<td>41 (73)</td>
<td>15 (60)</td>
<td>17 (68)</td>
<td>.56</td>
<td>.19</td>
</tr>
<tr>
<td>Asthma, n (%)</td>
<td>19 (34)</td>
<td>6 (24)</td>
<td>10 (40)</td>
<td>.23</td>
<td>.37</td>
</tr>
</tbody>
</table>

\(^a\)LSG: laparoscopic sleeve gastrectomy.
\(^b\)ESG: endoscopic sleeve gastroplasty.
\(^c\)Data presented as median (IQR); other values in this row are mean (SD).
\(^d\)Comorbidities were defined as any currently active chronic disease or syndrome, excluding sporadic conditions (eg, migraines) and allergic symptoms (eg, rhinitis).
\(^e\)Males were excluded from these analyses.
\(^f\)N/A: not applicable.
Table 2. Preoperative biochemistry of endoscopic sleeve gastroplasty, matched laparoscopic sleeve gastrectomy, and unmatched laparoscopic sleeve gastrectomy patients.

<table>
<thead>
<tr>
<th>Preoperative biochemistry</th>
<th>Unmatched LSG (N=49)</th>
<th>Matched LSG (N=21)</th>
<th>Matched LSG vs ESG, P value</th>
<th>Unmatched LSG vs ESG, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fasting blood glucose (mmol/L), mean (SD) or median (IQR)</td>
<td>5.2 (4.6-5.7)d</td>
<td>5.1 (0.4)</td>
<td>4.9 (4.6-5.5)d</td>
<td>.30</td>
</tr>
<tr>
<td>HbA1c (%), mean (SD) or median (IQR)</td>
<td>5.2 (5.0-5.3)d</td>
<td>5.0 (0.2)</td>
<td>5.3 (0.2)</td>
<td>.008</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L), mean (SD)</td>
<td>5.2 (0.7)</td>
<td>5.4 (1.1)</td>
<td>5.5 (0.4)</td>
<td>.10</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (mmol/L), mean (SD)</td>
<td>3.3 (0.7)</td>
<td>3.2 (0.8)</td>
<td>3.4 (0.5)</td>
<td>.96</td>
</tr>
<tr>
<td>High-density lipoprotein cholesterol (mmol/L), mean (SD) or median (IQR)</td>
<td>1.1 (1.0-1.5)d</td>
<td>1.5 (0.5)</td>
<td>1.3 (0.3)</td>
<td>.06</td>
</tr>
<tr>
<td>Triglycerides (mmol/L), median (IQR)</td>
<td>1.3 (0.9-1.9)</td>
<td>1.1 (0.6-2.2)</td>
<td>1.0 (0.77-1.9)</td>
<td>.76</td>
</tr>
<tr>
<td>Alanine aminotransferase (units/L), median (IQR)</td>
<td>28.0 (21.0-46.5)</td>
<td>30.0 (20.0-40.0)</td>
<td>27 (19.5-40.0)</td>
<td>.70</td>
</tr>
<tr>
<td>Aspartate aminotransferase (units/L), mean (SD) or median (IQR)</td>
<td>23.0 (18.3-30.8)d</td>
<td>28.3 (11.5)</td>
<td>22.5 (16.8-33.8)d</td>
<td>.22</td>
</tr>
<tr>
<td>Albumin (g/L), mean (SD) or median (IQR)</td>
<td>40.5 (37.3-42.0)d</td>
<td>40.0 (20.0-42.0)d</td>
<td>40.7 (4.1)</td>
<td>.36</td>
</tr>
<tr>
<td>Hepatic steatosis index, mean (SD)</td>
<td>52.6 (6.4)</td>
<td>45.1 (7.4)</td>
<td>47.8 (4.9)</td>
<td>.18</td>
</tr>
<tr>
<td>Hepatic steatosis index–derived nonalcoholic fatty liver disease, n (%)</td>
<td>48 (100)</td>
<td>17 (89)</td>
<td>21 (100)</td>
<td>.22</td>
</tr>
</tbody>
</table>

aN values differ from Table 1 because preoperative pathology measurements were not available for all participants.
bLSG: laparoscopic sleeve gastrectomy.
cESG: endoscopic sleeve gastroplasty.
dData presented as median (IQR); other values in this row are mean (SD).

Body Composition

Although all recruited patients were booked for a DXA scan, only 29 of 50 (60%) attended (there was no meaningful difference in attendance rate by procedure type; P=.15). A total of 3 participants, including 1 with LSG and 2 with ESG, attended the DXA scan 2 to 12 days after commencing a very low-calorie diet (VLCD). DXA scans were completed 3 to 79 days prior to surgery. Despite being matched for age, sex, and BMI, the BMI between groups was different (the difference in medians was 2.4 kg/m²; U=196.0; P=.02; Table 3). Body composition, measured via DXA, showed that LSG participants had higher means or medians for both fat mass and fat-free mass, a clinically meaningful difference. There was a 6.7-kg difference in mean total-body fat mass (P=.14) and a 7.7-kg difference in mean total-body fat-free mass (P=.11).
Table 3. Preoperative body composition of matched endoscopic sleeve gastroplasty and laparoscopic sleeve gastrectomy patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Endoscopic sleeve gastroplasty (N=12)</th>
<th>Laparoscopic sleeve gastrectomy (N=17)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>33.4 (30.9-36.8)</td>
<td>35.8 (34.9-38.2)</td>
<td>.02</td>
</tr>
<tr>
<td>Total-body fat mass (kg), mean (SD)</td>
<td>46.9 (8.7)</td>
<td>53.6 (13.3)</td>
<td>.14</td>
</tr>
<tr>
<td>Total-body fat mass (%)</td>
<td>47.9 (3.5)</td>
<td>50.0 (7.0)</td>
<td>.64</td>
</tr>
<tr>
<td>Total-body fat-free mass (kg), median (IQR) or mean (SD)</td>
<td>44.7 (42.9-50.3)</td>
<td>52.4 (9.9)</td>
<td>.11</td>
</tr>
<tr>
<td>Total-body fat-free mass (%)</td>
<td>49.3 (3.4)</td>
<td>46.5 (43.7-51.0)</td>
<td>.16</td>
</tr>
<tr>
<td>Total-body bone mineral content (g), median (IQR) or mean (SD)</td>
<td>2635.5 (2460.5-2787.3)</td>
<td>2856.1 (471.0)</td>
<td>.23</td>
</tr>
<tr>
<td>Total-body bone mineral content (%)</td>
<td>2.8 (0.2)</td>
<td>2.6 (0.4)</td>
<td>.20</td>
</tr>
<tr>
<td>Android fat mass (kg), mean (SD)</td>
<td>4.5 (1.4)</td>
<td>5.2 (1.4)</td>
<td>.18</td>
</tr>
<tr>
<td>Android fat mass (%)</td>
<td>55.2 (5.0)</td>
<td>56.7 (6.1)</td>
<td>.49</td>
</tr>
<tr>
<td>Gynoid fat mass (kg), mean (SD)</td>
<td>8.2 (1.7)</td>
<td>9.1 (2.7)</td>
<td>.33</td>
</tr>
<tr>
<td>Gynoid fat mass (%)</td>
<td>50.7 (4.5)</td>
<td>52.3 (46.6-55.9)</td>
<td>.31</td>
</tr>
<tr>
<td>Android to gynoid fat mass ratio, mean (SD)</td>
<td>0.54 (0.11)</td>
<td>0.60 (0.18)</td>
<td>.36</td>
</tr>
<tr>
<td>Android to gynoid fat ratio, median (IQR) or mean (SD)</td>
<td>1.10 (0.13)</td>
<td>1.10 (1.04-1.27)</td>
<td>.57</td>
</tr>
<tr>
<td>Trunk fat mass (kg), mean (SD)</td>
<td>25.1 (5.7)</td>
<td>28.4 (6.7)</td>
<td>.18</td>
</tr>
<tr>
<td>Trunk fat mass (%)</td>
<td>50.4 (3.5)</td>
<td>52.0 (5.6)</td>
<td>.40</td>
</tr>
<tr>
<td>Upper limb fat mass (kg), mean (SD)</td>
<td>4.5 (0.6)</td>
<td>5.5 (1.5)</td>
<td>.04</td>
</tr>
<tr>
<td>Upper limb fat mass (%)</td>
<td>47.8 (5.6)</td>
<td>51.7 (45.8-54.7)</td>
<td>.51</td>
</tr>
<tr>
<td>Lower limb fat mass (kg), mean (SD)</td>
<td>16.3 (3.8)</td>
<td>18.8 (6.2)</td>
<td>.20</td>
</tr>
<tr>
<td>Lower limb fat mass (%)</td>
<td>47.8 (4.2)</td>
<td>49.9 (43.9-55.5)</td>
<td>.23</td>
</tr>
</tbody>
</table>

aPercentage of total body mass.
bData presented as median (IQR); other values in this row are mean (SD).
cPercentage of total region mass.

Gastrointestinal Symptoms and Quality of Life

The GSRS (15 items) and IWQOL-Lite (31 items) were completed 2 to 135 days prior to the surgery date, before the VLCD was commenced (except for 1 participant). The Cronbach α for both GSRS and IWQOL-Lite scores showed that they had good and very good internal consistency, respectively (GSRS: α=.848, 95% CI 0.778-0.904; IWQOL-Lite: α=.909, 95% CI 0.862-0.945). The LSG participants reported higher levels of perceived abdominal pain in the previous week than the ESG participants. The abdominal pain subcategory score encompasses being “bothered by stomach ache or pain,” “bothered by hunger pains,” and “bothered by nausea” (Table 4). Both groups reported a median score of 100 for reflux symptoms (indicating no symptoms) and minimal constipation and diarrhea. Total gastrointestinal symptoms did not meaningfully differ between groups. In the previous week, LSG participants reported worse weight-related quality of life (P=.045), which appeared to be primarily driven by worse weight-related self-esteem (P=.02; Table 4). The groups had similar results in subcategories of weight-related physical function, public distress, and work.
Table 4. Preoperative gastrointestinal function and quality of life of matched endoscopic sleeve gastroplasty and laparoscopic sleeve gastrectomy patients.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Endoscopic sleeve gastroplasty (N=25)</th>
<th>Laparoscopic sleeve gastrectomy (N=25)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gastrointestinal function scores</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abdominal pain (%), median (IQR) or mean (SD)</td>
<td>53.9 (14.2)</td>
<td>38.9 (33.3-50)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.01</td>
</tr>
<tr>
<td>Reflux (%), median (IQR)</td>
<td>100 (83.3-100)</td>
<td>100 (83.3-100)</td>
<td>.92</td>
</tr>
<tr>
<td>Indigestion (%), mean (SD)</td>
<td>62.9 (20.6)</td>
<td>67.8 (19.4)</td>
<td>.39</td>
</tr>
<tr>
<td>Constipation, (%), median (IQR)</td>
<td>88.9 (55.6-100)</td>
<td>88.9 (77.8-94.4)</td>
<td>.89</td>
</tr>
<tr>
<td>Diarrhea (%), median (IQR)</td>
<td>94.4 (77.8-94.4)</td>
<td>94.4 (72.2-97.2)</td>
<td>.19</td>
</tr>
<tr>
<td>Total gastrointestinal symptom (%), mean (SD)</td>
<td>71.8 (15.4)</td>
<td>71.2 (13.7)</td>
<td>.88</td>
</tr>
<tr>
<td><strong>Quality of life scores</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight-related physical function (%), mean (SD)</td>
<td>57.5 (17.7)</td>
<td>53.3 (18.1)</td>
<td>.41</td>
</tr>
<tr>
<td>Weight-related self-esteem (%), median (IQR)</td>
<td>25 (17.9-39.3)</td>
<td>10.7 (3.6-25)</td>
<td>.02</td>
</tr>
<tr>
<td>Weight-related sexual life (%), mean (SD)</td>
<td>49.7 (28.3)</td>
<td>42 (20.5)</td>
<td>.28</td>
</tr>
<tr>
<td>Weight-related public distress (%), median (IQR) or mean (SD)</td>
<td>70 (65-95)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>67.2 (21.7)</td>
<td>.18</td>
</tr>
<tr>
<td>Weight-related work (%), mean (SD)</td>
<td>68.4 (19.5)</td>
<td>68.5 (16.3)</td>
<td>.99</td>
</tr>
<tr>
<td>Total weight-related quality of life (%), mean (SD)</td>
<td>56.6 (12.7)</td>
<td>49.5 (10.6)</td>
<td>.045</td>
</tr>
</tbody>
</table>

<sup>a</sup>Scores normalized to 0% for worst symptoms and 100% for no symptoms.

<sup>b</sup>Data presented as the median (IQR); other values in this row are mean (SD).

<sup>c</sup>Scores normalized to 0% for worst quality of life and 100% for best quality of life.

**Adverse Events**

Two perioperative events were noted. One ESG participant’s procedure was abandoned perioperatively due to the identification of 3 large gastric ulcers. This participant was treated with pantoprazole for 8 weeks and the procedure was then rescheduled and performed. A second participant was scheduled for an ESG; however, the procedure was abandoned perioperatively due to the identification of a large hiatus hernia. This participant was rescheduled and received an LSG from the same proceduralist. There were no procedure-related peri- or postoperative adverse events.

**Procedure Choice**

Simple binary logistic regression was performed for factors that had relevant differences in effect size between procedures. For every percent improvement (ie, score increase) in weight-related self-esteem, the odds for selecting ESG increased by 4.4% (odds ratio [OR] 1.044, 95% CI 1.004-1.085; \( R^2=0.15; P=.03 \)). For every percent improvement (ie, score increase) in abdominal pain, the odds for selecting ESG decreased by 7.2% (OR 0.928, 95% CI 0.944-0.990; \( R^2=0.25; P=.04 \)).

Ad-hoc testing was performed to understand how abdominal pain predicted procedure choice. The 3 items contributing to the abdominal pain subcategory (including stomachache, hunger pain, and nausea) were further explored. Stomachache (OR 1.007, \( P=.50 \)) and nausea (OR 1.014, \( P=.31 \)) were found not to be associated with procedure choice, whereas for every percent worsening in hunger pain, the odds of selecting ESG decreased by 3.3% (OR 0.967, 95% CI 0.944-0.990; \( R^2=0.25; P=.004 \)).

**Discussion**

**Principal Findings**

This is the first study to explore differences between matched participants who elected to have an LSG or the nonsurgical alternative, ESG. For the participants, who were similar to typical bariatric patients in Australia [11], only weight-related self-esteem and perceived abdominal pain were predictors of procedure choice (ie, surgical vs endoscopic sleeve). However, ad-hoc testing of how abdominal pain predicted procedure choice suggested the relationship was not clinically relevant. In the abdominal pain subgroup, increased pain predicted the choice of LSG, but item analysis found only hunger pain, not stomachache or nausea, predicted the choice of ESG.

Despite being matched for BMI, the rank sums were different between groups. This can be explained by the recruited ESG participants having a lower median BMI than the 56 recruited LSG participants. In this study, the LSG participants that we selected for matching to the ESG patients predominantly had BMIs lower than the median for the whole sample of unmatched LSG participants. This led to an unusual distribution of LSG BMIs, and a higher median and rank sum. This is confirmed by the LSG cohort having a mean fat mass and fat-free mass 6 to 8 kg higher than the ESG cohort. Although problematic in terms of BMI, the body composition of both groups was clinically similar when expressed as a percentage. Both groups presented
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with high total body fat (48% for ESG and 50% for LSG participants) that was centrally located (the android to gynoid fat percent ratio was 1.10 for both ESG and LSG participants). Importantly, the difference in BMI was not a predictor of procedure choice.

Considering the strong association with obesity of chronic diseases, such as type 2 diabetes and cardiovascular disease, it was surprising that biomarker risk factors and blood pressure measures were normal and there was a low prevalence of impaired fasting glucose, hypertension, type 2 diabetes, and cardiovascular disease. This may be a reflection of the cohort having lower BMIs than typical bariatric candidates (the Australian mean is 41.8 kg/m² [11], compared to the median 33 to 36 kg/m² in this study) and the exclusion of procedures such as Roux-en-Y gastric bypass [34]. Although HbA₁c was higher in the LSG participants, this was not clinically relevant, as the difference was small and values were within normal ranges.

**Comparison With Prior Work**

The number of cumulative active comorbidities was high (a mean of 4.0 per patient), particularly HSI-identified NAFLD, back pain, and osteoarthritis, which were all present in over 50% of participants. Although the HSI diagnostic criteria for NAFLD identified extremely high rates (90%-100%), only 4 of 50 (8%) patients had a diagnosis in their medical record, aligning with previous research exposing NAFLD underdiagnosis in primary care [35]. The high prevalence of anxiety and depression is also of relevance, highlighting the importance of the psychologist as a core part of the multidisciplinary team. Recent research has found that intensive pre- and postoperative psychological intervention in bariatric surgery patients decreases postoperative symptoms of anxiety and depression compared with standard multidisciplinary care models [36]. The importance of the psychologist as part of the multidisciplinary team is also highlighted by the participants’ extremely low weight-related quality of life in all subcategories compared to nonbariatric surgery population norms for the same BMI category. The most extreme difference was self-esteem, for which population norms for adults with a BMI of 30 to 39.9 kg/m² are 68% to 77%, compared to 11% to 25% in the current sample [37,38]. This is further contrasted against population norms of samples with a BMI of 18.5 to 24.9 kg/m², who have a self-esteem norm of 88% and a total weight-related quality of life norm of 95% [37,38].

**Limitations**

No conclusions can be drawn from this study about predictors of procedure choice in participants who were not matched for age, sex, and BMI. Although the preoperative characteristics may be representative of Australian adults who choose an ESG procedure, they are not representative of those who choose an LSG procedure, due to the exclusion of participants who were not matched to ESG candidates. Additionally, there are likely clinically relevant predictors of procedure choice and preoperative differences between ESG and LSG candidates that were not measured in this study, such as fertility, financial situation, and the location of the study site. Under the advice of a statistician, imputation was not used to account for missing data. This decision was made as the authors hypothesized that there would be no differences in outcomes due to being matched, and there were no trends suggesting increased power was required. However, the sample size was small, and although the \( P \) values when testing outcomes can be considered sufficient evidence against the null hypothesis, they cannot be considered strong evidence. Further research is required to strengthen and confirm our findings. This study was limited by the selection of outcomes, as some outcomes relevant to the sample were not measured, such as fertility, nutrition biochemistry, and bone density. Nevertheless, there were still multiple outcomes measured, and the \( P \) values were not adjusted (due to lack of power), leading to a chance of type I errors.

**Conclusions**

Australian adults who chose an endoscopic or surgical sleeve had high rates of comorbidities, especially NAFLD, back pain, and osteoarthritis, and had high body fat percentage, predominantly centrally located. Most preoperative gastrointestinal symptom scores were low, but abdominal pain was prevalent. Weight-related quality of life was very low compared to weight-adjusted population norms. There was evidence against the test hypothesis, that is, there was evidence suggesting that lower self-esteem predicted choosing a more invasive sleeve (ie, LSG rather than ESG). These preoperative characteristics can be used to improve the patient-centeredness of preoperative and postoperative care and assist in the interpretation of postoperative outcomes between the 2 procedures.
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Abstract

Background: Sleep disorders are a common occurrence in the general population. Yet today, it is clearly agreed that sleep disorders represent both a cancer risk factor and a biological consequence of the of the activation of the immuno-inflammatory system induced by cancer itself.

Objective: The aim of this study was to assess the impact of sleep disorders on quality of life and identify the type of disorder and its causes in order to offer an adapted and personalized care plan.

Methods: In a survey completed during the COVID-19 lockdown, 2000 hours of interviews were collected by remote consultations. During these calls, we administered a sleep questionnaire. This questionnaire was inspired by the STOP-BANG questionnaire and enquired about 6 items. The demographic details of each patient (eg, age and sex), the nature of the pathology, their past treatments, the ongoing cancer treatment, the mood, whether or not the patient is anxious or depressed, and the use of sleeping drug pills were analyzed. A univariate analysis was performed according to the presence or absence of fatigue. Chi-square test was applied to assess possible differences of variables’ link to sleep disturbance between patients complaining of fatigue and those without fatigue. The same test was then used to analyze patients on hormone therapy and those with no hormone therapy for 2 types of cancer—breast cancer and prostate cancer.

Results: A total of 905 patients were prospectively included in this study. The average age was 66.7 (±5 SD) years, and 606 (67%) patients were women; 142 patients declared being overweight. Breast cancer was the most frequently reported cancer. Nocturnal awakening was reported by 70% (n=633), fatigue by 50% (n=452), difficulty falling asleep by 38% (n=343), snoring reported by an independent observer in 38% (n=343), and apnea reported by an independent observer in 9% (n=81) of the patients. The univariate analysis showed that the feeling of tiredness was significantly greater in patients reporting difficulty falling asleep (P<.99), pain (P<.001), and frequent awakening (P<.001), as well as in patients who were not receiving cancer treatment (P<.001).

Conclusions: Our preliminary data support and are consistent with data in the literature regarding the importance of sleep disorders in oncology. This justifies the usefulness of a diagnosis and early treatment of sleep disorders in patients with cancer. The Rafael Institute sleep observatory will enable patients to be identified and treated.

(JMIR Form Res 2022;6(11):e37371) doi:10.2196/37371
Introduction

Sleep disorders are a common occurrence in the general population. The most common sleep disorders are the following: insomnia (with a prevalence of 6% to 20%) [1]; rapid eye movement sleep behavior disorder (with a prevalence of 3% to 10%); restless legs syndrome (5% to 11%); periodic limb movements during sleep (up to 30%); obstructive sleep apnea (9% to 38%); and circadian rhythm sleep-wake disorders (3% to 10%) [2-4]. The prevalence of various types of sleep disorders in patients with cancer has not been widely investigated, as sleep disorders are often not assessed in accordance with the International Classification of Sleep Disorders Third Edition in this group of patients [5]; yet today, it is clearly agreed that sleep disorders represent both a cancer risk factor and a biological consequence of the activation of the immuno-inflammatory system induced by cancer [6]. The importance of recognizing and treating sleep disorders in an appropriate manner is crucial if we consider that they can persist for several years after the cessation of antitumor treatment (e.g., chemotherapy, radiotherapy, and hormonal therapy) and be a potential cause of comorbidity and impaired quality of life [7,8].

During the last decade, several authors have been particularly interested in sleep disorders and their harmful effects on each stage of cancer treatment for the patient [9,10]. It is therefore essential to acquire a better understanding of these disorders for which treatments offer promising therapeutic prospects in oncology, the aim being to enhance patients’ adhesion to stressful treatments and improve their quality of life.

The Rafael Institute, a postcancer institute, is a center for integrative medicine. Nearly 80 medical and paramedical care staff accompany patients during and after cancer treatments to improve their resilience. During the past 16 months, 1350 patients have received over 11,400 care treatments. In the context of personalized care plans oriented toward nutrition, emotional well-being, physical activity, and general well-being, a sleep center was inaugurated in the Rafael Institute in March 2020. The aim of our study was to assess the impact of sleep disorders on quality of life and identify the type of disorder and its causes in order to offer an adapted and personalized care plan.

Methods

Procedure

In a survey completed during the COVID-19 lockdown, 2020 hours of interviews were collected by remote consultations. During the lockdown, Rafael Institute caregivers made calls to maintain a link with confined patients. During these calls, we administered a sleep questionnaire. All of our patients were first contacted by email. The “RAFAEL SLEEP” questionnaire was created for this purpose. This questionnaire, inspired by the STOP-BANG questionnaire enquired about the following 6 items concerning sleep disorders: BMI, diurnal fatigue, difficulty falling asleep, nocturnal awakening, as well as snoring and apnea observed by an independent observer. Patients answering at least 2 questions in the affirmative were included in the study. The demographic details of each patient (e.g., age and sex), the nature of the pathology, the treatment already received, the ongoing cancer treatment, the mood, whether or not the patient is anxious or depressed, and the use of sleeping drug pills were analyzed. A univariate analysis was performed according to the presence or absence of fatigue.

Chi-square test was applied to assess possible differences of variables link to sleep disturbance between patients complaining of fatigue and those without fatigue. The same test was then used to analyze patients on hormone therapy and those with no hormone therapy for 2 types of cancer—breast cancer and prostate cancer. R (version 4.1.2; R Foundation for Statistical Computing) was used to conduct all the statistical analyses in this study, and a P<.05 (two-tailed P value test) was considered as statistically significant.

Ethics Approval

This observational prospective study was approved by the institutional review board of Rafael Institute and the ethical committee of Hartmann Oncology Radiotherapy Group. Informed consent was obtained from each participant. All necessary measures to safeguard participants’ anonymity and confidentiality of information were respected.

Results

A total of 1084 phone numbers were initially selected for the telephone interviews on sleep disorders; 135 were excluded (29 refusals, 102 telephone errors, 15 deceased patients, and 5 for communication difficulty). We were able to include the responses of 905 patients in our study. The participation rate was 95% (Figure 1). The average age was 66.7 (SD 5) years, and 606 (67%) were women; 142 patients declared being overweight. Breast cancer was the most frequently reported type of cancer in our population, with a prevalence of 60% (Table 1).

The sleep-affecting criteria that were assessed were fatigue, difficulty falling asleep, nocturnal awakening, as well as snoring and apnea reported by an independent observer. With respect to these criteria, nocturnal awakening was reported by 70% (n=635), fatigue by 50% (n=452), difficulty falling asleep by 38% (n=343), snoring reported by an independent observer in 38% (n=343), and apnea reported by an independent observer in 9% (n=81) of the patients. The results of the assessment showed that 18% (n=163) of patients responding to the questionnaire satisfied 2 sleep disorder criteria; 24% (n=217) fulfilled 3 sleep criteria; 13% (n=118) fulfilled 4 sleep criteria; and 5% (n=45) related to 5 criteria. A total of 50% (n=452) of patients in the observation group declared that they used sleeping pills.
pills. No significant difference was noted in the declaration of sleep disorders, whether or not the patients declared taking insomnia treatment.

The univariate analysis showed that the feeling of tiredness was significantly greater in patients reporting difficulty falling asleep ($P \geq .99$), pain ($P < .001$), and frequent awakening ($P < .001$), as well as in patients who were not receiving cancer treatment ($P < .001$; Table 2). The univariate analysis showed that patients who were receiving breast cancer treatment and were under hormone therapy essentially reported difficulty falling asleep ($P = .04$) and pain ($P = .05$; Table 3). In a univariate analysis of patients treated for prostate cancer, being overweight was the only factor reported that had a statistically significant value (Table 4).

**Figure 1.** Flowchart of patients included in the study.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>687 (76)</td>
</tr>
<tr>
<td>Men</td>
<td>218 (24)</td>
</tr>
<tr>
<td><strong>Localization</strong></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>539 (60)</td>
</tr>
<tr>
<td>Prostate</td>
<td>107 (12)</td>
</tr>
<tr>
<td>Other</td>
<td>67 (7.4)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>63 (7)</td>
</tr>
<tr>
<td>Lung</td>
<td>43 (4.8)</td>
</tr>
<tr>
<td>Colorectal</td>
<td>39 (4.3)</td>
</tr>
<tr>
<td>Uterus</td>
<td>17 (1.9)</td>
</tr>
<tr>
<td>Pancreas</td>
<td>16 (1.8)</td>
</tr>
<tr>
<td>Ovary</td>
<td>10 (1.1)</td>
</tr>
<tr>
<td><strong>Day fatigue</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>454 (50)</td>
</tr>
<tr>
<td>Yes</td>
<td>447 (50)</td>
</tr>
<tr>
<td><strong>Apnea</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>813 (90)</td>
</tr>
<tr>
<td>Yes</td>
<td>88 (9.8)</td>
</tr>
<tr>
<td><strong>Appetite</strong></td>
<td></td>
</tr>
<tr>
<td>Fairly</td>
<td>463 (51)</td>
</tr>
<tr>
<td>A lot</td>
<td>261 (29)</td>
</tr>
<tr>
<td>A little</td>
<td>129 (14)</td>
</tr>
<tr>
<td>Not at all</td>
<td>48 (5.3)</td>
</tr>
<tr>
<td><strong>Difficulties falling asleep</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>552 (61)</td>
</tr>
<tr>
<td>Yes</td>
<td>349 (39)</td>
</tr>
<tr>
<td><strong>Pain</strong></td>
<td></td>
</tr>
<tr>
<td>No pain at all</td>
<td>349 (39)</td>
</tr>
<tr>
<td>A little</td>
<td>291 (32)</td>
</tr>
<tr>
<td>Fairly</td>
<td>165 (18)</td>
</tr>
<tr>
<td>A lot</td>
<td>96 (11)</td>
</tr>
<tr>
<td><strong>Hormonal therapy</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>604 (67)</td>
</tr>
<tr>
<td>Yes</td>
<td>297 (33)</td>
</tr>
<tr>
<td><strong>Frequent awakening</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>266 (30)</td>
</tr>
<tr>
<td>Yes</td>
<td>635 (70)</td>
</tr>
<tr>
<td><strong>Snoring</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>548 (61)</td>
</tr>
<tr>
<td>Yes</td>
<td>353 (39)</td>
</tr>
<tr>
<td><strong>Overweight</strong></td>
<td></td>
</tr>
</tbody>
</table>
### Table 2. Univariate analysis of fatigue. Italicized P values are statistically significant.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Absence of diurnal fatigue (n=454)</th>
<th>Presence of diurnal fatigue (n=447)</th>
<th>Total participants, n</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety, mean (SD)</td>
<td>4.94 (2.56)</td>
<td>5.57 (2.50)</td>
<td>901</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical form, mean (SD)</td>
<td>7.44 (1.55)</td>
<td>6.21 (1.77)</td>
<td>901</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moral, mean (SD)</td>
<td>7.62 (1.70)</td>
<td>6.63 (1.99)</td>
<td>901</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quality of life, mean (SD)</td>
<td>7.72 (1.46)</td>
<td>6.90 (1.86)</td>
<td>901</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Apnea, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>≥ .99</td>
</tr>
<tr>
<td>Absent</td>
<td>424 (93)</td>
<td>389 (87)</td>
<td>813</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>30 (6.6)</td>
<td>58 (13)</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td>Appetite, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Fairly</td>
<td>245 (54)</td>
<td>218 (49)</td>
<td>463</td>
<td></td>
</tr>
<tr>
<td>A lot</td>
<td>159 (35)</td>
<td>102 (23)</td>
<td>261</td>
<td></td>
</tr>
<tr>
<td>A little</td>
<td>43 (9.5)</td>
<td>86 (19)</td>
<td>129</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>7 (1.5)</td>
<td>41 (9.2)</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>Difficulty getting to sleep, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>≥ .99</td>
</tr>
<tr>
<td>No</td>
<td>302 (67)</td>
<td>250 (56)</td>
<td>552</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>152 (33)</td>
<td>197 (44)</td>
<td>349</td>
<td></td>
</tr>
<tr>
<td>Pain, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Not at all</td>
<td>226 (50)</td>
<td>123 (28)</td>
<td>349</td>
<td></td>
</tr>
<tr>
<td>A little</td>
<td>139 (31)</td>
<td>152 (34)</td>
<td>291</td>
<td></td>
</tr>
<tr>
<td>Fairly</td>
<td>63 (14)</td>
<td>102 (23)</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>A lot</td>
<td>26 (5.7)</td>
<td>70 (16)</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>Frequent awakening, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>No</td>
<td>178 (39)</td>
<td>88 (20)</td>
<td>266</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>276 (61)</td>
<td>359 (80)</td>
<td>635</td>
<td></td>
</tr>
<tr>
<td>Snoring, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.6</td>
</tr>
<tr>
<td>No</td>
<td>280 (62)</td>
<td>268 (60)</td>
<td>548</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>174 (38)</td>
<td>179 (40)</td>
<td>353</td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>Woman</td>
<td>351 (77)</td>
<td>336 (75)</td>
<td>687</td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>103 (23)</td>
<td>111 (25)</td>
<td>214</td>
<td></td>
</tr>
<tr>
<td>Overweight, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>No</td>
<td>344 (76)</td>
<td>315 (70)</td>
<td>659</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>110 (24)</td>
<td>132 (30)</td>
<td>242</td>
<td></td>
</tr>
<tr>
<td>Treatment finished</td>
<td></td>
<td></td>
<td></td>
<td>≥ .99</td>
</tr>
<tr>
<td>No</td>
<td>187 (41)</td>
<td>231 (52)</td>
<td>418</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>267 (59)</td>
<td>216 (48)</td>
<td>483</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Univariate analysis of hormone therapy in patients treated for breast cancer.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No hormone therapy (n=278)</th>
<th>Hormone therapy (n=261)</th>
<th>Total number, n</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety, mean (SD)</td>
<td>5.28 (2.58)</td>
<td>5.70 (2.50)</td>
<td>539</td>
<td>.06</td>
</tr>
<tr>
<td>Sleep disorders, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>178 (64)</td>
<td>145 (56)</td>
<td>323</td>
<td>.04</td>
</tr>
<tr>
<td>Present</td>
<td>100 (36)</td>
<td>116 (44)</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>Pain, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>A little</td>
<td>109 (39)</td>
<td>82 (31)</td>
<td>191</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>97 (35)</td>
<td>83 (32)</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>Fairly</td>
<td>46 (17)</td>
<td>61 (23)</td>
<td>107</td>
<td></td>
</tr>
<tr>
<td>A lot</td>
<td>26 (9.4)</td>
<td>35 (13)</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>Frequent awakening, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Absent</td>
<td>99 (36)</td>
<td>80 (31)</td>
<td>179</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>179 (64)</td>
<td>181 (69)</td>
<td>360</td>
<td></td>
</tr>
<tr>
<td>Snoring, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>Absent</td>
<td>180 (65)</td>
<td>164 (63)</td>
<td>344</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>98 (35)</td>
<td>97 (37)</td>
<td>195</td>
<td></td>
</tr>
<tr>
<td>Overweight, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Absent</td>
<td>188 (68)</td>
<td>192 (74)</td>
<td>380</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>90 (32)</td>
<td>69 (26)</td>
<td>159</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Univariate analysis of hormone therapy in patients treated for prostate cancer. Italicized P values are statistically significant.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No hormone therapy (n=78), n (%)</th>
<th>Hormone therapy (n=29), n (%)</th>
<th>Total participants, n</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Apnea</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>63 (81)</td>
<td>20 (69)</td>
<td>83</td>
<td>.19</td>
</tr>
<tr>
<td>Yes</td>
<td>15 (19)</td>
<td>9 (31)</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td><strong>Difficulty getting to sleep</strong></td>
<td></td>
<td></td>
<td></td>
<td>.71</td>
</tr>
<tr>
<td>No</td>
<td>54 (69)</td>
<td>19 (66)</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>24 (31%)</td>
<td>10 (34)</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td><strong>Pain</strong></td>
<td></td>
<td></td>
<td></td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Not at all</td>
<td>45 (58%)</td>
<td>17 (59)</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>A little</td>
<td>20 (26)</td>
<td>6 (21)</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Fairly</td>
<td>7 (9)</td>
<td>5 (17)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>A lot</td>
<td>6 (7.7)</td>
<td>1 (3.4)</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td><strong>Frequent awakening</strong></td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>No</td>
<td>19 (24)</td>
<td>5 (17)</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>59 (7)</td>
<td>24 (83)</td>
<td>83</td>
<td></td>
</tr>
<tr>
<td><strong>Snoring</strong></td>
<td></td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>No</td>
<td>36 (46)</td>
<td>11 (38)</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>42 (54)</td>
<td>18 (62)</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td><strong>Overweight</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>No</td>
<td>59 (76)</td>
<td>16 (55)</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (24)</td>
<td>13 (45)</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td><strong>Treatment finished</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>No</td>
<td>20 (26)</td>
<td>21 (72)</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>58 (74)</td>
<td>8 (28)</td>
<td>66</td>
<td></td>
</tr>
</tbody>
</table>

**Discussion**

Nearly one third of French adults have sleeping problems, such as sleep deficit, trouble getting to sleep or staying asleep, disturbance of the circadian rhythm, or respiratory problems such as obstructive apnea syndrome. The effects of sleep on immune, hormonal, cardiovascular, and neurocognitive functions are well established. An association between sleep disorders and the onset or progression of many cancers has now been suggested [11]. Recent epidemiological studies report a close link between cancer and sleep apnea syndrome [12-14] or circadian rhythm sleep disorders [15-18]. Working night shifts significantly increases the risk of cancer, particularly of prostate, colon, and breast cancer [11]. The disruption of sleep-wake circadian rhythms is an independent prognostic survival factor for patients with specific types of metastatic cancers [19-21]. The dysregulation of several dozen molecular signaling pathways that control the circadian rhythm may be involved in the carcinogenesis process [22,23]. The identification and correction of circadian rhythm sleep disturbances may prevent cancers or slow their progression [24].

Sleep apnea syndrome has been particularly well studied and may be strongly involved in mortality not only of cardiovascular origin but also mortality from all other causes, including cancer [25]. This high cancer mortality rate may be more specifically related to the apnea-hypopnea index [26,27]. An index of 30, for instance, increases the relative cancer mortality risk by a factor of 4.8. This is predominantly underpinned by intermittent hypoxia-induced tumor growth as it has been demonstrated in animal models [28,29]. Sleep disorders occur in 30%-75% of newly diagnosed patients or patients who have recently undergone cancer treatment. This rate is twice of that in the general population. Patients complain of difficulties getting to sleep and staying asleep, with frequent and prolonged nocturnal awakening [30,31]. Patients report difficulties both before and after cancer treatments. Fatigue is also a major factor in this particular population, and recent data suggest that daytime fatigue is related to the sleep-wake cycle and to the quality and quantity of sleep obtained throughout the night. The high prevalence of insomnia and sleep disorders experienced by patients with cancer has been attributed to cancer treatments, in particular chemotherapy, their side effects, psychosocial factors (eg, anxiety, stress, and depression), and circadian rhythm disruptions. The initial descriptive results from our cohort of 905 patients with cancer provide preliminary data for future studies that will more specifically focus on characterizing patient profiles and proposing an overall specific care plan for sleep disorders in this patient population.
In this preliminary study, 60% (n=543) of patients satisfy at least two of the criteria surveyed in the questionnaire; this is consistent with the percentage reported in numerous other studies on sleep disorders and cancer. As suggested in several studies, the predominant symptom in patients with cancer appears to be nocturnal awakening, which is also consistent with our observation, with some 70% (n=633) of interviewed patients complaining of this symptom. Nocturnal awakenings result in sleep fragmentation, which may be the main risk factor in increasing the prevalence of cancers and potentially the resistance to chemotherapy. This nocturnal awakening may be due to disruptions of sleep-wake circadian rhythms, but also due to obstructive apnea syndrome. In our study, family members of 38% (n=344) of patients reported snoring and 9% (n=81) reported apnea; 38% (n=344) of patients complained of difficulty falling asleep; this is insomnia during the first part of the night, and this percentage is the same as reported in other studies on cancer and insomnia. The COVID-19 pandemic had a significant impact on all aspects of daily life. Sleep patterns, sleep quality, as well as the diagnosis and management of sleep disorders were all profoundly affected. In this study, the patient interview was conducted during the COVID-19 lockdown, and the survey analyzed the patient’s mood. Fear and anxiety of potential infection in a patient with cancer, mandatory confinements, and quarantine procedures likely combined to increase sleep dysfunction, as shown in other published studies [32]. This study does not specify the cause of the sleep disorders and does not analyze the specific impact of COVID-19 on the patients included. Nevertheless, our sleep laboratory has moved toward a new practice model, minimizing physical contact with patients and developing remote consultations to maintain contact with patients. This new effective assessment method has made it possible to structure the assessment of sleep disorders.

Conclusions from this study should be tempered in light of some limitations. First, this is an observational cohort and data were collected by remote consultation, which may have missed some important information. Second, although every attempt was made to identify all sleep disorders, the sleep-affected criteria were reported by an independent observer and from a sleep questionnaire; therefore, it is possible that some data about sleep disorders were missed, and this might as well have affected our conclusions. The average age of our cohort was 66.7 (SD 5) years, which also corresponds to the average age of patients with cancer in France. There are markedly more women than men (n=678, 76% vs n=218, 24%). This is explained by the fact that more women adhere to the paramedical care offered at the Rafael Institute. We will therefore extend the sleep observatory to all patients with cancer who have sleep disorders, irrespective of whether or not they are being treated at the Rafael Institute. These results have supported us in our strategy of global patient care. This will involve all new patients who come for consultations to the Rafael Institute and complete the questionnaire. If the questionnaire is positive, the patient will be offered simple respiratory polygraphy to eliminate any potential sleep apnea syndrome. Polygraphy has been chosen over ambulatory polysomnography, which is the reference examination but is more difficult to set up in the context of daily life and costs more. In the case of positive polygraphy—namely more than 30 apnea episodes per hour—patients are given a standard treatment, that is, automatically controlled continuous positive airway pressure. Otherwise, a specialized sleep consultation is proposed, with the programming of continuous positive airway pressure, if necessary. The aim of this consultation is to assess the specific sleep disorder and propose a suitable treatment. This treatment consists essentially of cognitive and behavioral therapies, the use of a therapy such as soprophory, verbalization psychotherapy, meditation, or neurofeedback. The aim is to treat sleep disorders without recourse to benzodiazepines. In the study, we found that 50% (n=452) of patients used sleeping pills. This very high percentage together with awareness of the deleterious effects of benzodiazepines encourages us to favor nonmedical treatments. Our preliminary data support and are consistent with data in the literature regarding the importance of sleep disorders in oncology. This justifies the usefulness of a diagnosis and early treatment of sleep disorders in patients with cancer. The Rafael Institute sleep observatory will enable patients to be identified and treated. The RAFAEL SLEEP questionnaire used in this study enables patients with sleep disorders to be identified. It will be complemented by sleep, anxiety, and quality of life questionnaires validated by learned societies to propose correlation studies. This will allow us to assess care objectively.
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Abstract

Background: Electronic patient-reported outcomes measures (e-PROMs) are a valuable tool for the monitoring and management of chronic conditions over time. However, there are few validated tools available that capture symptoms across body systems in telehealth settings. The Parsley Symptom Index (PSI) is a recently developed symptom assessment for adults with chronic disease in telehealth settings. A previous study demonstrated the feasibility and acceptability of the PSI in a clinical telehealth setting.

Objective: The purpose of this study was to assess convergent validity between the PSI and the self-rated health (SRH) item.

Methods: This prospective cohort study took place from January 15, 2021, to December 15, 2021, among a sample of 10,519 adult patients at Parsley Health, a subscription-based holistic medical practice. The PSI and the SRH were completed by patients via an online portal. The association between the PSI and SRH was assessed via polyserial and polychoric correlations, while weighted κ scores provided information related to agreement between the PSI and SRH.

Results: From 22,748 responses, there were moderate levels of association (polyserial $r=0.51$; polychoric $r=0.52$) and agreement (weighted κ=0.46) between the PSI and SRH. In total, 74.13% ($n=16,865$) of responses between the PSI and SRH were relatively congruent while 36.17% ($n=8229$) were literally congruent.

Conclusions: The PSI demonstrates convergent validity with the SRH for adults with chronic disease in a telehealth setting. This finding further supports the validation of the PSI in a real-world clinical setting. Although it is conceptually similar to the 1-question SRH, the PSI is a 45-item PROM designed to capture quality of life and specific symptoms by body system. Future studies will compare the PSI to multi-item PROMs.

(JMIR Form Res 2022;6(11):e40063) doi:10.2196/40063
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Introduction

Providing telehealth options has become indispensable to health care delivery in the United States. Even before the COVID-19 pandemic fundamentally altered the health care landscape, claim lines in the United States for nonhospital-based clinicians to patient telehealth grew 1393% [1] from 2014 to 2018. Health crisis triaging during the COVID-19 pandemic further increased demand for telehealth care [2,3], accelerating the transition from brick-and-mortar practice to the virtual interface. The pandemic spawned an entirely new telehealth industry, reducing access...
and cost barriers for patients, from the rural farmer to the busy urban professional [4,5].

Having access to affordable care is especially important for the 60% of Americans that live with at least 1 chronic disease, and this group spends 2 to 4 times more on health care than do those without any chronic conditions [6]. Telehealth helps clinicians effectively manage chronic disease with increased opportunity to monitor treatments and quickly respond to patient concerns [7], which reduces costs [8] and hospitalizations [9]. Electronic patient-reported outcome measurements (e-PROMs) are tools that serve as the first patient touchpoint in a telehealth consultation generally and in particular can play a pivotal role in the clinical care of patients with chronic conditions. Completing e-PROMs allows patients to reflect on their own health, boosts patient-clinician communication, and empowers patients to steer their own health care journey [10].

Despite the fact that many Americans with chronic diseases are currently being treated via telehealth, there are limited e-PROM tools available to telehealth providers and clinics for assessing and tracking a patient’s health status over time. Tools like the Patient-Reported Outcomes Measurement Information System (PROMIS) [11,12], the 36-Item Short Form Health Survey (SF-36) [13,14], and the Medical Symptom Toxicity Questionnaire (MSQ) [15] are powerful e-PROM tools for tracking a patient’s health status over time, but none of them offer a single, short-form assessment that could be easily integrated into the clinician workflow or electronic medical record or that can capture symptoms across body systems like a review of systems (ROS).

As part of a larger effort to leverage new tools like e-PROMs to make the telehealth experience engaging and effective for patients with chronic diseases, a research team at Parsley Health (a subscription-based holistic medicine practice) built the Parsley Symptom Index (PSI). The PSI is a 45-item e-PROM designed specifically for use in telehealth settings to function as an ROS. When used strategically, a patient-reported outcome–driven approach can shift an ROS to a cooperative dialogue between patients and clinicians [16]. Like an ROS, the PSI focuses on bodily domains and the most commonly reported symptoms associated with chronic conditions for each domain. As a digital-first e-PROM, we built the PSI to provide immediate feedback to patients, producing data that are seamlessly adopted into the standard clinical workflow and providing the scaffold for an effective patient-clinician conversation [17]. To our knowledge, the PSI is the only existing short form e-PROM developed with preliminary validation for use within a telehealth setting for patients with chronic disease [18].

In an initial feasibility and acceptability study that assessed construct and face validity, the PSI was deployed, completed, and found helpful to both patients and clinicians [18]. Having previously described the item generation, accessibility, and interpretability in a population receiving longitudinal care, we conducted this study to continue validation of the PSI by comparing it against the self-rated health (SRH) score, a single-item question that has been successfully used in prior research to test construct validity of patient-perceived health [19-21].

Methods

Study Design

This prospective cohort study took place at Parsley Health from January 15, 2021, to December 15, 2021, among a sample of 10,519 adult patients. Patients completed the PSI and the SRH via an online portal. The average monthly PSI completion rate was 77.21% (range 69.23%-83.44%) over the study period.

Ethics Approval

This study used patient-reported survey data that were recorded in such a manner that participants were unidentifiable to the researchers. The institutional review board at Stony Brook University considered this study exempt (IRB2020-00429) from Code of Federal Regulations Title 45 requirements [22].

Study Setting and Population

Parsley Health is a subscription-based membership model for delivering primary care and proactive chronic disease management through a holistic-medicine lens. Patients receive care from Parsley Health clinicians and health coaches in-person and remotely, with additional access to their care team via email and an online portal. Prior to the COVID-19 pandemic, Parsley Health further increased their telehealth availability to over 45 states. Inclusion criteria for this study were Parsley Health patients that had an active subscription membership plan between January 15, 2021, and December 15, 2021, and a minimum of 1 clinical encounter within their membership period. Exclusion criteria were severe psychiatric disorders (particularly psychosis and depression requiring a change in treatment in the last 30 days), age under 18 years, and being unable to speak or read English.

Parsley Symptom Index

The PSI is a 45-item, ROS-style PROM tool designed to capture chronic disease symptoms [18]. The PSI development followed the framework outlined by the Federal Drug Agency (FDA) guide for PROM development [23]. Items are grouped into 9 systems, with each containing 4 to 7 items per group that are ranked on a scale from 0 (asymptomatic) to 10 (extremely symptomatic). A total score is calculated with the following 4 cutoff ranges: 0-24, 25-43, 44-71, and greater than 71. The respective terminology for these ranges are “well” (0-24), “symptomatic” (25-43), “very symptomatic” (44-71), and “sick” (71+). Upon completing the PSI, patients can immediately view their PSI score. When they meet with their clinician, they can view it in graphical format and compare it to past responses, stratified by body systems.

Self-rated Health Item

The SRH item was administered alongside the PSI. The SRH was a mandatory item at the end of the PSI, and only complete questionnaires were included in this study. The SRH is a single question, with a 5-item Likert scale answer that reads as follows: “In general, would you say that your health is excellent, very good, good, fair, or poor?” The SRH is validated and is commonly used to demonstrate construct validity of PROMs [19-21] and allows the clinician to perform a quick global assessment of patient-perceived well-being.
Procedure

After patients scheduled a visit, they were instructed to log into an online patient portal and complete the PSI 24 to 48 hours before each clinical visit. Initial visits were rescheduled if all forms were not completed, but follow-up visits were not postponed for an incomplete PSI. For follow-up visits, patients who had not completed the PSI received an automated reminder 48 hours before the clinical visit. If the PSI was not completed after the automated prompt, another prompt was sent from the clinician or clinical operations coordinator.

When clinicians prepared for an online visit, they used a standardized note template within the electronic health record to pull the most recent PSI score into the visit note. The PSI design allowed for the results to be immediately usable: once a PSI was completed, patients received instant feedback, and clinicians could quickly import the data into the note to prepare for the patient visit. With the PSI template integrated into the beginning of the encounter note, clinicians were subtly prompted to use the PSI to discuss patient-reported symptoms and provide positive feedback to the patient for completing the PSI.

During the telehealth patient visit, the PSI score was used as a touchpoint for the patient-clinician discussion. As the PSI was previously completed, clinicians were able to ask targeted questions about symptoms and had more time to focus on burden and distribution of illness. The longitudinal PSI graph further deepened the provider’s ability to identify triggers and mediators that influenced disease trajectory over time.

Association Analysis

To test the hypothesis that the SRH item would correlate with the PSI, 2 measures of association were calculated. First, a polyserial correlation was performed on the raw continuous score of the PSI (range 0-500) with the ordinal SRH categories (excellent, very good, good, fair, poor). Next, the PSI’s responses were scored and translated into ordinal categories (1=great, 2=good, 3=average, 4=fair, 5=poor) to compare directly with the SRH categories and generate polychoric correlation coefficients [24]. This second analysis provided an alternative view for when the PSI is interpreted as ordinal instead of continuous.

Agreement Analysis

To determine agreement, weighted κ (quadratic) scores incorporated information about the distance between the transformed ordinal PSI and SRH ratings: ratings that were 1 category apart counted as “less disagreement” than did a pair of ratings 2 categories apart. The weighted κ method partially contributes to responses that are “near” the rating category; for example, “Very good” and “Excellent” are categorically closer than are “excellent” and “poor.” To interpret the κ score, the following guidelines are used to suggest agreement [2528]: 0=agreement equivalent to chance, 0.10-0.20=light agreement, 0.21-0.40=fair agreement, 0.41-0.60=moderate agreement, 0.61-0.80=substantial agreement, 0.81-0.99=near-perfect agreement, and 1.00=perfect agreement.

In addition, a binary interpretation of agreement results as “literally congruent” or “relatively congruent” was calculated. If the PSI and the SRH were an exact match (eg, both scored as “Very good” or both “Poor”) the congruence type was scored as literal, while if an individual’s responses to the PSI and SRH were not an exact match but consistent in terms of their position as either good (“Excellent,” “Very good,” “Good”) or bad health (“Fair,” “Poor”), the congruence type was scored as relative [29].

Data Analysis Software

All analyses were carried out in SAS version 9.4 (SAS Institute) [30].

Results

There were a total of 22,732 observations from 10,519 unique patients from January 15, 2021, to December 15, 2021. Only completed sociodemographic data for patients are represented in Table 1. Race and gender identity data are not complete for the entire sample and were added in late January 2020 for new members. Missing data for race and gender for members registered prior to January 2021 are still being retroactively collected by staff. Data describing race or ethnicity and gender identity refer to the segment of the population for which that data are complete (n=8042).

The distribution of responses for each scale item was skewed toward the positive (Table 2). Of the 22,748 respondents, 12.45% (n=2834) and 3.58% (n=817) reported their health as “Excellent” for the PSI and SRH, respectively; 22.85% (n=5207) and 38.65% (n=8794) rated their health as “Very good” or “Good” for the PSI, 25.31% (n=5759) and 42.79% (n=9734) as “Very good” or “Good” for the SRH, respectively. Fewer than 25.92% (n=5897) rated their health to be “Fair” or “Poor” on the PSI and 28.23% (n=6422) did so for the SRH.

The distribution of responses for each scale item was skewed toward the positive (Table 2). Of the 22,748 respondents, 12.45% (n=2834) and 3.58% (n=817) reported their health as “Excellent” for the PSI and SRH, respectively; 22.85% (n=5207) and 38.65% (n=8794) rated their health as “Very good” or “Good” for the PSI, respectively, and 25.31% (n=5759) and 42.79% (n=9734) as “Very good” or “Good” for the SRH, respectively. Fewer than 25.92% (n=5897) rated their health to be “Fair” or “Poor” on the PSI and 28.23% (n=6422) did so for the SRH.

The polyserial correlation between raw PSI scores and the SRH was r=0.51, suggesting moderate association. When the PSI scores were treated as ordinal (transformed to SRH scale), the polychoric correlation coefficient was nearly identical at r=0.52, also suggesting moderate association. The weighted κ coefficient between the transformed PSI and SRH was 0.46, suggesting moderate agreement (Table 3). The agreement analysis shows approximately 74.13% (16,865/22,748) relative congruence and 36.17% (8229/22,748) literal congruence across all observations.

Although sample size diminishes with increasing visits, concordance between the PSI and SRH remains stable, even in the cells with smaller sample size. For graphic representation (Figure 1 and Figure 2), we limited our data to 1 to 3 visits for visual clarity. Lastly, in keeping with good reporting practices the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) [31] is provided in Multimedia Appendix 1.
Table 1. Patient descriptives (N=10,531).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Biological Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9092 (86.33)</td>
</tr>
<tr>
<td>Male</td>
<td>1351 (12.82)</td>
</tr>
<tr>
<td>Other</td>
<td>88 (0.83)</td>
</tr>
<tr>
<td><strong>Gender identity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>6942 (86.32)</td>
</tr>
<tr>
<td>Man</td>
<td>1011 (12.57)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>33 (0.41)</td>
</tr>
<tr>
<td>Female to male</td>
<td>13 (0.16)</td>
</tr>
<tr>
<td>Male to female</td>
<td>11 (0.13)</td>
</tr>
<tr>
<td>Nonbinary other</td>
<td>13 (0.16)</td>
</tr>
<tr>
<td>Transgender</td>
<td>13 (0.16)</td>
</tr>
<tr>
<td>Gender queer</td>
<td>6 (0.07)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>6104 (75.90)</td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>27 (0.33)</td>
</tr>
<tr>
<td>Asian</td>
<td>508 (6.31)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>560 (6.96)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>23 (0.28)</td>
</tr>
<tr>
<td>Other</td>
<td>690 (8.57)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>130 (1.61)</td>
</tr>
<tr>
<td><strong>Age group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24 years</td>
<td>459 (4.35)</td>
</tr>
<tr>
<td>25-34 years</td>
<td>3931 (37.32)</td>
</tr>
<tr>
<td>35-44 years</td>
<td>3346 (31.77)</td>
</tr>
<tr>
<td>45-54 years</td>
<td>1604 (15.23)</td>
</tr>
<tr>
<td>55-64 years</td>
<td>783 (7.43)</td>
</tr>
<tr>
<td>65-74 years</td>
<td>326 (3.09)</td>
</tr>
<tr>
<td>75-84 years</td>
<td>74 (0.70)</td>
</tr>
<tr>
<td>85+ years</td>
<td>8 (0.07)</td>
</tr>
<tr>
<td><strong>Number medical visits, mean (SD)</strong></td>
<td>3.07 (3.11)</td>
</tr>
<tr>
<td><strong>Number health coach visits, mean (SD)</strong></td>
<td>2.30 (2.81)</td>
</tr>
<tr>
<td><strong>Total membership duration, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0-1 year</td>
<td>7361 (69.89)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>1755 (16.66)</td>
</tr>
<tr>
<td>3 or more years</td>
<td>1415 (13.43)</td>
</tr>
<tr>
<td><strong>Most frequent ICD</strong></td>
<td></td>
</tr>
<tr>
<td>Abdominal distension (gaseous)</td>
<td>3300 (31.33)</td>
</tr>
<tr>
<td>Other fatigue</td>
<td>3244 (30.80)</td>
</tr>
<tr>
<td>Anxiety disorder, unspecified</td>
<td>2554 (24.25)</td>
</tr>
<tr>
<td>Irritable bowel syndrome with diarrhea</td>
<td>1826 (17.33)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Value</td>
</tr>
<tr>
<td>----------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Constipation, unspecified</td>
<td>1626 (15.44)</td>
</tr>
<tr>
<td>Insomnia, unspecified</td>
<td>1105 (10.49)</td>
</tr>
<tr>
<td>Hypothalamic dysfunction, not elsewhere classified</td>
<td>1079 (10.24)</td>
</tr>
</tbody>
</table>

*aDue to missing data, N=8042 for this category.

bICD: International Classification of Diseases and Related Health Problems.
Table 2. PSI\textsuperscript{a} and SRH\textsuperscript{b} descriptives (N=22,748).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total responses</strong></td>
<td></td>
</tr>
<tr>
<td>1 response</td>
<td>4333 (19.04)</td>
</tr>
<tr>
<td>2 responses</td>
<td>5324 (23.40)</td>
</tr>
<tr>
<td>3 responses</td>
<td>5823 (25.59)</td>
</tr>
<tr>
<td>4 responses</td>
<td>3796 (16.68)</td>
</tr>
<tr>
<td>5 responses</td>
<td>2345 (10.30)</td>
</tr>
<tr>
<td>6 responses</td>
<td>786 (3.45)</td>
</tr>
<tr>
<td>7 responses</td>
<td>224 (0.98)</td>
</tr>
<tr>
<td>8 responses</td>
<td>80 (0.35)</td>
</tr>
<tr>
<td>9 responses</td>
<td>27 (0.11)</td>
</tr>
<tr>
<td>10 responses</td>
<td>10 (0.04)</td>
</tr>
<tr>
<td><strong>Concordance: relative</strong></td>
<td></td>
</tr>
<tr>
<td>Congruent</td>
<td>16865 (74.19)</td>
</tr>
<tr>
<td>Incongruent</td>
<td>5883 (25.86)</td>
</tr>
<tr>
<td><strong>Concordance: literal</strong></td>
<td></td>
</tr>
<tr>
<td>Congruent</td>
<td>8229 (36.18)</td>
</tr>
<tr>
<td>Incongruent</td>
<td>14519 (63.8)</td>
</tr>
<tr>
<td><strong>Time submitted</strong></td>
<td></td>
</tr>
<tr>
<td>Daytime</td>
<td>5655 (24.85)</td>
</tr>
<tr>
<td>Evening</td>
<td>12146 (53.39)</td>
</tr>
<tr>
<td>Morning</td>
<td>1172 (5.15)</td>
</tr>
<tr>
<td>Night</td>
<td>3775 (16.59)</td>
</tr>
<tr>
<td><strong>PSI mapped to SRH categories</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>2835 (12.46)</td>
</tr>
<tr>
<td>Very good</td>
<td>5209 (22.89)</td>
</tr>
<tr>
<td>Good</td>
<td>8801 (38.68)</td>
</tr>
<tr>
<td>Fair</td>
<td>2473 (10.85)</td>
</tr>
<tr>
<td>Poor</td>
<td>3430 (15.05)</td>
</tr>
<tr>
<td><strong>SRH categories</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>817 (3.59)</td>
</tr>
<tr>
<td>Very good</td>
<td>5761 (25.28)</td>
</tr>
<tr>
<td>Good</td>
<td>9744 (42.76)</td>
</tr>
<tr>
<td>Fair</td>
<td>5105 (22.40)</td>
</tr>
<tr>
<td>Poor</td>
<td>1321 (5.79)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PSI: Parsley Symptom Index.

\textsuperscript{b}SRH: self-rated health.
Table 3. Association and agreement.

<table>
<thead>
<tr>
<th></th>
<th>Response count, n (%)</th>
<th>Polyserial correlation, r</th>
<th>Polychoric correlation, r</th>
<th>Relative concordance, n (%)</th>
<th>Literal concordance, n (%)</th>
<th>Weighted κ</th>
<th>Maximum κ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>22,732 (100)</td>
<td>0.517</td>
<td>0.522</td>
<td>16865 (74.19)</td>
<td>8229 (36.18)</td>
<td>0.460</td>
<td>0.754</td>
</tr>
<tr>
<td>Response 1</td>
<td>10,520 (46.28)</td>
<td>0.506</td>
<td>0.517</td>
<td>7623 (72.46)</td>
<td>3763 (35.77)</td>
<td>0.453</td>
<td>0.747</td>
</tr>
<tr>
<td>Response 2</td>
<td>6195 (27.25)</td>
<td>0.539</td>
<td>0.552</td>
<td>4704 (75.93)</td>
<td>2316 (37.38)</td>
<td>0.478</td>
<td>0.753</td>
</tr>
<tr>
<td>Response 3</td>
<td>3535 (15.55)</td>
<td>0.563</td>
<td>0.568</td>
<td>2674 (75.64)</td>
<td>1304 (36.89)</td>
<td>0.476</td>
<td>0.747</td>
</tr>
<tr>
<td>Response 4</td>
<td>1595 (7.02)</td>
<td>0.525</td>
<td>0.515</td>
<td>1190 (74.61)</td>
<td>535 (33.54)</td>
<td>0.421</td>
<td>0.715</td>
</tr>
<tr>
<td>Response 5</td>
<td>646 (2.84)</td>
<td>0.539</td>
<td>0.543</td>
<td>484 (74.92)</td>
<td>216 (33.44)</td>
<td>0.434</td>
<td>0.675</td>
</tr>
<tr>
<td>Response 6</td>
<td>177 (0.78)</td>
<td>0.665</td>
<td>0.660</td>
<td>138 (77.97)</td>
<td>65 (36.72)</td>
<td>0.545</td>
<td>0.664</td>
</tr>
<tr>
<td>Response 7</td>
<td>46 (0.20)</td>
<td>0.707</td>
<td>0.654</td>
<td>39 (84.78)</td>
<td>17 (36.96)</td>
<td>0.570</td>
<td>0.579</td>
</tr>
<tr>
<td>Response 8</td>
<td>14 (0.06)</td>
<td>0.687</td>
<td>0.569</td>
<td>10 (71.43)</td>
<td>6 (42.86)</td>
<td>0.446</td>
<td>0.897</td>
</tr>
</tbody>
</table>

Figure 1. PSI by SRH responses across time: two categories. PSI: Parsley Symptom Index; SRH: self-rated health.
Discussion

Principal Findings

This study investigated the concordant validity of the PSI, a digital-first e-PROM, by comparing it to the SRH in a large adult population. We found moderate association and agreement (ie, relative concordance) between the PSI and SRH. When the PSI was scored as an ordinal, it did not perfectly match the 5 health categories in the SRH; however, they were consistent in terms of their position as good health (excellent, very good, good) versus bad health (fair, poor). In other words, the PSI and SRH generally point in the same directions for self-reported health categorization.

Various analyses were performed to explore association and agreement. First, we analyzed whether collapsing PSI scores into ordinal categorical variables (vs continuous) would change the association with SRH. The results were similar between continuous (polyserial correlation) and categorical (polychoric correlation) when compared to the categorical SRH. t tests showed no significant difference between these correlations. We also explored whether agreement between PSI and SRH were different between the first patient visit versus subsequent visits. Agreement between PSI and SRH for patients with repeated assessments remained consistent over time, suggesting consistency for the PSI from first visit to follow-up visits.

We noted that patients tended to report better health on the PSI than on the SRH. In this study, the SRH question was asked at the end of the PSI. It is possible that while answering the PSI questions, patients were reminded of their health symptoms leading them to be more likely to rate their health poorly in the SRH. The order of administration may play a role in the agreement level [32]. Future studies should incorporate A/B testing to explore whether the order of administration impacts the self-reported perception of well-being.

Although the focus of this study was not to assess or describe longitudinal changes between the PSI and SRH, we did observe that the PSI captured improvement in symptoms over time with treatment (Figure 1 and Figure 2). In comparison, the SRH remained relatively static over time. This implies that the PSI, with its greater degree of granularity, can capture symptom changes in a way that we would not expect from a single-item question like the SRH [33]. We did observe a broad range of PSI and SRH responses that fell into a normal distribution, indicating the full spectrum of perceived health statuses. This normal distribution persisted over time for both measures, but the PSI as reported was more sensitive to detecting changes over time. Further research should investigate potential moderators and mediators that influence PSI response change over time, such as baseline health status, age, sex, race, and pre-existing conditions.

Beyond the effects of administration order, there are conceptual differences between the PSI and SRH that may contribute to the degree of agreement. Although they address the same broad clinical concepts, the 45-item PSI captures more information than does the single-item SRH [34]. We would expect a general trend of agreement or relative concordance between the two, but not to such a high degree that it would match perfectly (literal concordance).

The PSI was created because a short-form e-PROM to capture a review of systems did not exist. Other PROMs like the
PROMIS \[11,12\], SF-36 \[13,14\], and the MSQ \[15\] are powerful assessment tools in their own right, but none were created to be a digital first in this new era of telehealth-centric care delivery. Although the PROMIS has many useful short forms, the most general ones were not designed to replace the ROS in the clinical encounter.

However, these results suggest that further validation of the PSI would benefit from comparing it to a PROM with similar granularity (eg, bodily system level) even if this PROM would not be a perfect conceptual match. The PROMIS, SF-36, and MSQ are similar enough that we hope to compare these tools to the PSI in future studies to better understand the PSI as a conceptually valid yet distinctly useful tool.

**Limitations**

The majority of Parsley Health members are White and female, so the study population was skewed in that direction, limiting the ecological validity of our results. Additionally, there was no randomization of PSI and SRH item presentation to address response biases. As the SRH was nested within the existing PSI, the infrastructure of the electronic health record could not support randomization. Future studies should consider randomization or A/B testing. There was also a lack of conceptually and operationally similar PROMs which we could use to validate the PSI. This is the reason that we created the PSI. In this study, we chose to compare the PSI to the SRH, a single-item questionnaire, to demonstrate convergent validity. Future studies will compare the PSI to PROMs that are similar in item length if not perfect matches in their design and intent.

**Conclusions**

This convergent validation study compared the best available questionnaire (SRH) to the PSI. Although the SRH and PSI fall under the same conceptual umbrella, they are different in their level of granularity. Further validation studies should compare the PSI to other multi-item, short-form PROMs of similar scope to continue the validation process. As telehealth will inevitably continue to grow, PROMs will be increasingly used and built as exclusively digital tools. Therefore, PROMs being used in the digital space must be researched and validated within the telehealth environment. This is a paradigm shift in the world of PROM development and validation. As this field evolves, we will need to assess what it means to validate a tool that is no longer administered to a captive audience in a physical waiting room, but rather, one that is engaged with remotely. Measures of engagement and “stickiness” will need to be considered as we build tools that can be completed anywhere and at any time of the day. These digital PROMs will need to be validated against previously validated tools while also being able to stand up to the test of our modern, all-access world.
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Abstract

Background: In-person dietary counseling and interventions have shown promising results in changing habits toward healthier lifestyles, but they are costly to implement in large populations. Developing digital tools to assess individual dietary intake and lifestyle with integrated personalized feedback systems may help overcome this challenge. We developed a short digital food frequency questionnaire, known as the DIGIKOST-FFQ, to assess diet and other lifestyle factors based on the Norwegian Food-Based Dietary Guidelines. The DIGIKOST-FFQ includes a personalized feedback system, the DIGIKOST report, that benchmarks diet and lifestyle habits. We used qualitative focus group interviews and usability tests to test the feasibility and usability of the DIGIKOST application.

Objective: We aimed to explore attitudes, perceptions, and challenges in completing the DIGIKOST-FFQ. We also investigated perceptions and understanding of the personalized feedback in the DIGIKOST report and the technical flow and usability of the DIGIKOST-FFQ and the DIGIKOST report.

Methods: Healthy individuals and cancer survivors were invited to participate in the focus group interviews. The transcripts were analyzed using thematic analysis. Another group of healthy individuals completed the usability testing, which was administered individually by a moderator and 2 observers. The results were analyzed based on predefined assignments and discussion with the participants about the interpretation of the DIGIKOST report and technical flow of the DIGIKOST-FFQ.

Results: A total of 20 individuals participated in the focus group interviews, divided into 3 groups of healthy individuals and 3 groups of cancer survivors. Each group consisted of 3 to 4 individuals. Five main themes were investigated: (1) completion time (on average 19.1, SD 8.3, minutes, an acceptable duration), (2) layout (participants reported the DIGIKOST-FFQ was easy to navigate and had clear questions but presented challenges in reporting dietary intake, sedentary time, and physical activity in the last year), (3) questions (the introductory questions on habitual intake worked well), (4) pictures (the pictures were very helpful, but some portion sizes were difficult to differentiate and adding weight in grams would have been helpful), and (5) motivation (users were motivated to obtain personalized feedback). Four individuals participated in the usability testing. The
results showed that the users could seamlessly log in, give consent, fill in the DIGIKOST-FFQ, and receive, print, and read the DIGIKOST report. However, parts of the report were perceived as difficult to interpret.

**Conclusions:** The DIGIKOST-FFQ was overall well received by participants, who found it feasible to use; however, some adjustments with regard to reporting dietary intake and lifestyle habits were suggested. The DIGIKOST report with personalized feedback was the main motivation to complete the questionnaire. The results from the usability testing revealed a need for adjustments and updates to make the report easier to read.

(JMIR Form Res 2022;6(11):e35933) doi:10.2196/35933

**KEYWORDS**
digital assessment tool; assessment tool; food frequency questionnaire; food; diet; nutrition; questionnaire; focus group; interview; usability; physical activity; lifestyle factor; dietary intake; digital health; chronic disease; chronic condition; health promotion; cancer; survivor; usability; thematic analysis; research tool; measurement tool

**Introduction**

The Norwegian Food-Based Dietary Guidelines (Norwegian FBDG), published by the Norwegian health authorities, aim to reduce the risk of lifestyle-related chronic diseases and promote overall health in the general Norwegian population [1]. There is a lack of, and therefore a need for, easily accessible dietary and lifestyle assessment tools with a low respondent burden, (eg, by being feasible, quick to complete, motivational to use, and able to collect accurate, precise lifestyle data) [2-5]. Motivation is a crucial factor when recruiting people to undertake the challenge of filling in questionnaires. Personal feedback has been used in other studies to motivate study participants [6-8]. Thus, a digital diet and lifestyle questionnaire tool that automatically gives personalized feedback, including health and diet-related advice, would theoretically increase completion in future studies.

Digital applications assessing diet and lifestyle behaviors for use in epidemiological and clinical studies are emerging [2,6-12]. For instance, a web-based, semiquantitative food frequency questionnaire (FFQ) assessing habitual diet over the last year was found to be feasible for use among healthy adults living in Norway [13] and served as a valuable tool to be used in epidemiological studies. However, this web FFQ was solely developed to collect data on dietary intake, without any digital application for individual feedback reports. Forster et al [3] developed a dietary feedback system based on dietary intake, Food4Me FFQ, which was found to be well accepted by participants and feasible for use [8]. Moreover, the MyFood decision-support system was developed to assess symptoms and dietary intake among hospitalized patients at risk of malnutrition and to generate reports on personalized nutritional treatment for use by nurses or other health care professionals [9,14,15]. Another digital application for clinical use is eCHANGE, developed as a personalized digital intervention aiming at providing self-management support for long-term weight maintenance [12].

To the best of our knowledge, no digital application has been developed to assess dietary intake according to the Norwegian FBDG with integrated personalized feedback reports. We developed the DIGIKOST-FFQ, a short, digital, semiquantitative food and lifestyle frequency questionnaire, designed to assess adherence to the Norwegian FBDG. The DIGIKOST-FFQ is applicable in a number of settings where information on diet and lifestyle is needed. Based on a respondent’s answers to the DIGIKOST-FFQ, a report, known as the DIGIKOST report, is automatically generated and immediately made available to the respondent after completion. It gives individual feedback on the respondent’s adherence to the Norwegian FBDG and on other lifestyle factors, as well as advice on how to fulfill the recommendations.

The process of creating new digital dietary and lifestyle assessment tools involves several developmental stages, from defining the different constructs in the questionnaires to making it feasible for use. In addition, new research tools must be evaluated to explore their validity and reproducibility [16]. To evaluate digital tools that assess diet or lifestyle, qualitative methods, such as focus group interviews, are increasingly being used, constituting mobile health (mHealth) [16-18]. Focus groups are particularly useful for exploring people’s knowledge and experiences, and can be used to examine not only what people think, but also how they think and why they think the way they do [19,20]. Results from focus group interviews are used in the further development of the tools in question.

During a focus group interview, the participants are invited to share their views, comments, and perspectives, phrased in their own words and in synergy with the other participants in the group. A moderator ensures that the structure and framework of the interview follow the focus group interview guide [19,20]. Usability testing is also a key component in the development of digital applications [21,22] and is critical in the development and improvement of the design, function, and understanding of the tool being developed. It is performed by real users trying to accomplish typical goals and tasks in a test version of the digital tool under controlled conditions, allowing researchers and the development team to observe and take notes [21,22]. Results from these observations are then used in the development of the tool.

As part of the development of the DIGIKOST-FFQ, we performed several focus group interviews with healthy individuals and cancer survivors, because both of these groups are expected to be important study populations in future research studies using the DIGIKOST-FFQ. Furthermore, an independent group of healthy individuals was invited to the usability testing of both the DIGIKOST-FFQ and the DIGIKOST report. In the current paper, we present the results from the focus group
interviews and the usability testing of the DIGIKOST-FFQ and the DIGIKOST report.

Methods

The DIGIKOST-FFQ

The DIGIKOST-FFQ is derived from a paper-based, validated, short, semiquantitative food frequency questionnaire called the NORDIET-FFQ [23,24], which was designed to measure adherence to the Norwegian FBDG. The first draft of the DIGIKOST-FFQ that underwent evaluation in the current study consisted of 80 questions on diet; 5 on physical activity, time being sedentary, and sleeping; 10 on tobacco use; and 9 on demographic data. In addition, the questionnaire included introductory questions about the usual intake of specific food groups. If a participant indicated no intake of any food item in a food group, the participant was redirected to the next food group. Moreover, when reporting no intake for a specific food item, the associated question on amount disappeared, due to an automatic function in the questionnaire, and the participant was redirected to the next food group.

The DIGIKOST Report

The DIGIKOST report presents adherence to the Norwegian FBDG in different ways (Multimedia Appendix 1). First, dietary intake and physical activity are estimated from the DIGIKOST-FFQ and presented in a table that compares the results with the Norwegian FBDG. Next, the same components are presented graphically, with columns presenting the degree of adherence to the Norwegian FBDG, measured as a percentage with traffic-light coloring. In the next section, adherence to the recommendations is presented as a health index consisting of 5 lifestyle components: diet, weight status (BMI), physical activity, smoking, and intake of alcohol. Each component is equally weighted. The degree of adherence is divided into a 3-level scoring system for diet, weight status, and physical activity, ranging from no adherence (0 points) to intermediate adherence (0.5 points) and full adherence (1 point). For alcohol and tobacco use, the degree of adherence is binary (0 or 1). The total health index ranges from 0 to 5 points. The participant’s achievements in the health index score are presented and compared with the maximum score of the index. In addition, benchmarking of recorded individual diet and other lifestyle factors against the Norwegian FBDG is presented, along with individual advice on how to fulfill the recommendations. At the end of the report, the Healthy Eating Plate is presented (Multimedia Appendix 1). The Healthy Eating Plate is a commonly used model that focuses on diet quality. The plate features 3 individual sections: one-third should consist of vegetables, one-third of whole grains and starchy vegetables, and one-third of fish, meat, or legumes [25].

Subjects

Both healthy adult individuals and cancer survivors were recruited to the focus group interviews, while only healthy individuals were recruited to the usability testing. Healthy individuals were recruited using Facebook announcements, with separate recruitment processes for focus group interviews and the usability testing. Cancer survivors were recruited from an ongoing randomized controlled trial, the CRC-NORDIET study, and from the Norwegian Cancer Society user group panel [26,27]. The recruitment period for both studies was from April to June 2020. The focus group interviews and the usability testing were all conducted remotely by video meetings on Zoom due to the COVID-19 pandemic in 2020 and 2021. Group sizes of 5 to 10 and 4 to 5 individuals are recommended for focus group interviews and usability testing, respectively [28,29].

Focus Group Interviews

A moderator and 2 researchers from the Department of Nutrition at the University of Oslo (UiO) led the focus group interviews. Recording of the interviews was done with both Zoom and the Dictaphone app for smartphones, which sent all data directly to a secure server, the Services for Sensitive Data (“Tjenester for sensitive data,” abbreviated “TSD” in Norwegian), at the University Center for Information Technology (USIT) at UiO [28]. In addition, the moderator and the assistants recorded feedback with written notes. All recorded data were safely stored at TSD. The focus group interviews were conducted according to the interview guide for focus groups that is included as part of the DIGIKOST-FFQ (Multimedia Appendix 2). The DIGIKOST reports were not ready for use at the time of the focus group interviews; therefore, the focus group interviews only tested the DIGIKOST FFQ and not the DIGIKOST reports. However, the focus group participants were asked whether a personal report on their individual lifestyles would motivate them to complete the DIGIKOST-FFQ.

All transcripts of the recorded focus group interviews were made with f4transkript software (version 6.2.5 Pro; Dr. Dresing & Pehl GmbH) [30]. The transcripts were analyzed by taking notes and coming to an overall understanding of the basic responses (ie, themes) and creating codes and constructs according to the DIGIKOST-FFQ interview guide for focus groups (Multimedia Appendix 2). The results were stratified into groups comprising healthy individuals and cancer survivors. Analysis of the transcripts was done manually and independently by 2 researchers, HBH and MDK, to identify the main themes and constructs in the responses. Afterwards, a thorough evaluation of the results was performed collaboratively by the same researchers. The most frequent responses were noted, as well as the single response evaluated as most improving the feasibility of the DIGIKOST-FFQ; these were included in the revised version.

Usability Testing of the DIGIKOST Report

The usability testing was completed individually and conducted on Zoom with each participant. At this time, the DIGIKOST report was ready for using and testing. A moderator from USIT at UiO led the usability testing, with 2 observers from the Department of Nutrition at UiO taking notes on how the participants completed the planned tasks. The purpose was to test the technical flow of the DIGIKOST-FFQ, from consent and completion of the DIGIKOST-FFQ to opening and printing the individual DIGIKOST reports (Figure 1).

Furthermore, after printing the DIGIKOST report, the participants shared their understanding and views of the report (Multimedia Appendix 1) by answering questions about (1)
their understanding of the graphs in the report, (2) their comprehension of the specific recommendations for diet and health improvements, (3) their conception of the table, and (4) their conception of the health index included in the report. The usability testing was performed according to a standard protocol developed by USIT [31,32].

Figure 1. Technical flow of usability testing.

Ethics

The current study was carried out in accordance with the Helsinki Declaration; informed consent was obtained from all participants. The Norwegian Centre for Research Data approved the focus group protocol, the usability testing, and the informed consent (277679). All participants signed the informed consent form before completing the DIGIKOST-FFQ, focus group interviews, and usability testing. After accepting the study invitation, the participants were asked to fill out the DIGIKOST-FFQ before the focus group interviews. For the usability testing, the participants did not have access to the DIGIKOST-FFQ or the DIGIKOST report before attending the testing.

Results

Focus Group Interviews

A total of 20 adults, including 11 women and 9 men, participated in 6 focus group interviews, with 3 to 4 participants in each group. Each interview lasted for 1 to 1.5 hours. The focus group discussions had a natural flow, but were guided by the motivator using the interview guide. Five main themes and subthemes were identified through analysis of the transcripts: (1) the time it took to complete the questionnaire, (2) the layout of the questionnaire, (3) the questions in the questionnaire, (4) the pictures of portion sizes in the questionnaire, and (5) motivations for the participant to fill out the questionnaire (Table 1).

In general, the responses from the 2 groups of participants were similar and addressed the same themes and topics. However, cancer survivors had a harder time reporting physical activity and time being sedentary than healthy individuals. Healthy individuals asked for more questions about plant-based food and a third gender option.
Table 1. Summary of responses from the focus groups on main themes obtained from a discussion that was based on the interview guide included in the DIGIKOST-FFQ. Results are stratified by group.

<table>
<thead>
<tr>
<th>Main themes</th>
<th>Responses from healthy individuals (7 females, 3 males)</th>
<th>Responses from cancer survivors (4 females, 6 males)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completion time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completion time (minutes), average (SD, range)</td>
<td>17.2 (4.5, 10-25)</td>
<td>21.1 (11.1, 15-45)</td>
</tr>
<tr>
<td>Main comments about completion time</td>
<td>“Got tired at the end”; “the questionnaire cannot be longer”</td>
<td>“I have no belief in completing in 15 minutes”</td>
</tr>
<tr>
<td>Layout</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What themes worked well</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Differentiation of portion sizes, ease of navigation, clarity of questions, reporting physical activity</td>
<td>Having to answer every question, automatic calculation of bread slices</td>
</tr>
<tr>
<td>What themes did not work well</td>
<td>Questions on money spent on snuff; reporting intakes in the previous year, over several seasons, or of foods you eat less than once a week when the answer is equal to never; and about duration of residence in Norway when you have answered that you were born in Norway</td>
<td>Questions about money spent last year or season on snuff, eggs, or jam; sedentary time; physical activity; and about duration of residence in Norway when you have answered that you were born in Norway. Pictures of glasses filled with alcoholic beverages would have been helpful</td>
</tr>
<tr>
<td>Questions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes/no as introduction to a food group</td>
<td>Worked well, could have been implemented for all thematic question groups</td>
<td>Worked well</td>
</tr>
<tr>
<td>Missing questions/options</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Questions were missing on plant-based cold cuts, alternative milk products (eg, soy, oat, or rice), and potatoes; there were only 2 categories for answers on marital status; add student as a separate category from education; Norway should be at the top of the pull-down choice list of countries; there were no answer options for a third category for gender or separate categories for full-time and part-time work</td>
<td>Questions were missing on legumes, eggs, and potatoes; Norway should be at the top of the pull-down choice list, “transport” was not included in the answer options for sedentariness; no option for power naps</td>
</tr>
<tr>
<td>Pictures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portion size</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Informative text should have been added to the pictures and some portions, such as for A, B, C, and D, which were difficult to tell apart</td>
<td>Pictures that included weight measurements in grams would have been helpful; references to the pictures would improve the information, as would more text before new food items and pictures</td>
</tr>
<tr>
<td>Were the pictures helpful or could they have been text only?</td>
<td>Pictures that included weight measurements in grams would have been helpful; references to the pictures would improve the information, as would more text before new food items and pictures</td>
<td>Pictures of better quality would help reporting quantitative intake; weight measurements in grams should have been included as references in the pictures; more text should have been included before new food items and pictures</td>
</tr>
<tr>
<td>Motivation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The individual reports were motivational</td>
<td>The individual reports were motivational</td>
</tr>
</tbody>
</table>

Completion Time
All participants completed the DIGIKOST-FFQ within a scheduled time of about 15 to 20 minutes. However, many respondents stressed that the questionnaire should not take more time than this to fill out:

- I see that I got tired at the end... [Healthy female participant; June 22, 2020]
- I noticed that in the end it became more skim reading. [Healthy male individual; June 22, 2020]

However, the participants also stated that the digital format was easier than a paper questionnaire:

- It is much simplier compared to the whole paper mill where you have to sit for hours to complete. [Female cancer survivor; May 8, 2020]

Layout
Both groups agreed that the DIGIKOST-FFQ was easy to navigate and the questions were easy to understand:

I think it was easy to navigate and there was a good progression and so, you were not surprised by any of the questions. The questions appeared clear and concise and easy to understand. [Healthy male individual; June 22, 2020]

...and then the question and portion sizes are simple and straight forward. Period. [Male cancer survivor; May 8, 2020]

The advantage of including different kinds of questions in the questionnaire to prevent it from becoming boring and tiring toward the end was also emphasized:

I believe in general that it is good if you change the way you ask the questions, so you do keep yourself...
awake and not just “click” your way down. [Healthy female individual; March 23, 2020]

A questionnaire to be completed with a lot of fun... [Healthy male individual; June 23, 2020]

We observed 2 challenges with the questionnaire: reporting seasonal variation in dietary intake and registering time being sedentary:

We are living in a society with big variation according to season. Especially in the north where the access to fruit and vegetables is determined by season. [Healthy female individual; June 12, 2020]

I believe that it is very season dependent what we eat now and what we eat later. In the winter you eat paprika, whereas in the summer you eat strawberries, which has just started now. [Healthy male individual; June 23, 2020]

I found it (sedentary time) seriously complicated to answer, I didn’t have a chance. [Female cancer survivor; June 22, 2020]

I agree (sedentary time), I was very... I have no idea, however then I tried to picture an ordinary day, but I think there were a huge difference between what I pictured and what I noted for an ordinary day, to say it that way. [Healthy male individual; June 22, 2020]

Questions

The introductory questions were well accepted by the participants:

It worked very well. [Female and male healthy individuals; June 12, 2020]

I think... for my part it fitted very well, you know... I can say “no” to things that I for sure never eat, and when I say “yes” to something, I pretty much found what I eat. However; I am probably more average when it comes to diet [laughter]. [Male cancer survivor; May 12, 2020]

It worked very well. [Female cancer survivor; April 14, 2020]

I think it was okay to answer yes or no, I had no problems with that. [Healthy female individual; June 22, 2020]

There were a few alternative answer options that the participants felt were missing from the questionnaire, such as categories for gender:

I noticed that there were only two variables [for gender]. [Healthy male individual; June 22, 2020]

Yes, in modern society you probably should have a third alternative for gender. And I, working at a health clinic for rare diseases, know that this exists. [Healthy female individual; June 12, 2020]

Moreover, the cancer survivors emphasized the importance of being able to include power naps and transportation time in the definition of sedentary time. It was suggested that a function for summing the different levels of physical activity (eg, time being sedentary, sleeping, or engaging in physical activity) throughout a 24-hour period should be included to increase the feasibility of reporting those questions correctly. The cancer survivors also felt that questions were missing about intake of legumes, potatoes, and eggs. Reporting intakes of berries used in homemade jam was also challenging for some, because they were unsure whether to report homemade jam as jam in the questions about spreads or in the questions about berries.

Pictures

There was a request for more text and the addition of grams to each image with portion sizes to increase the accuracy of the reporting. In particular, for some participants, it was difficult to tell some portion illustrations apart, especially portion sizes A and B and portion sizes C and D, as illustrated in Figure 2.

Some of the participant responses were as follows:

Now we are closing in on where I really missed grams for references. [Male cancer survivor; May 8, 2020]

Beautiful pictures, particularly the berries. [Female cancer survivor; April 14, 2020]
**Motivation**

A report about adherence to the Norwegian FBDG, along with a trending curve showing the change in intake over time (for studies where the participants would fill in the DIGIKOST-FFQ repeatedly over time), would have motivated participants in both groups to complete the DIGIKOST-FFQ:

- *I would like to find out more about my diet and lifestyle out of curiosity.* [Healthy female individual; June 23, 2020]
- *I think that some kind of report about your lifestyle, would be great fun.* [Healthy female individual; June 22, 2020]
- *Yes, it is obvious, it is fun to get feedback. See how you are placed... What kind of actions should I take.* [Healthy female individual; June 22, 2020]
- *It would be nice with feedback and compare your current to how you did in previous rounds... see if you have improved or worsened, preferably in tables or figures.* [Male cancer survivor; May 12, 2020]

**Usability Testing**

A total of 4 of 5 invited individuals, including 2 women and 2 men, participated in the usability testing. All attendees showed good technical skills. There was wide variation in their educational backgrounds, ages, and residential locations in Norway (data not shown). It took approximately 1 hour to conduct the usability testing for each attendee. All participants completed the 4 test tasks (Figure 1). However, due to technical issues with the ID portal, 1 of the participants could not test the first 3 steps in the technical flow. Therefore, that participant completed the questionnaire without the log-in function. Moreover, due to a technical issue, the DIGIKOST reports were emailed to the participants after completion of the DIGIKOST-FFQ, instead of appearing automatically online. This technical issue has now been resolved.

**Technical Flow**

The 3 participants who completed the technical flow testing (ie, the first 3 steps of the test) of the DIGIKOST-FFQ performed well, but 1 of the participants had minor challenges completing and submitting the DIGIKOST-FFQ (Table 2).

<table>
<thead>
<tr>
<th>Technical flow steps</th>
<th>Participant 1</th>
<th>Participant 2</th>
<th>Participant 3</th>
<th>Participant 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Log in and consent to participate</td>
<td>Passed</td>
<td>Passed</td>
<td>Passed</td>
<td>Did not pass due to technical issues</td>
</tr>
<tr>
<td>2. Complete and submit the DIGIKOST-FFQ</td>
<td>Passed</td>
<td>Passed, but with minor issues</td>
<td>Passed</td>
<td>Did not pass due to technical issues</td>
</tr>
<tr>
<td>3. Access the personal DIGIKOST report via</td>
<td>Passed</td>
<td>Passed</td>
<td>Passed</td>
<td>Did not pass due to technical issues</td>
</tr>
<tr>
<td>email</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Print the DIGIKOST report</td>
<td>Passed</td>
<td>Passed</td>
<td>Passed</td>
<td>Passed</td>
</tr>
</tbody>
</table>
**Interpretation of the DIGIKOST Report**

The participants were, in general, positive about the DIGIKOST report (Multimedia Appendix 1). The coloring used to indicate adherence to the recommendations was well accepted, because it illustrated the degree of adherence in a clear manner. Three of the participants found the first table informative, whereas 1 preferred to look at the graphic with adherence shown as a percentage rather than read the table (because there was too much text). The report also included a graph showing adherence to the recommendations as a percentage. When a respondent had a higher intake of a food group than the minimum recommended amount, such as if they ate more than 5 fruits or vegetables a day, they would get a score of above 100%. All participants understood the graphic showing adherence to the recommendations as a percentage. However, 1 participant pointed out that the concept of percentages >100% could be challenging to understand.

The aim of the health index included in the report appeared to be unclear and difficult to understand for most participants. One participant asked whether the aim was to increase your BMI to achieve a full score by increasing dietary intake. Another participant found it difficult to see the difference between the 2 indices (ie, BMI and health index). Some found it difficult to understand the total sum score of 5 points when each component in the score reached only a maximum of 1 point. The participants suggested either improving the presentation of the health index by making it simpler or removing it from the report entirely. The participants liked the use of traffic-light coloring; however, it was pointed out that the colors used could be challenging for individuals who are color blind.

All participants reacted positively to the immediate individual response with advice on how to improve adherence to the recommendations, and 1 pointed out that it was very helpful. Another participant suggested reorganizing the responses by presenting the advice on improving adherence to the recommendations first and presenting the recommendations that were fulfilled second.

**Discussion**

**Principal Findings**

The DIGIKOST-FFQ, with the DIGIKOST report, is the first short digital FFQ and personal report that has been benchmarked against the Norwegian FBDG. The findings from both the focus group interviews and the usability testing showed that the DIGIKOST-FFQ and the DIGIKOST report were overall well accepted and easy to use. However, the study also revealed challenges for users and a need for some improvements. Particularly for the DIGIKOST-FFQ, there were challenges related to reporting seasonal variation in dietary intake over the last year, reporting physical activity, and differentiating images illustrating different portion sizes. FFQs rely on memory and a participant’s conceptualization of portion size and frequency of intake, and these are frequently mentioned as challenges in the literature [33–35]. Seasonal variation in dietary intake is another well-known challenge when using FFQs that collect data from several seasons or ask about intake of foods that are specifically seasonal [33–35]. For the DIGIKOST report, interpretation of the graphics and percentages in the histograms was the main challenge.

To understand the willingness to respond and the motivation to participate in surveys and thereby improve survey effectiveness, de Leeuw et al [36] used an attitude scale to measure survey attitudes. Results from this study revealed 3 dimensions representing important contributors to participation in surveys: survey enjoyment (this reflects the individual perception of surveys as a positive experience), survey value (ie, salience, relevance, and usefulness), and survey burden (ie, if the survey is perceived as a burden on the individual, it has a negative influence on motivation and participation). All participants in the current study acknowledged the value of the DIGIKOST-FFQ and the importance of monitoring diet and lifestyle factors in the prevention of disease and improvement of quality of life. They also experienced survey enjoyment through the pleasant design of the questionnaire. Pictures and other visual aids (eg, reference objects, household measures, and food packaging) have been shown to be preferable and beneficial when assessing portion sizes and helpful in improving the accuracy of food quantification [5,37,38]. This is in accord with the current study, where pictures of portions were perceived as helpful, although adding more information, such as amounts in grams or household measures, was suggested as a way to increase the usability even more.

All participants agreed that the questionnaire should be short and take no more than 15 to 20 minutes to complete to reduce the survey burden and maintain enjoyment and motivation to participate. Previous studies have found that the use of digital dietary assessment tools is perceived as more fun, more motivational to use, and preferable to paper-based dietary assessment tools [2,4,39,40]. This was also supported by the participants in the current study.

Overall, the results from the focus group interviews showed that there were no large differences in the feedback from the healthy individuals and the cancer survivors, indicating that completion of the DIGIKOST-FFQ was equally feasible for both groups. However, some differences in their feedback should be pointed out. The cancer survivors found it most challenging to report daily activities and intake of traditional foods, whereas the challenges identified by the healthy individuals were related more to social status and the lack of questions about novel food products available on the market today. We assume that the differences in the feedback from healthy individuals and cancer survivors might be due to age; however, we do not have information on the age of the participants.

The results from the usability testing showed that the technical flow of the questionnaire was good. Most participants found the DIGIKOST reports easy to understand, and all enjoyed the individual advice and recommendations presented in the text at the end of the report. However, some preferred a more visual presentation of the results, such as percentage adherence, rather than the textual information in the table. We speculate that it would be difficult to please all individual preferences on how to visualize the results, and that the solution might therefore be to include both tables and graphics in the report to suit both preferences. The interpretation of the health index varied to a
great extent, and most participants found it difficult to understand. Difficulties in perceiving health risk factors presented as percentages or other statistical terms have been documented in patients with low numeracy, whereas interactive graphics may be more easily perceived [41-43]. Thus, when communicating health risk factors, it is important to be aware that different formats generate different risk perceptions among patients with different levels of numeracy [42].

**Strengths and Limitations**

DIGIKOST-FFQ is accessible from multiple electronic devices, such as personal computers, phones, and tablets, allowing for high flexibility in future use of the tool, minimal respondent burden, and potentially reduced selection bias. Further advantages are a low demand for personnel and economic resources and easy implementation in research settings, including both observational and interventional studies; the literature has reported similar advantages for previous digital questionnaires [2]. Moreover, the questions in the digital platform are easy to change and adapt to follow future updates in dietary and lifestyle guidelines. A strength of our study is the inclusion of both healthy individuals and cancer survivors in the focus group interviews. Moreover, we included new participants in the usability testing to make sure it was the first time the participants tested the DIGIKOST-FFQ and DIGIKOST reports so that we could obtain their first-impression feedback of its usability. Another strength is that the participants had a good variety of backgrounds (in gender, work and education, and location in Norway).

A limitation of the current study could be that the focus group interviews were carried out by video call on Zoom due to the COVID-19 pandemic, which could have affected the group dynamics and the ability of the participants to freely discuss their ideas. Some participants found it difficult to participate on Zoom due to technical issues and low-quality sound or video, and we speculate that the study population may have been biased toward people with access to high-quality digital equipment and greater technological skills. Nevertheless, the video-call format made it possible to include individuals living across Norway.

**Future Improvements in DIGIKOST-FFQ and the DIGIKOST Report**

The focus group interviews contributed valuable knowledge about users’ challenges and led to suggestions for improvements. For instance, in the future, we will include more text about each food item and present food quantities by weight or volume, in addition to pictures representing different portion sizes. Moreover, as most of the participants found it challenging to report intake and activities over the previous year due to seasonal variations, the time frame of reporting will be revised and reduced to the previous 2 months.

Several aspects of the DIGIKOST reports were challenging to understand for the participants. Therefore, we will remove the graphics showing achievements as percentages, the health index, and the Healthy Eating Plate recommendations. Moreover, we will add more lifestyle factors to the “individual advice for you” section, such as alcohol intake, smoking, physical activity, and body weight.

**Conclusions**

The DIGIKOST-FFQ and the DIGIKOST report were well received by the participants, who found it easy to log in to and navigate the system and understand the questions. The completion time was acceptable. Changes in the questionnaire and report to address difficulties in recalling dietary intake over the previous year and due to seasonal variation will be implemented. Also, text with additional information on weight or volume will be added to the portion-size pictures. All participants found it motivational to receive personalized feedback reports with dietary advice. The usability testing showed that the log-in system worked well, but that some adjustments were needed to the reports in order to make the personalized feedback more understandable.

**Acknowledgments**

The Throne Holst Foundation for Nutrition Research and Aktieselskabet Freia Chocolade Fabrikks Medisinske Fond funded this study. The authors would like to acknowledge the University Center for Information Technology at the University of Oslo for its contribution to the design and development of the DIGIKOST-FFQ, and particularly information technology designer Mette Sundal at the University Center for Information Technology for administering and performing the usability testing. We also acknowledge Nina Norberg Gjerrestad and Anne Lene Nordengen for the management of all participants, performance of the focus group interviews, and data handling.

**Authors’ Contributions**

HBH had the main responsibility for writing the manuscript. HBH, MDK, MHC, AH, and RB contributed to the conception and the design of the study and drafting of the manuscript. HBH, MDK, and MHC contributed to the acquisition, analysis, and interpretation of the data. All authors contributed to writing and approval of the final manuscript.

**Conflicts of Interest**

None declared.

Multimedia Appendix 1
DIGIKOST report, first draft.

https://formative.jmir.org/2022/11/e35933

JMIR Form Res 2022 | vol. 6 | iss. 11 | e35933 | p.463

(page number not for citation purposes)
References


28. University Center for Information Technology. URL: https://www.usit.uio.no/english/ [accessed 2022-10-20]


30. f4transkript. Universitetet i Oslo. URL: https://www.f4transkript.uio.no/tjenester/it/forskning/datafangst-og-analyse/f4-transcrire/ [accessed 2022-10-20]


Abbreviations

CRC-NORDIET study: The Norwegian dietary guidelines and colorectal cancer survival study: a food-based multicenter randomized controlled study
FBDG: Food-Based Dietary Guidelines
FFQ: food frequency questionnaire
ID: Identification data

https://formative.jmir.org/2022/11/e35933

JMIR Form Res 2022 | vol. 6 | iss. 11 | c35933 | p.465

(page number not for citation purposes)
How to Use the Six-Step Digital Ethnography Framework to Develop Buyer Personas: The Case of Fan Fit

Alex Fenton¹, BSc, MA, PhD; Aleksej Heinze², BSc, PhD; McVal Osborne³, BA; Wasim Ahmed⁴, BA, MSc, PhD

¹Business School, University of Chester, Chester, United Kingdom
²Marketing Department, KEDGE Business School, Marseille, France
³Flight Story, London, United Kingdom
⁴Management School, University of Stirling, Stirling, United Kingdom

Corresponding Author:
Wasim Ahmed, BA, MSc, PhD
Management School
University of Stirling
Stirling, FK9 4LA
United Kingdom
Phone: 44 1786 467
Email: Wasim.Ahmed@Stirling.ac.uk

Abstract

Background: One of the key features of digital marketing is customer centricity, which can be applied to the domain of health. This is expressed through the ability to target specific customer segments with relevant content using appropriate channels and having data to track and understand each interaction. In order to do this, marketers create buyer personas based on a wide spectrum of quantitative and qualitative data. Digital ethnography is another established method for studying web-based communities. However, for practitioners, the complexity, rigor, and time associated with ethnographical work are sometimes out of reach.

Objective: This paper responds to the gaps in the practically focused method of using social media for digital ethnography to develop buyer personas. This paper aims to demonstrate how digital ethnography can be used as a way to create and refine buyer personas.

Methods: Using a case study of the Fan Fit smartphone app, which aimed to increase physical activity, a digital ethnography was applied to create a better understanding of customers and to create and refine buyer personas.

Results: We propose two buyer personas, and we develop a 6-step digital ethnography framework designed for the development of buyer personas.

Conclusions: The key contribution of this work is the proposal of a 6-step digital ethnography framework designed for the development of buyer personas. We highlight that the 6-step digital ethnography could be a robust tool for practitioners and academicians to analyze digital communications for the process of creating and updating data-driven buyer personas to create deeper insights into digital and health marketing efforts.

(JMIR Form Res 2022;6(11):e41489) doi:10.2196/41489
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Introduction

Digital communication channels offer great benefits to marketers for understanding customer behavior to bring customer centricity to the core of digital marketing strategies. The buyer persona concept was designed specifically for digital marketing strategies and is linked with the concept of the buyer persona spring, as outlined by Heinze et al [1]. Buyer personas can also be applied within the health domain and are useful for marketing health-related initiatives. The focus of this case study is in the health domain, which is increasingly becoming an important research area [2], more specifically in the segment of digital fitness and well-being devices, which is projected to reach over US $58 billion in 2022 and US $99 billion by 2027 [3].

Heinze et al [1] present the buyer persona concept as a fictitious representation of the customer segment, which has a number of elements allowing marketers to understand customer needs and how they would like to be interacted with. The core of the buyer...
persona insights is the pain points—the main issues that the buyer persona faces and attempts to alleviate through the use of the products or services of a particular organization. For each pain point, a corresponding trust point is also established, which helps to understand the perceived solutions to these problems.

The reasons why these solutions are perceived and not necessarily the definitive correct solutions is because buyer personas are based on aggregate knowledge from multiple sources, and buyers might be misinformed or simply unaware of the “correct” solution that is currently available on the market. Realizing these points also helps marketers to identify keyword phrases associated with these areas of problems and solutions and, as a consequence, estimate the size of the audience and the seasonality of these terms.

While the buyer persona concept is driven by practitioners, it is not discussed in the academic literature—only textbooks [4] that focus on how to use buyer personas. Other studies [5] have limitations in that they only use a simplistic approach and state that certain questions in relation to a buyer persona have to be answered without going in-depth on the process of answering these questions. A more comprehensive look at the buyer persona development was given by Revella [6], who acknowledges the need for multiple data sources, including interviews, customer surveys, and big data, in particular the use of loyalty cards and web analytics. While it is a comprehensive book that outlines buyer persona understanding and development, it misses two key data sources available to digital marketers—past keyword phrases searched and a methodical approach to studying social media.

Formulating and refining personas based on an ever-increasing volume of social media channels and content is an ongoing challenge for digital marketers because the digital landscape changes constantly. This calls for a flexible method that can adapt to understand customers now and in the coming years. This knowledge allows marketers to refine products and services and keep customer centricity at the center of digital and social media marketing activity.

Two key sources of data for buyer persona development are keyword research based on search engine use and social media analysis based on publicly available posts and engagement data. The process of refining and developing insights from search engine use data benefits from search engine keyword research tools such as Google Ads and the Baidu Index. Despite an established set of tools, there is still a need for interpretation of those search terms. The selection of buyer persona strategic terms does still require human analysis.

However, marketing automation tools that manage paid advertising campaigns do exist, and there are various options for larger-scale campaigns. The keyword research data is relatively well structured, showing when, where, and how often a particular search term was used when compared to social media. The use of social media targeting is more unstructured, on the other hand. No one particular method is apparent, but methods such as netnography [7] and digital ethnography [8] are well-established ways of understanding more about people and social media communities.

While these methods are well established for academic and practitioner research, they can be considered complex, time-consuming, and challenging to operationalize. Furthermore, the General Data Protection Regulation and ethical issues such as obtaining informed consent from each one of the observed individuals are complex and shifting landscapes. Netnography [2,7] provides the clearest and most established set of guidelines for conducting social media ethnographical research, and following these guidelines would enable buyer personas to be created and refined [1]. In this paper, however, we explore an alternative approach to digital ethnography. Ethnography as an approach is methodologically flexible; therefore, in this paper, we explore digital ethnography as a flexible approach to the practical creation of buyer personas.

A lot of brands might talk about “Net Zero,” but what does it mean in reality for a brand? There is a need to go beyond the numbers, starting with quantitative data but then flexibly returning to qualitative data and back again; this responsive adaptiveness is required to formulate and maintain buyer personas.

Therefore, this formative paper aims to propose and illustrate a 6-step digital ethnography (SSDE) as one of the methods for data analysis to create buyer personas. The paper is structured as follows. First, the concept of a buyer persona is reviewed and discussed. Second, the use of digital ethnography as a core method and its challenges are discussed based on the literature. Third, the application of digital ethnography is illustrated using the health case study of Fan Fit as an example.

**Buyer Personas**

The traditional marketing literature has been concerned with the segmentation of the markets for decades. The idea that the same message cannot be shared with all prospective customers and customer segmentations is decades old [9]; in his article, Marcus [9] shares a method for dividing existing customers into groups based on past purchase frequency and discusses other statistical methods to divide customers into groups. While this method is useful for understanding customer behavior, it gives us a single dimension to understanding customers based on their past purchases. These kinds of segmentations suffer from the survivorship bias [10], where we only get to know the needs of those who are already our customers and not those who chose not to use our products and services. Further studies on customer segmentation tend to also focus on statistical analysis methods that allow for a more detailed understanding of usually existing customers [11]. Furthermore, these approaches are not suitable for small- and medium-sized organizations and start-ups that do not usually possess statistical know-how nor do they have large enough data sets of customers for querying. This is why the concept of a practical but methodical approach is necessary in digital marketing, and SSDE is therefore relevant and practical.

The buyer persona and buyer persona spring concept are outlined in the book *Digital and Social Media Marketing: A Results-Driven Approach* [1]. The buyer persona has much in common with other customer personas because it is a fictitious representation of a customer segment. Customers and potential
customers come in various ages, races, classes, genders, and other demographics. Digital technologies and data capture are improving all the time in understanding and delivering personalized and timely information to people. Even so, marketers cannot understand everything about their audiences individually, so personas are of great value to marketers. While offering us a number of examples and suggestions on how to develop a buyer persona template, there is no methodical approach that helps in understanding the transparency of how these questions should be answered.

Buyer personas are similar to user personas, but the main difference is buyer personas are representative of the ones who will be “buying” into your ideas, products, or services as opposed to simply using something. For example, for children’s books, the user persona will consider how the child will use a book, whereas the buyer persona for the same child would focus on how to encourage the same child to use a book. The purchase process does not always need to be financial—it could be simply the “buying of a political idea” or understanding a concept. Buyer personas also state the role that this individual has in the purchase process—for example, a child could have a role of an influencer, while the parent has the role of a gatekeeper, decision maker, or purchaser. The buyer persona, therefore, is an invaluable way of better understanding audiences in order to create targeted products and service communications, and for health marketing purposes.

Two potential approaches for the creation of buyer personas are science fiction prototyping and data-driven development. Science fiction prototyping is usually used by organizations that want to become leaders in the market through disruptive innovation. These organizations often develop products or services for which there is no current customer segment, which makes creating a real-life buyer persona impossible. For example, when developing software products for the management of yet-to-be-invented robotics systems, AutoDesk used science fiction prototyping [12] in its buyer persona development. This is because there was not yet anything like this product on the market and, therefore, a lack of data as to what drives customer purchase decisions before the product even exists.

Alternatively, the data-driven buyer persona is based in areas where an existing product or service does exist on the market. The content of a buyer persona generally includes demographics, average order value, locations, national and regional culture, socioeconomic background, and decision-making patterns. Central to buyer persona information are the “pain touch points” and corresponding “trust touch points.” It should also include the keywords they might use on search engines, the social networks that they might engage with, and other information that helps marketers to focus content based on buyers’ needs. The ability to target and select specific and unique audience segments is being made possible through the proliferation of digital communications and social media channels. The purpose of developing a detailed buyer persona is, therefore, to better know this target audience through this technique of digital personification. Figure 1 provides an example of a buyer persona.

There are several ways to develop a buyer persona using a data-driven strategy. The data-driven process uses real data to understand the pain points and corresponding hot points or trust points of the buyer persona. Data from surveys and publicly available data can be used to develop the profile. Social media is also a critical source in order to understand the customer. For the social media marketer, interacting with customers is generally a very regular occurrence, and this participation is critical to developing buyer personas. A key aspect of ethnography is participant observation and interaction with people. Digital ethnography is therefore particularly suited to engaging with an audience and for observing, understanding, formulating, and refining buyer personas.

Figure 1. An example buyer persona.
Digital Ethnography

Ethnography as a research method has a long history in studying people and storytelling [8]. Some consider it the most in-depth of all possible research methods because it “enables a researcher to see what people are doing as well as what they say they are doing” [8]. Digital ethnography is a newer branch of ethnography that takes into account digital communities as a key focus [4]. Various forms of ethnography are dedicated to studying technology and digitally enabled communities. Digital ethnography was selected for this paper because it has long been established [6] as well as its focus on “yielding new insights for our understanding of data” [4] and its practical flexibility. The Routledge Handbook of Digital Ethnography [4] is a useful guide to applying this method and states that “Drawing from the empirical, ethnography can provide insight into motivations and practices that in turn shape future directions for digital media.”

The application of digital ethnography to create buyer personas shapes the direction of digital marketing practice and campaigns. Therefore, it is an important concept for developing and refining buyer personas. This is critical to the formulation and execution of digital marketing strategies.

Table 1. Six-step digital ethnography framework.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Tools and techniques</th>
<th>Outputs for buyer persona</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Ideation: documenting views of the potential buyer persona</td>
<td>Brainstorming of buyer persona elements—there are no data, just ideas of individuals who undertake this work</td>
<td>All elements of buyer persona based on the perceptions and preconceptions of the initial idea</td>
</tr>
<tr>
<td>(2) Social proofing: first impressions of real data existence for relevant topics</td>
<td>Initial observations of potential online communities and reviews of products or services; hashtag analysis, online reviews for related products and services among your own and competitor communications such as social media channels</td>
<td>Confirmation, disproof, and identification of new themes for pain and trust points; pictures and quotes of real issues expressed online by potential buyer persona representatives</td>
</tr>
<tr>
<td>(3) Horizon scanning: industry reports, analysis, and wider statistics</td>
<td>Reports done by market analysis firms such as Mintel and MarketLine, and wider statistics such as those offered by governments or panel data such as Statista</td>
<td>Confirmation, disproof, and identification of new themes for pain and trust points, adding more contextual data through wider reports and statistical publications, if available</td>
</tr>
<tr>
<td>(4) Keyword research: using search data to see evidence</td>
<td>Using search engine past search behavior trends as an indication and prediction of interest; keyword research tools such as Google Trends and Google Keyword Planner or Baidu Index for the Chinese market</td>
<td>Identification of keywords with potential demand, which could be integrated into the content development for the buyer persona; understanding their terms’ use and potential seasonality</td>
</tr>
<tr>
<td>(5) Content audit: scraper content and influencer identification</td>
<td>Using identified keyword terms confirming most visible content, places, and individuals/organizations who are engaging existing buyer personas; various tools can be used in this stage</td>
<td>List of channels, content examples (screenshots, links, and evidence of its popularity); list of influencers who regularly engage on these topics using identified keywords</td>
</tr>
<tr>
<td>(6) Proofing: finding evidence that the updated buyer persona exists</td>
<td>Using focus groups, surveys, and social concept tests to identify if the issues highlighted in the buyer persona research reflect the reality of the target audience</td>
<td>Confirmation and update of the buyer persona understanding; refinement of the buyer persona as necessary</td>
</tr>
</tbody>
</table>

Fan Fit Health Case Study

The main case study used in this section is “Fan Fit” [13]. This case study is used as an example, and an overview of the app is shown in Figure 2.

Fan Fit began in 2015 as a project started at the University of Salford in the United Kingdom, which aimed to use technologies to engage fans and customers around fitness and well-being. The first major implementation of the project was a smartphone app created for Android and iPhone platforms, which eventually became the first and only official club app of the Salford Red Devils Rugby Club. Red Devils are a top-division Super League club that, like many sports clubs, had a website and social media channels but no smartphone app to engage with their fans.
The app offered the usual sports club app functionality of pulling in news, fixtures, and social media. A key differentiating feature between this and other similar apps was the addition of an activity tracker for measuring walking and running automatically through the phone or a wristband. This enabled the app to create fitness leagues between fans (global, monthly, or personal), gamifying user engagement. Using gamification principles, fans could win digital badges and physical prizes such as season tickets, shirts, or fitness wristbands through the app, creating a social media buzz and health-focused dialog between the club and fans. The project used a human-centered design approach, involving fans at each stage of development through surveys, focus groups, and online and offline participant observation. Ultimately, the project aimed to:

- engage fans through interactive technology to build a new kind of brand community and capture new types of user data, and
- raise awareness around major public health challenges related to heart disease and obesity while encouraging fans to be more active and develop healthier lifestyles.

To develop a minimum viable product that sports clubs could test, the Fan Fit team integrated fitness-tracking technology into a brandable (white labeled) official club app. This allowed them to obtain a “first mover advantage” and bring a new product to market before other competitors could do the same. This minimum viable product opened up doors to other opportunities—discussions with sports clubs and the first major sign-up with the Salford Red Devils. This success created opportunities at the national level to get further funding and the signing of a major football club (Rangers FC).

A key aspect of the Fan Fit project was the creation of a digital marketing strategy for the project to reach new sports clubs and other organizations interested in the project (business-to-business). In addition, for the version of the app that existed, a business-to-consumer digital marketing strategy was used to reach fans of those clubs.

In all cases, the research team used a combination of surveys, focus groups, and ongoing digital ethnography to understand more about the audience and formulate and refine buyer personas. Having outlined the importance of the buyer persona, we now illustrate how this can be applied to our case of Fan Fit. Two buyer persona examples are shown, one for the fan (business-to-consumer) and another for a sports club (business-to-business).

**Buyer Persona for Fan Fit: Jim Smith (Fan)**

Jim Watson is a 52-year-old man from Salford. He is a season ticket holder with the Salford Red Devils and attends most home games. He is also an avid football fan, attending some Manchester United matches and following them on TV. He also attends some matches of the Salford FC. Jim is a van driver in Salford, his wife is Marie, and he has three grown-up children and two grandchildren.

**Channels**

Jim uses television, Twitter, Facebook, and YouTube to find the latest news on his favorite teams, keep in touch with family, and interact with other fans on Facebook and Twitter.
**Frustrations and Pain Points**

Jim has thought about buying a fitness wristband and is trying to be more active and develop healthier habits, but he does not know which one to buy or how to set up or use it. His son has a FitBit but is always very busy with his work and children, so Jim does not want to bother his son by asking for a recommendation.

**Hot or Trust Points**

Jim has become more aware of the importance of fitness after his friend had a minor heart attack last year. He thinks a mobile exercise tracking app can help him prevent ill health and improve his quality of life.

**Buyer Persona for Fan Fit: Andrea Rogers (Club)**

Andrea is a 33-year-old woman originally from Manchester (Figure 3). She is a senior marketing and communications professional with a major football club. She manages a small team who runs the club website and social media channels, and a wider pool of journalists and content producers. She is recently married but does not have any children.

**Channels**

Andrea uses television, Twitter, Facebook, YouTube, Instagram, and LinkedIn. She uses Facebook and Instagram primarily to keep in touch with her friends and family. She uses Twitter and LinkedIn primarily as her professional network and to seek new opportunities and promote initiatives.

**Frustrations and Pain Points**

Andrea is acutely aware that her club has no plans for a smartphone app and has started to fall behind other rival clubs with their use of innovative technologies and digital fan engagement.

**Hot and Trust Points**

Andrea is interested in new technologies such as apps, the Internet of Things, virtual reality, augmented reality, eSports, and anything that would potentially bring the club to a new audience of young fans. She would also like to engage more female fans through digital channels, as they are not proportionately represented on social media.

**How These Buyer Personas Were Developed: Data**

Digital and social media channels like Google, Twitter, LinkedIn, Instagram, Facebook, and Reddit provide marketers and health researchers with treasure troves of information on their target audiences. The content published across these channels can be exhaustive in terms of scope and detail, and the data captured from this content can be incredibly valuable in producing accurate buyer personas. Data come in all kinds of shapes and forms. In terms of the buyer persona spring and as part of the digital entrepreneurship strategy, we are most interested in the data sources that help to better understand the buyer persona, the channels, and the content. Data sources, including things like websites and social media analytics, can be invaluable sources of information and insight. Data in the raw format must be cleaned and visualized in such a way that they can be used to add meaning to the strategy in an ongoing way.

Data-gathering strategies can also be devised to create new primary data sources. For example, making a survey whose
results can be visualized is a simple way to gather some useful quantitative data to inform the strategy and answer many questions; in order to delve deeper and answer questions relating to your digital strategy, it may be necessary to also gather some qualitative data derived from your audience, experts, or the general public. This kind of qualitative data can be derived from interviews, focus groups, and even through social media analysis of comments and posts, including netnography and digital ethnography.

The ultimate goal of a data monitoring strategy is to keep track of achieving strategic business objectives. Strategic in this sense means that they are long-term—perhaps 1 year, 3 years, or 5 years long. The longer the time span, the more it is necessary to have key performance indicators along the way to see if these objectives are going to be reached. Using the SMART objective setting helps to make them more transparent.

**Conclusions**

Fan Fit, our health-based case study, has at least two distinct buyer personas. The first one is fans (e.g., Jim Smith), and the second is marketing and communications staff and decision makers within organizations that may want to adopt a version of Fan Fit for themselves (Andrea Rogers).

In the buyer personas outlined above, we demonstrated which channels Jim and Andrea are using. In the case of Fan Fit, for example, Twitter may be an appropriate channel to reach Jim. In terms of content, combining official messages from the brand he follows (Red Devils) and the conversational approach among fans, Fan Fit founders, and the club would help build the social capital and community to reach Jim.

A competition to win a season ticket and the competition with his friends and fellow fans are enough to get him to download the Fan Fit Red Devils app and get more active and engaged. In Andrea’s case, LinkedIn may be an appropriate channel to identify who she is and send her a personal connection request and a personalized message about Fan Fit. It is also possible to produce press releases and share these more widely using LinkedIn. Our findings are likely to be of interest to health marketing researchers and practitioners looking to promote positive health behaviors.

This paper has outlined a key methodological area that allows students, practitioners, and researchers to follow an approach to finding the answers to the questions around buyer persona development. The challenges highlighted in previous studies (e.g., [9]) are reduced in the current process in that we are exploring data sets that are mainly openly available. The previous studies had survival bias, where classic customer segmentation approaches use the statistics of only existing customers. By reaching out to multiple data sources and cross-referencing these, we are supporting the ideas advocated by Revella [6] and developing a combination of data sources in a more digital ethnography-focused way.

The limitation of this study is that the method originated from discussions with teachers looking for a systemic, practical, and effective way to help students develop digital marketing strategies. The traditional methods of segmentations and buyer persona development were not accessible to learners as well as smaller organizations that do not have large internal databases to interrogate and develop their buyer personas. The practitioner perspectives are also only taken into account by one organization that has offices in Germany, the United Kingdom, and the United States. Other geographic areas, including the growing African digital ecosystems and Chinese perspectives, can add further richness to the application and further generalization of the framework.

Researchers are invited to explore and test the use of the SSDE in other settings. Practitioners can use the 6 steps of ideation, social proofing, horizon scanning, keyword research, content audit, and proofing for structuring their activities and offer transparency to the way in which their buyer personas are presented.
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Abstract

Background: Psychiatric inpatients often have limited access to psychotherapeutic education or skills for managing anxiety, a common transdiagnostic concern in severe and acute mental illness. COVID-19–related restrictions further limited access to therapy groups on inpatient psychiatric units. App-based interventions may improve access, but evidence supporting the feasibility of their use, acceptability, and effectiveness in psychiatric inpatient settings is limited. MindShift CBT is a free app based on cognitive behavioral therapy principles with evidence for alleviating anxiety symptoms in the outpatient setting.

Objective: We aimed to recruit 24 participants from an acute general psychiatric inpatient ward to a 1-month randomized control study assessing the feasibility and acceptability of providing patients with severe and acute mental illness access to the MindShift CBT app for help with managing anxiety symptoms.

Methods: Recruitment, data collection, analysis, and interpretation were completed collaboratively by clinician and peer researchers. Inpatients were randomized to two conditions: treatment as usual (TAU) versus TAU plus use of the MindShift CBT app over 6 days. We collected demographic and quantitative data on acceptability and usability of the intervention. Symptoms of depression, anxiety, and psychological distress were measured in pre- and poststudy surveys for preliminary signals of efficacy. We conducted individual semistructured interviews with participants in the MindShift CBT app group at the end of their trial period, which were interpreted using a standardized protocol for thematic analysis.

Results: Over 4 weeks, 33 inpatients were referred to the study, 24 consented to participate, 20 were randomized, and 11 completed the study. Of the 9 randomized participants who did not complete the study, 7 were withdrawn because they were discharged or transferred prior to study completion, with a similar distribution among both conditions. Among the enrolled patients, 65% (13/20) were admitted for a psychotic disorder and no patient was admitted primarily for an anxiety disorder. The average length of stay was 20 days (SD 4.4; range 3-21) and 35% (7/20) of patients were involuntarily admitted to hospital. Small sample sizes limited accurate interpretation of the efficacy data. Themes emerging from qualitative interviews included acceptability and usability of the app, and patient agency associated with voluntary participation in research while admitted to hospital.

Conclusions: Our study benefitted from collaboration between peer and clinician researchers. Due to rapid patient turnover in the acute inpatient setting, additional flexibility in recruitment and enrollment is needed to determine the efficacy of using app-based psychotherapy on an acute psychiatric ward. Despite the limited sample size, our study suggests that similar interventions may be feasible and acceptable for acutely unwell inpatients. Further study is needed to compare the efficacy of psychotherapeutic apps with existing standards of care in this setting.
Introduction

Inpatient admission plays a crucial role in the treatment of patients with serious mental illness. Patients requiring hospitalization typically present with severe symptoms that require a combination of pharmacological, psychological, and social interventions [1]. While pharmacotherapy is the mainstay of psychiatric inpatient care, most inpatients report that their psychosocial needs are not adequately addressed [2]. For example, prior to the COVID-19 pandemic, only 4% of psychiatric inpatients participated in group psychotherapy and 84% reported being socially disengaged and inactive [3]. This is despite evidence from meta-analyses that inpatient psychotherapeutic interventions are both effective and highly valued by patients [4-6]. COVID-19 pandemic–related social distancing measures have further limited inpatient access to traditional psychosocial interventions.

Anxiety symptoms are frequently targeted in inpatient psychosocial interventions owing to their transdiagnostic ubiquity and relevance [7-9]. Cognitive behavioral therapy (CBT) is an evidence-based intervention for anxiety symptoms and provides a broadly applicable psychotherapy framework suitable for most psychiatric conditions [10,11]. The core principles of CBT can be communicated to people with a range of cognitive abilities, such as children [12] or people with cognitive impairment [13], which is important for inpatients for whom severe symptoms may impede more complex psychotherapeutic modalities. In addition, during inpatient hospitalizations, inpatients have a significant amount of time in a controlled environment with their care team nearby, providing a structure to assist with the acquisition, deployment, and generalization of skills learned in CBT. Group CBT was commonly endorsed in inpatient settings prior to the COVID-19 pandemic to treat a range of symptoms and conditions [3,6]. However, financial and logistical challenges to implementing in-person inpatient group programming have been magnified by the pandemic [14,15]. Innovative solutions to deliver CBT to psychiatric inpatients were being investigated pre-pandemic and need further investigation urgently [16,17].

Some governments (eg, in Australia) are now providing free access to digital CBT [18]. There is robust and growing evidence for digital CBT for outpatients with mental illness; however, its use on psychiatric inpatient units has not been sufficiently studied [19]. MindShift CBT is a freely available, smartphone-based app developed by Anxiety Canada. There is some preliminary evidence suggesting that this app can be helpful for outpatients with moderate or severe anxiety [20]. While some inpatient programs have started to make personal-use electronics available to the inpatients they serve, studies of specific app-based psychosocial interventions are limited. A study that examined the use of Headspace, a commercially available meditation app, on an inpatient unit had promising feasibility results [17]. However, our review of the literature identified no trials of a CBT app on a psychiatric inpatient unit. Thus, we assessed the feasibility and acceptability of the MindShift CBT app on an inpatient unit and compared its impact to usual inpatient care.

Methods

Setting and Participants

This pilot randomized controlled trial was performed at one of the acute general psychiatry units of a large academic psychiatric hospital, the Centre for Addiction and Mental Health (CAMH), which provides secondary and tertiary inpatient care in Toronto, Canada. The study was registered on ClinicalTrials.gov (identifier: NCT04841603). In addition to the clinician researchers, a peer researcher (ie, a researcher with lived experience of mental illness) was involved in recruitment of patients and in the collection and analyses of qualitative data as per best practices for patient involvement in mental health research [21]. This report was prepared according to the CONSORT (Consolidated Standards of Reporting Trials) statement (Multimedia Appendix 1).

All patients admitted to the unit between April 5 and May 5, 2021, were screened by the admitting inpatient team for eligibility and referred to the research team if they assented to hear more about the study. Inclusion criteria were age between 18 and 65 years, fluency in English, a Dynamic Appraisal for Situational Aggression (DASA) score < 3 at the time of referral (which indicates lower acute risk of violence/aggression [22]), and capacity to consent to participation as assessed by the treating team. Exclusion criteria were diagnoses of moderate or severe intellectual disability, learning disability, or neurocognitive disorder, as these participants may have had difficulty navigating the app.

Ethical Considerations

The study was performed in accordance with the Ethical Principles of Psychologists and Code of Conduct as set out by the British Association for Behavioural and Cognitive Psychotherapies and British Psychological Society, and with the Declaration of Helsinki. All participants provided written informed consent after being provided verbal and written information about the study and before the initiation of any study procedures. The CAMH Research Ethics Review Board approved the protocol, all supplementary documents, and the informed consent form (#116/2020-01). Participants could be withdrawn from the study at their request, the treatment team’s...
request, or if they experienced significant worsening of symptoms as determined by the research team or treating physicians. Study data were deidentified and anonymized, and participant records were stored in a secure locked drawer in a locked room. Participants were not compensated for their participation in the study. After the trial period, participants in the control group were provided access to the MindShift CBT app.

Randomization
After provision of informed consent and confirmation of eligibility, participants were randomized without stratification, using the open-source randomizer randomizer.org, to MindShift+treatment as usual (TAU) or TAU. By design, neither the research team nor participants were blinded to group assignment upon commencement of the study.

Intervention and Control Conditions
After being randomized, participants were involved in the study for 6 days (ie, participants whose length of stay was longer than 6 days were involved for only 6 days). The 6-day study period started on each Tuesday of 4 consecutive weeks. On the first day of the study, each participant met individually with a research team member uninvolved with clinical care on the unit. Participants in both conditions were provided with a tablet to complete the baseline questionnaires (see below). Participants randomized to the intervention (ie, MindShift+TAU) completed an individual introductory session to the app, comprising a review of several sections: the “Home” section, including CBT-based tools such as a fillable thought record and exposure ladder; the “Learn” section containing basic information about anxiety and CBT; the “Quick Relief” section containing meditation exercises; and the “Goals” section, which allows users to set and review progress toward specific and measurable goals. Patients were asked to open the app and use their preferred features for at least 10 minutes and to use the “check in” function daily. This feature requests that users: (1) rate their current mood on a 1-10 Likert scale calibrated with qualitative labels and emoticons; (2) type a response to an open question stating “What’s going on? Describe what’s going on in your life right now and/or what’s on your mind”; and (3) indicate active symptoms of anxiety selected from a checklist. Due to concerns about confidential patient information being shared with others on the unit inadvertently, the tablets used were programmed to require login to the MindShift app each time they were opened. On the third day, each participant was offered a 15-minute session with a clinician or peer member of the research team to address any questions about the study. For participants randomized to the intervention, the use of the app and its core features were also reviewed during these sessions. On the sixth and final day, all participants completed poststudy questionnaires and a debriefing session. Participants in the intervention condition also completed a 30-minute semistructured qualitative interview with a peer or clinician researcher.

All tablets were stored in the nursing station when not in use by patients or when requiring charging. The tablet given to the participants randomized to the control (TAU) condition did not include the MindShift app but had otherwise identical apps installed and accessible, including a video-streaming app and internet browser. TAU on the inpatient unit comprised daily assessments by a psychiatrist, meetings with a social worker as determined by the clinical team, 24/7 access to nursing staff, and pharmacotherapy management. No group psychosocial activities were conducted as part of TAU during the study period due to COVID-19 pandemic–related restrictions. After completing the exit questionnaires on the sixth day of the study, control group participants were offered access to tablets with the MindShift app.

Measures and Outcomes
The primary outcomes of this trial were indicators of feasibility and acceptability related to the use of the MindShift CBT app in an inpatient setting. Feasibility was assessed with the rates of consent, study completion, and withdrawal, and by completeness of data in pre- and poststudy questionnaires. Acceptability was assessed quantitatively with the Client Satisfaction Questionnaire (CSQ-8), a self-reported scale with 8 items that describes satisfaction with a health service [23]; participants in the intervention condition also completed a user-experience questionnaire for app-based interventions (Multimedia Appendix 2). Given the feasibility-sized sample, changes in symptoms from baseline to the end of the study were classified as secondary quantitative outcomes. The Generalized Anxiety Disorder (GAD-7) scale was used to assess anxiety [24], the 9-item Patient Health Questionnaire (PHQ-9) was used for depressive symptoms [25], and Kessler Psychological Distress Scale (K10) was used as a global assessment of psychological function [26].

Qualitative Data Analysis
To assess qualitative data, a thematic analysis was applied to transcribed records of the semistructured qualitative interviews using the 15-point checklist of criteria for good thematic analysis published by Braun and Clarke [27]. Transcripts were reviewed and coded independently by the lead clinical researcher and peer researcher, and themes arising from the codes were identified independently. The researchers then met to establish a consensus regarding themes, and items were recorded in alignment with the themes identified by consensus.

Sample Size, Power, and Statistical Analysis
One of the main goals of this feasibility study was to obtain data that could be used to calculate sample sizes for a future larger, confirmatory trial. Prior research has suggested that a sample size of 12 in each arm suffices for a pilot feasibility study [28]. Given the patient flow on the inpatient unit on which the study was conducted, we planned to conduct the study over 4 weeks with the expectation that this would be long enough to enable randomization of 24 participants.

Statistical analysis was completed using SPSS 28 software. Descriptive statistics, including mean, SD, and range, were calculated for the entire study sample and for each group. The baseline characteristics were compared between the two groups using Kruskal-Wallis tests.
**Results**

**Feasibility Measures**

Figure 1 presents the flow of referrals and participation. During the study period (April 5 to May 5, 2021), 33 patients were referred to the study, 5 of whom were discharged or transferred prior to being invited to participate. Of the 28 patients invited to participate, 4 declined, resulting in a consent rate of 24/28 (86%). Of the 24 consented participants, 1 withdrew and 3 were transferred or discharged before being randomized, resulting in a randomization rate of 20/24 (75%). Of the 20 randomized participants, 11 (55%) completed the study and provided pre- and poststudy data that were analyzable. Of the 9 participants who did not complete the study, 2 withdrew (1 in each condition) and 7 were withdrawn because of being discharged or transferred prior to study completion (3 in the MindShift+TAU condition and 4 in the TAU condition).

**Figure 1.** Flow of participant inclusion. CBT: cognitive behavioral therapy; TAU: treatment as usual.

---

**Characteristics and Clinical Outcomes of Randomized Participants**

Table 1 summarizes the demographic and baseline clinical characteristics of the participants in the two study conditions. Overall, intervention and control condition participants did not show significant differences in baseline characteristics, except for a higher proportion of women in the control condition. Of note, 65% of the participants were admitted with a primary diagnosis of psychotic disorder, and none of the patients who participated was admitted for treatment of a primary anxiety disorder. Overall, 35% of the patients were involuntarily admitted under the Mental Health Act. The mean length of stay of the 20 participants was 20 (SD 4.4, range 3-21) days from the time of admission to the first of either discharge, study completion, withdrawal from the study, or transfer to another unit. Table 1 also presents the clinical outcomes of the 11 participants who completed the study and for whom pre- and poststudy clinical measures were available. The differences in GAD-7, PHQ-9, or K10 scores were not interpretable given the small sample size.
Table 1. Demographic and clinical characteristics of the 20 randomized participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>MindShift+TAU(^a) (n=9)</th>
<th>TAU (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.8 (8.0)</td>
<td>29.4 (9.8)</td>
</tr>
<tr>
<td>Self-reported sex as female, n (%)</td>
<td>1 (11)</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>Self-reported racial/ethnic group, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>3 (33)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Black</td>
<td>2 (22)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>1 (11)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>South Asian</td>
<td>1 (11)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>South Asian</td>
<td>1 (11)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (11)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Some postsecondary education, n (%)</td>
<td>3 (33)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Annual income below poverty line, n (%)</td>
<td>3 (33)</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>Primary diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia-spectrum disorder</td>
<td>6 (67)</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>0 (0)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>0 (0)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Amphetamine-induced psychotic disorder</td>
<td>1 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>0 (0)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Opioid use disorder</td>
<td>1 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>1 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Admitted voluntarily, n (%)</td>
<td>6 (67)</td>
<td>7 (64)</td>
</tr>
<tr>
<td><strong>GAD-7(^b) score, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prestudy</td>
<td>10.1 (7.3), n=9</td>
<td>8.2 (4.8), n=11</td>
</tr>
<tr>
<td>Poststudy</td>
<td>10.8 (3.3), n=5</td>
<td>9.2 (3.3), n=6</td>
</tr>
<tr>
<td><strong>PHQ-9(^c) score, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prestudy</td>
<td>11.0 (8.8), n=9</td>
<td>11.1 (5.9), n=11</td>
</tr>
<tr>
<td>Poststudy</td>
<td>13.6 (3.7), n=5</td>
<td>10.8 (3.7), n=6</td>
</tr>
<tr>
<td><strong>K10(^d) score, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prestudy</td>
<td>27.3 (8.2), n=9</td>
<td>27.3 (8.2), n=11</td>
</tr>
<tr>
<td>Poststudy</td>
<td>27.6 (6.0), n=5</td>
<td>25.8 (6.7), n=6</td>
</tr>
</tbody>
</table>

\(^a\)TAU: treatment as usual.  
\(^b\)GAD-7: Generalized Anxiety Disorder Assessment.  
\(^c\)PHQ-9: Patient Health Questionnaire.  
\(^d\)K10: Kessler Psychological Distress Questionnaire.

**Acceptability Measures**

The scores on the CSQ-8 questionnaire (possible range 8-32, higher scores indicate higher satisfaction) completed by the 5 participants in the MindShift+TAU condition (mean 20.2, SD 3.4; range 17-25) indicated overall positive satisfaction with the intervention. Similarly, the scores on the user-experience questionnaire (possible range 0-110, higher scores indicate better usability), available for 4 participants (mean 80.5, SD 27.4; range 46-108), reflected moderate to high user engagement and satisfaction.

**Semistructured Exit Interviews**

Four of five participants in the MindShift+TAU condition completed exit interviews, providing information that was grouped into five major themes: feasibility of the intervention in the inpatient setting, usability and patterns of app use, acceptability of the features of the app, a desire to provide feedback and to be seen as active participants during inpatient admissions (which we characterized as agency), and impact of the app on symptoms (see Textbox 1). The benefit of having access to the tablets and app on the inpatient unit was a recurring theme. For instance, one participant commented, “It helped a
lot...It gave me access to a tablet and the programs on it, so indirectly I had access to the programs...and do your work as well, so I think it was beneficial.” Users found the app simple to navigate. Frequency of use varied from multiple times per day to just a few times over the week. The “chill zone” feature of the app was the most commented upon and received consistently positive feedback. The participants spontaneously provided suggestions for improvement or additional features, and talked about their participation in research and how their feedback could impact future programming. For instance, one participant commented, “I’ve been asked to participate in the research. This means it’s not just inpatient and that’s it...you could put input in it, you feel that you’re worth something.”

There were mixed comments about the impact the app had on symptoms, with some believing use was beneficial, while one participant commented that the app may trigger negative thoughts: “I didn’t like to read too much into it because the info could scare me. It’s like phobias, ‘I’m scared I’m scared!’” Two participants described being confused about the purpose of the pre- and poststudy questionnaires, with one participant conflating the prestudy questionnaires with the CBT app itself.

Textbox 1. Themes and representative quotes emerging from the exit interviews.

<table>
<thead>
<tr>
<th>Theme 1: Feasibility (18 corresponding statements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“It helped a lot...It gave me access to, a tablet and the programs on it, so indirectly I had access to the programs...and do your work as well, so I think it was beneficial!”</td>
</tr>
<tr>
<td>“It was difficult because it took a lot of mental concentration to think through these questions...They’re not like very generic questions like hey, how are you?...so I found myself getting flustered” (in reference to pre- and poststudy surveys)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: Usability (16 corresponding statements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I worked on the app in a different mood and every time I was able to connect”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: Acceptability (21 corresponding statements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The chill zone I found was useful, that like mindfulness meditation was great...It’s also very simple. You just sit there and you listen to directions and you chill out”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 4: Symptoms (11 corresponding statements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I haven’t been able to notice too much of a difference, but I’m sure the app has helped me”</td>
</tr>
<tr>
<td>“I didn’t like to read too much into it because the info could scare me. It’s like phobias, ‘I’m scared I’m scared!’”</td>
</tr>
<tr>
<td>“The more information I have, the more it helps”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 5: Agency (22 corresponding statements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“It should come back and say you actually did a good job. This is a reward for doing a good job” (in regard to the journal entry capacity of the app)</td>
</tr>
<tr>
<td>“I’ve been asked to participate in the research. This mean it’s not just inpatient and that’s it...you could put input in it, you feel that you’re worth something”</td>
</tr>
<tr>
<td>“Is me speaking, its it going to the originator who made the program...and will they like to run with it? Or what is the end result from all of this?”</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This study provides informative data on the feasibility of studying an app-based intervention on an acute psychiatric inpatient unit. A survey of health care provider attitudes toward digital interventions in this setting raised important questions about feasibility, including implementation and suitability for acutely ill patients [29]. Our study supports that the use of digital psychotherapeutic interventions on the inpatient unit requires careful planning and considerations, but could have benefits for an acutely unwell, transdiagnostic population. The high consent rate (24/28, 86%) among inpatients referred to the study demonstrates interest in and willingness to participate in such an intervention. However, the relatively low completion rate (11/20, 55%) emphasizes the challenges of conducting research in acute inpatient settings, where rapid patient turnover can impact the participation and retention of participants. Our goal of obtaining data to calculate sample sizes for a larger confirmatory trial was not achieved because of limitations in our study design and time allotted for data collection, which will inform the design of future trials moving forward. We gathered pre- and poststudy clinical measures of anxiety, depressive symptoms, and psychological distress, but could not accurately interpret these data owing to the small sample size.

While the limited sample size also restricts our ability to draw broad conclusions from the thematic analysis, the quotes provide rich context to reflect patient experiences of the intervention. An unexpected finding was that participants felt empowered by contributing to research and were eager to offer feedback. Voluntary participation in inpatient research projects may stand in psychological contrast to the disempowerment experienced by at least one-third of our participants who were admitted involuntarily. Some participants indicated an intent to download the app on their personal devices after completion of the study and planned to continue to use it after discharge from the
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hospital. If included in discharge planning, such an intervention could serve as a “transitional object” between inpatient and outpatient settings [30].

A core feature of our study was the collaboration between clinician researchers and a peer researcher for recruitment, data collection, and analysis. However, collaborative efforts must occur earlier in the research process to guide research question development and study design [21]. Compiling research teams of diverse stakeholders, including people with lived experience of mental illness, will be key to designing patient-centered research objectives in the historically coercive inpatient setting.

Limitations
Of the 20 randomized participants who withdrew from the study, 7 (35%) had to be withdrawn due to being transferred to another more specialized unit or being discharged. Due to limited research personnel, the study operated on a fixed schedule with a 1-week intervention that started on each Tuesday of 4 consecutive weeks, which contributed to low completion rates. A future study would need to use a rolling-entry design in which enrolled participants would be randomized and start the intervention on the day they provide consent. Although the focus of our study was transdiagnostic use of the MindShift app for anxiety symptoms, no participants in the intervention condition had a primary anxiety disorder, which may have impacted the acceptability of the app that is tailored to people with a primary anxiety disorder diagnosis. The requirement to log on to the app at each use presented an additional barrier compared to typical use on personal devices, where users are only required to log in once upon first use of the app and then remain logged in. Additionally, there were unanticipated logistical challenges, which can be generalized to researching other inpatient technology-based interventions, including requiring a system for tablet sign-out, technical troubleshooting, and a need for policies on the inpatient unit about acceptable use of tablets. In addition to the challenges posed to research, these limitations are also relevant to implementation of app-based therapy for clinical use.

Conclusions
Despite the limitations of this study, our findings support the overall feasibility and acceptability of use of psychotherapeutic apps by inpatients admitted with a variety of psychiatric diagnoses. Specifically, the interactive features of guided meditation and mindfulness in the MindShift CBT app were well-received among our participants. An unintended but important finding was the empowerment described by inpatients from being included in a research study run collaboratively by peer and clinician researchers. Our feasibility trial adds to the limited literature on the use of digital psychosocial interventions on acute psychiatric wards. These interventions could be particularly useful in acute transdiagnostic inpatient settings where tablets or mobile devices are already available, or when traditional group-based psychosocial interventions are not practical (ie, when patients are on infection control precautions). However, it is unclear whether investing in technology-based psychosocial interventions for psychiatric inpatient units would be universally appropriate, or whether these are reasonable substitutes for existing psychosocial treatments. Potential future directions for research include exploring gaps in knowledge about the efficacy of this type of inpatient intervention; exploration of the use of other apps with psychotherapeutic features that are interactive, such as guided meditation and mindfulness; and head-to-head comparison with standard-of-care inpatient group psychotherapy interventions.

Acknowledgments
We would like to thank the Centre for Addiction and Mental Health Empowerment Council for their support in connecting our peer and clinician researchers.

Conflicts of Interest
LR sits on the Scientific Advisory Committee for Anxiety Canada and receives funding from Anxiety Canada to study the MindShift CBT app. He reviewed and provided feedback on the draft manuscript but did not provide input toward study design, data collection, or analysis. BHM holds and receives support from the Labatt Family Chair in Biology of Depression in Late-Life Adults at the University of Toronto. He also receives compensation from the Department of Psychiatry, University of Toronto, and the Centre for Addiction and Mental Health (CAMH), Toronto, Canada.

Multimedia Appendix 1
CONSORT (Consolidated Standards of Reporting Trials) checklist.
[PDF File (Adobe PDF File), 1218 KB - formative_v6i11e38460_app1.pdf ]

Multimedia Appendix 2
User experience questionnaire.
[DOCX File, 16 KB - formative_v6i11e38460_app2.docx ]

References


Abbreviations
CAMH: Centre for Addiction and Mental Health
CBT: cognitive behavioral therapy
CONSORT: Consolidated Standards of Reporting Trials
CSQ-8: Client Satisfaction Questionnaire
DASA: Dynamic Appraisal for Situational Aggression
GAD-7: Generalized Anxiety Disorder scale
K10: Kessler Psychological Distress Scale
PHQ-9: 9-item Patient Health Questionnaire
TAU: treatment as usual

Edited by A Mavragani; submitted 02.05.22; peer-reviewed by I Choi, A Pencer; comments to author 23.08.22; revised version received 13.09.22; accepted 29.09.22; published 02.11.22.

Please cite as:
Sharma G, Schlosser L, Jones BDM, Blumberger DM, Gratzer D, Husain MO, Mulsant BH, Rappaport L, Stergiopoulos V, Husain MI
Brief App-Based Cognitive Behavioral Therapy for Anxiety Symptoms in Psychiatric Inpatients: Feasibility Randomized Controlled Trial
JMIR Form Res 2022;6(11):e38460
URL: https://formative.jmir.org/2022/11/e38460
doi:10.2196/38460
PMID:36322113

©Gaurav Sharma, Lisa Schlosser, Brett D M Jones, Daniel M Blumberger, David Gratzer, M Omair Husain, Benoit H Mulsant, Lance Rappaport, Vicky Stergiopoulos, Muhammad Ishrat Husain. Originally published in JMIR Formative Research (https://formative.jmir.org), 02.11.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
Internet-Based Intervention Compared to Brief Intervention for Smoking Cessation in Brazil: Pilot Study

Nathalia Munck Machado1,2*, PhD; Henrique Pinto Gomide3*, PhD; Heder Soares Bernardino4*, PhD; Telmo Mota Ronzani2*, PhD

1Department of Population Health, University of Kansas Medical Center, Kansas City, KS, United States
2Department of Psychology, Universidade Federal de Juiz de Fora, Juiz de Fora, Brazil
3Department of Education, Universidade Federal de Viçosa, Viçosa, Brazil
4Department of Computer Science, Universidade Federal de Juiz de Fora, Juiz de Fora, Brazil

*all authors contributed equally

Corresponding Author:
Nathalia Munck Machado, PhD
Department of Population Health
University of Kansas Medical Center
3901 Rainbow Blvd
Kansas City, KS, 66160
United States
Phone: 1 8163287381
Email: nmachado@kumc.edu

Abstract

Background: Smoking is still the leading cause of preventable death. Governments and health care providers should make available more accessible resources to help tobacco users stop.

Objective: This study describes a pilot longitudinal study that evaluated the efficacy of an internet-based intervention compared to the brief intervention for smoking cessation among Brazilians.

Methods: Eligible participants were recruited and randomly allocated to one of the two interventions. Measures were drawn by comparing cessation rates, motivation scores, and sought treatment between groups, assessed 1 and 3 months after the intervention. Inferential analysis was performed to compare the participants’ characteristics, and the intention to treat was calculated.

Results: A total of 49 smokers were enrolled in this study (n=25, 51% in the brief intervention group; n=24, 49% in the internet-based intervention group). Mean age was 44.5 (SD 13.3) years; most were male (n=29, 59.2%), had elementary school (n=22, 44.9%), smoked 14.5 cigarettes per day on average (SD 8.6), and had a mean score of 4.65 for nicotine dependence and 5.7 for motivation to quit. Moreover, 35 (71%) participants answered follow-up 1, and 19 (39%) answered follow-up 2. The results showed similar rates of cessation and reduction for both intervention groups.

Conclusions: The internet-based intervention was slightly more effective for smoking cessation, while the brief intervention was more effective in reducing the number of cigarettes smoked per day. This difference was small and had no statistical significance even after adjusting for intention-to-treat analysis. These results should be interpreted with caution, especially due to the small sample size.

(JMIR Form Res 2022;6(11):e30327) doi:10.2196/30327
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Introduction

Smoking is the leading cause of cancer, preventable death, and disability worldwide, causing around 8 million deaths per year [1]. Overall mortality among smokers is about 3 times higher than never smokers [2]. Despite the severe health risks, 1.3 billion people are still smokers worldwide [1]. Of these, about 80% live in low- and middle-income countries where the burden
of tobacco-related illness and death is even more significant [1]. In Brazil, 12.6% of the adult population smokes—15.9% men and 9.6% women [3]. Smoking is responsible for more than 161,853 deaths per year in Brazil, equivalent to 443 deaths per day and 13% of all deaths in people older than 35 years [4].

Several health promotion methods are used for smoking prevention and cessation [5]. However, it is well reported that professional counseling combined with pharmacotherapy is the most effective treatment for smoking cessation [6]. However, due to the high cost of face-to-face treatments, less costly and effective treatment forms can help address the treatment demand. Moreover, the governments and health care providers should make available more accessible resources to help tobacco users stop, as suggested by the World Health Organization Framework Convention on Tobacco Control, Article 14 [7].

Brief advice can significantly increase the odds of quitting [8]. The brief intervention (BI) based on the motivational interview integrates different strategies to increase motivation to change behaviors [9]. BI has better results than simple counseling, especially among those not ready to quit smoking [10], and it is considered a cost-effective strategy for smoking cessation [8,11,12]. There is good evidence of BI effectiveness provided by a therapist, such as advice from a doctor, and it yields a quit rate of 13.4% [6].

The internet can reach many people and has great potential to provide behavior change interventions to them at a low cost [13]. Internet-based interventions are attractive due to their low cost, convenience, and confidentiality [14,15]. These interventions can also reach smokers who might not access in-person support due to limited health care availability or stigmatization. They can provide an opportunity for psychological help to those who could not receive it otherwise [16-18].

Tobacco users have increasingly used web-based resources to search ways for smoking cessation, with data showing that more than 12 million smokers have used the internet to seek help for quitting in 2017 [19]. The effectiveness of internet-based interventions is well established, with reported quit rates ranging from 12.8% to 14.3% [20,21], and the available evidence is already enough to justify its use for smoking cessation [13,22,23].

Digital technology has been evolving rapidly, requiring it to be updated and refined after evaluative trials to not become obsolete and less attractive when available outside research contexts [24]. People can, however, use digital health interventions differently in real-world contexts compared to the conditions of the studies [25]. For these reasons, in addition to evaluating the viability and effectiveness of the interventions in clinical contexts, it is essential to examine the use of digital interventions in real-world contexts. In this matter, this study aimed to evaluate the efficacy of a computerized intervention compared to the brief intervention (face-to-face intervention) for smoking cessation among Brazilians in a real-world context.

### Methods

#### Participants

Participants were recruited from the Federal University of Juiz de Fora and a city-owned company in Juiz de Fora (Brazil). Potential participants were identified through flyers and company meetings and were contacted and invited individually to participate in a smoking cessation program. Eligibility criteria were currently smoking and aged 18 years. Exclusion criteria were participating in smoking cessation treatment at the time of the study. The participants completed an eligibility screening and provided written informed consent.

#### Ethics Approval

This study was approved by the Human Research Ethics Committee of the Federal University of Juiz de Fora (CAEE: 84446218.4.0000.5147).

#### Sample Size

Studies suggest a minimum sample size of 12 subjects per treatment arm [26] or at least 30 [27] to 70 participants [28] in pilot trials based on the rules of thumb. In this study, recruitment was terminated when there was no more flow of participants to be recruited.

#### Study Design and Interventions

Eligibility criteria were checked at baseline, and participants who met the criteria were randomized on a 1:1 ratio using a uniformly distributed random number generator. Participants were allocated to one of the following two intervention arms: (1) the life without tobacco (LWT) web-based intervention [29] or (2) the face-to-face BI. These two interventions are described below.

#### LWT Intervention

This is an open-source web intervention available in 7 languages. It was developed based on scientific research and treatment protocols to offer psychoeducation to smokers [29]. Information about smoking management is based on the “Treating tobacco use and dependence - 2008 update” guidelines [6]. The intervention is divided into the following three stages: (1) “Is it worth stopping?”—intended for smokers who are not yet confident about attempting to quit; (2) “Ready to quit?”—intended for smokers confident in attempting to quit; and (3) “Have you stopped?”—intended for smokers who have gone through the previous phase or relapsed.

Educational content includes information about the consequences of tobacco use and the benefits of quitting, effective cessation methods and medications, nicotine dependence, and comorbidities related to smoking. The main objective of the intervention is to develop a personalized plan to stop smoking, which focuses on preparing to choose a quit date, coping with slips, and preventing relapse. After selecting the stop date, the user receives a follow-up by email for 12 months.

#### Face-to-face BI

BI involves opportunistic advice, discussion, negotiation, and encouragement. It is a structured, focal, and objective
intervention strategy focused on behavior change [30]. A protocol was developed including the following essential elements of the BI process aimed at users of psychoactive substances [31]: screening, feedback, setting goals, discussing the pros and cons of use, counseling, and development of the patient’s self-efficacy. The intervention was based on the Stages of Change Model, considering the stage of change in which the participant was [32]. The protocol was printed to be followed during the intervention to make the BIs as similar as possible. The intervention was performed in a single session of approximately 20 minutes. The objectives were the same as those of the web-based intervention—developing a personalized plan to stop, setting up a quit date, helping smokers cope with slips, and preventing relapses.

Measures
At baseline, a questionnaire was performed before the intervention. The questionnaire consisted of the following measures:

- Measures of demographic characteristics, which include age, sex, level of education, and health insurance.
- Measures related to smoking history, which include questions about the type of tobacco product used, the number of cigarettes smoked per day, use frequency, age of use initiation, attempts to quit, and methods to quit.

The Fagerström Test for Nicotine Dependence [33] is a standard instrument for assessing nicotine dependence. The test consists of 6 items with scores ranging from 0 to 10, which permit the classification of nicotine dependence into the following five levels: very low (0 to 2 points); low (3 to 4 points); moderate (5 points); high (6 to 7 points); and very high (8 to 10 points).

The Contemplation Ladder assesses the readiness to consider smoking cessation based on the individual’s motivational stages for change [34]. It consists of a single question with a response range from 1 to 10; higher scores mean higher motivation.

The Patient Health Questionnaire-9 (PHQ-9) assesses the degree of depression severity through nine items directly based on the nine diagnostic criteria for major depressive disorder in the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition [35]. The final score ranges from 0 to 27 and can be classified into the following five levels: minimal depression (1 to 4 points); mild depression (5 to 9 points); moderate depression (10 to 14 points); moderately severe depression (15 to 19 points); and severe depression (20 to 27 points).

The Alcohol Use Disorders Identification Test is a 3-question screen that can help identify hazardous drinkers or those who have alcohol use disorders [36]. It is scored on a scale of 0-12 points. In men, a score of 4 points or more is considered positive for alcohol misuse; in women, a score of 3 points or more is considered positive.

At the 30-day follow-up, participants were contacted by phone to know if their smoking status had changed after the intervention. Specifically, they were asked whether they stopped smoking or decreased the number of cigarettes smoked per day, and the Ladder scale was reassessed to compare motivation with the baseline. As a secondary outcome, it was also accessed if they sought intensive treatment for smoking cessation, which was recommended after the intervention. The participants were contacted again at 90 days after the intervention date to assess their abstinence, smoking status, and whether they had sought intensive treatment.

Procedures
After being assigned to one of the two groups, the participants received a brief intervention or were given a tablet to access the life without tobacco website. The researcher was present during access, and the intervention usage and adherence were similar.

Data collection and follow-ups occurred between August 2018 and May 2019. The participants were contacted by phone to fill in a follow-up questionnaire 1 and 3 months after intervention. This process and the final sample size are presented in the flowchart (Figure 1).
Data Analysis
The primary outcome was to assess the efficacy of the intervention through the cessation rate between groups, assessed 1 and 3 months after the intervention. Secondary outcomes involved comparing motivation between baseline and follow-ups and seeking an intensive smoking cessation treatment recommended after the intervention. Because of the possible bias the treatment-seeking individual could have in cessation, we also assessed the association between treatment seeking and cessation.

First, the normality Shapiro-Wilk test was performed, which found that the data distribution was not normal ($P=.01$). Consequently, nonparametric tests were performed for inferential analysis to compare the participants’ characteristics between the two groups. The $P$ value was generated using the Wilcoxon signed-rank test for continuous data and the Fisher exact 2-sided test for nominal variables. For the intention-to-treat analysis, a chi-square test was performed. All participants were included in the analysis. Those who did not respond to the follow-up were treated as smokers. A chi-square test was also used to determine the association between treatment seeking and abstinence. All analyses were performed through the 2020 R software (R Core Team) [37].

Results
Participants’ Characteristics at Baseline
A total of 49 smokers were allocated to one of the two intervention groups, 25 (51%) in the BI group and 24 (49%) in the LWT. The participants were between 21-65 years old (mean age of 44.5, SD 13.3 years). Most of them were male (n=29, 59.2%) and had elementary school as the highest level of education (n=22, 44.9%). Regarding tobacco use history, they smoked an average of 14.5 (SD 8.6) cigarettes per day, and the mean score for nicotine dependence was 4.53, which means low to moderate dependence. Their motivation to quit was 5.75 on average. The number of cigarettes smoked per day ($P=.002$) and the dependence ($P=.02$) were statistically different between groups. The results are presented in Table 1.
Table 1. Differences between participants’ characteristics in the two interventions groups at baseline (N=49).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>BIa (n=25)</th>
<th>LWTb (n=24)</th>
<th>Total (n=49)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>42.9 (14.1)</td>
<td>46.1 (12.5)</td>
<td>44.5 (13.3)</td>
<td>.77</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Male</td>
<td>15 (60)</td>
<td>14 (58)</td>
<td>29 (59)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>10 (40)</td>
<td>10 (42)</td>
<td>20 (41)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Elementary</td>
<td>12 (48)</td>
<td>10 (42)</td>
<td>22 (45)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>5 (20)</td>
<td>9 (38)</td>
<td>14 (29)</td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>3 (12)</td>
<td>4 (17)</td>
<td>7 (14)</td>
<td></td>
</tr>
<tr>
<td>Graduation</td>
<td>5 (20)</td>
<td>1 (4)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td>Health insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Public</td>
<td>14 (29)</td>
<td>13 (27)</td>
<td>27 (55)</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>11 (22)</td>
<td>11 (23)</td>
<td>22 (45)</td>
<td></td>
</tr>
<tr>
<td>Type of tobacco product (cigarettes), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>20 (41)</td>
<td>22 (45)</td>
<td>42 (86)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of use initiation, mean (SD)</td>
<td>17.4 (3.1)</td>
<td>15.7 (3.0)</td>
<td>16.6 (3.1)</td>
<td>.44</td>
</tr>
<tr>
<td>Cigarettes per day, mean (SD)</td>
<td>12.4 (8.2)</td>
<td>16.7 (8.7)</td>
<td>14.5 (8.6)</td>
<td>.002</td>
</tr>
<tr>
<td>Frequency of use (daily), n (%)</td>
<td>23 (47)</td>
<td>23 (47)</td>
<td>46 (94)</td>
<td>.99</td>
</tr>
<tr>
<td>Attempt to quit (yes), n (%)</td>
<td>13 (27)</td>
<td>12 (25)</td>
<td>25 (51)</td>
<td>.92</td>
</tr>
<tr>
<td>Methods to quit, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>Counseling</td>
<td>3 (0.06)</td>
<td>2 (0.04)</td>
<td>5 (0.1)</td>
<td></td>
</tr>
<tr>
<td>Nicotine replacement therapy</td>
<td>2 (0.04)</td>
<td>0 (0)</td>
<td>2 (0.04)</td>
<td></td>
</tr>
<tr>
<td>Non-nicotine medications</td>
<td>1 (0.02)</td>
<td>0 (0)</td>
<td>1 (0.01)</td>
<td></td>
</tr>
<tr>
<td>Combination of methods</td>
<td>2 (0.04)</td>
<td>3 (0.06)</td>
<td>5 (0.10)</td>
<td></td>
</tr>
<tr>
<td>Dependence, mean (SD)</td>
<td>4.1 (2.3)</td>
<td>5.0 (1.8)</td>
<td>4.5 (2.1)</td>
<td>.02</td>
</tr>
<tr>
<td>Motivation to quit, mean (SD)</td>
<td>5.7 (1.7)</td>
<td>5.8 (2.1)</td>
<td>5.6 (1.9)</td>
<td>.79</td>
</tr>
<tr>
<td>Depression (PHQ-9c), mean (SD)</td>
<td>15.4 (5.9)</td>
<td>16.3 (5.3)</td>
<td>15.9 (5.64)</td>
<td>.67</td>
</tr>
<tr>
<td>Alcohol (AUDIT-Cd), mean (SD)</td>
<td>4.2 (3.1)</td>
<td>4.9 (3.4)</td>
<td>4.6 (3.2)</td>
<td>.36</td>
</tr>
</tbody>
</table>

aBI: brief intervention.
bLWT: life without tobacco.
cPHQ-9: Patient Health Questionnaire-9.
dAUDIT-C: Alcohol Use Disorders Identification Test.

Follow-up 1

A total of 35 (n=16, 46% LWT vs n=19, 54% BI) answered the first follow-up questionnaire (35/49, 71%). Of these 35 participants, 3 (9%) had stopped smoking (n=2, 6% LWT vs n=1, 3% BI), and 21 (63%) had reduced the number of cigarettes per day (n=8, 23% LWT vs n=13, 37% BI) by 55.5% on average. Moreover, 11 (31%) participants had not quit smoking (n=6, 17% LWT vs n=5, 14% BI). This difference was not statistically significant in both complete case analysis ($\chi^2 =1.367, \ P=0.50$) and intention to treat analysis ($\chi^2 =1.864, \ P=0.39$). The results of the first follow-up are presented in Figure 2.

There was a slight increase in the baseline average of 5.75 to 6.14 (SD 2.11) in the 30-day follow-up regarding motivation to quit smoking. Separated by group, the average score was 6.18 (SD 2.28) for the LWT group and 6.10 (SD 2.02) for BI ($\chi^2 =9.479, \ P=.39$). A total of 6 people reported seeking intensive treatment for smoking cessation after the intervention, 5 (83%) in the BI group versus 1 (17%) in the LWT group. However, this difference was not statistically significant ($\chi^2 =1.221, \ P=.27$). Regarding the association between seeking treatment and cessation, of the 3 people who reported quitting smoking, 1 (33%) had sought treatment, with no significant difference between groups ($\chi^2 =0.462, \ P=.79$).
Three months after the intervention, 19 (19/49, 39%) participants (n=10, 53% LWT vs n=9, 47% BI) completed the second follow-up. A total of 9 people continued to decrease the number of cigarettes smoked daily (22% additional reduction on average; n=3, 33% LWT vs n=6, 67% BI); 6 people did not quit (n=3, 50% LWT vs n=3, 50% BI), and 1 participant relapsed and returned to smoking (LWT). Additionally, 3 people had quit smoking (n=2, 67% LWT vs n=1, 33% BI). This difference was not statistically significant ($\chi^2 = 2.287, P = .52$). The results of the intention-to-treat analysis regarding cessation measures also did not demonstrate statistical significance between the intervention groups ($\chi^2 = 1.340, P = .51$). Moreover, 3 participants reported seeking for intensive smoking cessation treatment (n=1, 33% LWT vs n=2, 67% BI). Of the 3 people who reported quitting smoking, no one had sought treatment, with no significant difference between groups ($\chi^2 = 2.1, P = .55$). The results of the second follow-up are presented in Figure 3.

The results of the intention-to-treat analysis regarding cessation measures also did not demonstrate statistical significance between the intervention groups in both follow-ups ($\chi^2 = 1.864, P = .39$ for follow-up 1; $\chi^2 = 1.340, P = .51$ for follow-up 2).
Discussion

This study showed similar rates of cessation and reduction for both BI and internet-based groups. According to the follow-up results, the internet-based intervention seems slightly more effective for smoking cessation. By contrast, the brief intervention was more effective in reducing the number of cigarettes smoked per day. However, because this difference was not statistically significant and the sample size is small, these results should be interpreted cautiously.

Characteristics of Sample

One result that differs from the literature [38,39] is that our sample included more men than women. Although the smoking prevalence is higher among men [40], women are more likely to seek smoking cessation approaches [41]. However, this result may be due to the higher prevalence of male workers where the intervention was carried out.

Compared to another study that assessed demographic characteristics of Brazilian smokers [42], smokers in this study were slightly younger (average 44 years old versus 49 years old). However, the age was consistent with another study that pointed out that younger smokers are more likely than older smokers to try to quit smoking [43]. They also smoked fewer cigarettes per day (an average of 14.5 cigarettes per day versus 20 cigarettes per day). As about half of the smokers in this sample have already tried to quit smoking, this lower average number of cigarettes per day may reflect these attempts, resulting in a decrease in daily consumption.

Most of the smokers in this sample have elementary school as the highest level of education, which is consistent with the smoking literature that points out the relation between lower levels of education and higher cigarette smoking rates [44,45].

Although almost all the variables were similar between the two groups, the number of cigarettes smoked per day, and the nicotine dependence differs, with the LWT group having a higher average of cigarettes per day compared with the BI group. The LWT group had a higher average of cigarettes per day than the BI group. The intensity of consumption is strongly associated with the level of nicotine addiction [46], which explains why the level of dependence was also higher in the LWT group. However, due to the small sample size, we could not control this difference in the baseline. As higher levels of nicotine dependence are associated with difficulties in quitting [47], participants in the LWT group may have encountered greater challenges in quitting smoking compared to the BI group. Although the difference in the cessation rate was not significant between the groups, this fact may have an advantage over the internet-based intervention, implying that the web-based intervention can be effective for heavy smokers with a high level of nicotine dependence.

Cessation Rates

This study has found cessation rates of 12% for the internet intervention and 5% through the brief advice after a 1-month follow-up. This was similar to other studies that showed quit rates ranging from 12.8% [21] to 14.3% [20] for interactive and tailored internet-based interventions. A literature review on internet-based interventions [48] also found high rates of smoking cessation when compared to the control group, with studies reporting cessation rates ranging from 1% to 42.8%, depending on the follow-up period. The internet-based intervention has demonstrated effectiveness comparable to other recommended forms of cessation treatment [19]. Given the low rate of smokers using traditional cessation methods [49], these results may imply an increase in the reach of smokers in quitting attempts and in the success rates.

Motivation to Quit Smoking

Regarding the secondary outcome of this study, the motivation score increased slightly in both groups after the intervention was received. Studies also reported that both BI [50] and internet-based intervention [51] increased the motivation score to stop smoking. Motivation is a fundamental prerequisite for a quit attempt [52], and to the contrary, lack of motivation is a fundamental barrier to engagement [53]; thus, both interventions are important tools to increase motivation, and both methods elucidate an attempt to stop smoking.

Seeking for Traditional Treatment to Stop Smoking

Finally, BI was more effective than the internet-based intervention in getting participants who seek intensive treatment to stop smoking, but this difference was not statistically significant. This is consistent with previous studies that found the brief intervention effective in achieving treatment referral for problem drinkers [54]. We found no association between seeking treatment and cessation. Because of the small frequency of participants, more robust analyzes could not be performed. Thus, future studies are necessary to confirm this finding.

This study has some strengths. First, this study evaluated two interventions for smoking cessation among Brazilians in a real-world context. People can use digital health interventions differently in real-world contexts compared to the conditions of the studies [25]. In this way, it is important to examine the use of digital interventions in real-world contexts. Furthermore, despite the small sample size, participation in this research was voluntary, and the participants did not receive any incentive. Besides that, the interventions had reasonable cessation rates, which is also a good indicator that these interventions can be effective in the real world.

This study also has some limitations. First, the sample size is relatively small; therefore, definitive conclusions about the effectiveness of such interventions cannot be made. Although the results are promising on the efficacy of these interventions, future studies should include a larger number of participants for more generalizable conclusions. Another common limitation in longitudinal studies is the decrease in the response rate over the follow-up. Although we made several attempts to contact the participants in this study, some patients were lost to follow-up, which biases the conclusion of the results.

Conclusion

Both interventions were effective in the cessation and reduction of cigarette consumption. This conclusion was based on the cessation rate results, 12% for the internet intervention and 5% through the brief advice after a 1-month follow-up. Although
the results need to be interpreted with caution as it is a pilot study, they point out that it is feasible to carry out a clinical study to measure the real impact of such interventions. In this matter, a larger trial will be necessary to better understand the effectiveness of these interventions for smoking cessation. Future investigations should also include longer follow-up periods to determine the long-term impact of internet-based interventions on smoking cessation.

Implications
Because smokers are not using traditional forms of smoking cessation, new and effective forms to address tobacco treatment are needed. This is the first study to evaluate a web-based intervention for smoking cessation in Brazil. Results showed good evidence of efficacy and pointed out that this intervention may help this population quit smoking. Future research is needed to evaluate long-term abstinence in this population.
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Abstract

Background: People with serious mental illness are disproportionately affected by smoking and face barriers to accessing smoking cessation treatments in mental health treatment settings. Text-based interventions are cost-effective and represent a widely accessible approach to providing smoking cessation support.

Objective: We aimed to identify key factors for adapting text-based cessation interventions for people with serious mental illness who smoke.

Methods: We recruited 24 adults from mental health programs who had a serious mental illness and currently smoked cigarettes or had quit smoking within the past 5 years. We then conducted virtual qualitative interviews between November 2020 and August 2021. Data were analyzed using the rapid thematic analytic approach.

Results: We identified the following 3 major themes: (1) interplay between smoking and having a serious mental illness, (2) social contextual factors of smoking in adults with serious mental illness, and (3) smoking and quitting behaviors similar to the general population. Participants reported barriers and facilitators to quitting across the 3 themes. Within the “interplay between smoking and having a serious mental illness” theme, barriers included smoking to manage stress and mental health symptoms, and facilitators to quitting included the awareness of the harm of smoking on mental health and patient-provider discussions on smoking and mental health. In the “social contextual factors of smoking in adults with serious mental illness” theme, barriers included high social acceptability of smoking among peers. Positive support and the combined social stigma of smoking and having a mental health condition outside of peer groups motivated individuals to quit. Some participants indicated that low exposure to other smokers during the COVID-19 pandemic helped them to engage in cessation efforts. In the “smoking and quitting behaviors similar to the general population” theme, barriers included smoking after eating, having coffee, drinking alcohol, and experiencing negative social support, and facilitators included health concerns, improvement in the general quality of life, and use of evidence-based tobacco treatments when available.

Conclusions: People with serious mental illness often smoke to cope with intense emotional states, manage mental health symptoms, or maintain social bonds. Text message content emphasizing equally effective and less harmful ways for stress reduction and mental health symptom management may improve quit rates in individuals with serious mental illness.

(JMIR Form Res 2022;6(11):e40907) doi:10.2196/40907
People with serious mental illness report a higher smoking prevalence (41%) than people without serious mental illness (14%) \[1,2\]. Unfortunately, most people with serious mental illness who smoke have little or no access to pharmacotherapeutic cessation aids and behavioral approaches, which are the recommended treatments for smoking cessation \[3\]. While mental health treatment settings offer a possibility for engaging people with serious mental illness in smoking cessation, only a minority of them are currently receiving treatment \[4\]. In 2019, 46% of the 52.9 million US adults with any mental illness had received mental health services in the past year \[4\]. Further, many mental health settings do not routinely offer tobacco treatment \[5\]. Alternative approaches to engage and treat people with serious mental illness for smoking cessation are needed.

Text-based interventions are cost-effective and eliminate many barriers to accessing traditional treatments \[6,7\]. Ninety percent of individuals with a mental health diagnosis own more than one mobile device, including a mobile phone, and many report high use of multiple devices \[8\]. In the general population, text-based cessation interventions significantly improve quit rates and use of telephone counseling (ie, Quitline) services \[9\]. Studies have shown the feasibility of text-based cessation interventions in people with serious mental illness who smoke \[10-12\]. However, text-based cessation interventions need to address barriers to quitting that are specific to people with serious mental illness.

In the literature, many factors have been noted for increased tobacco use rates among people with serious mental illness. For instance, people with mental health conditions report using cigarettes to alleviate emotional problems, such as depression and anxiety, stabilize their mood, and relieve stress \[13-15\]. Many of these factors are shared with the general population of people who smoke. However, studies have not fully explored how these factors and mental health conditions intersect to increase tobacco use rates and quitting challenges in people with mental illness. Adapting text-based cessation interventions to address this intersection directly may increase their relevance and effectiveness, and improve engagement among people with serious mental illness who smoke \[16\].

The effectiveness of the text-based messaging intervention being adapted has been demonstrated in a large randomized trial conducted among individuals without serious mental illness \[17,18\]. Our intervention included use of expert and peer-written messages \[19\]. We developed the expert-written messages through an iterative group review process guided by theoretical frameworks and existing smoking cessation guidelines \[3\]. Peer-written messages were written by current and former smokers responding to an online survey. The content of expert messages was more “biomedical” in nature (avoidance, behavioral strategies, and health), while the content of peer messages focused on “social” and “real-life” aspects of smoking (expectations, money, quality of life, attitudes, and friends) \[19\]. The intervention group received motivational text messages weekly for 6 months, and compared with the control group, receiving text messages increased the odds of 7-day point prevalence cessation at 6 months (odds ratio 1.69, 95% CI 1.03-2.8) \[17,18\]. However, these messages do not address barriers associated with serious mental illness.

In this study, we explored tobacco use behaviors and barriers along with facilitators of quitting among 24 people with serious mental illness to identify key factors for adapting a text messaging intervention that addresses their cessation needs. We also detailed a 4-step approach to identify themes from the qualitative interviews that could be a structured process for future text-based intervention developers.

**Methods**

**Study Overview**

We conducted an in-depth qualitative exploration of smoking behaviors, barriers, and facilitators among adults with serious mental illness who currently smoke or quit within the past 5 years.

We used a 4-step approach to identify key themes that will inform the development of text messages targeted at people with mental health conditions. Briefly, the 4-step approach included identifying domains that aligned with key interview questions, summarizing transcript data under each domain, consolidating the data into a matrix, and interactively identifying themes under each domain. We provide details in the data analysis section.

**Study Setting and Participant Recruitment**

Participants were recruited nationally from 3 mental health agencies, most of which are publicly funded (Clubhouses accredited by the International Center for Clubhouse Development \[20\], Thresholds Agency, and Massachusetts Department of Mental Health agencies such as Open Sky). These mental health programs provide services to individuals with various mental health conditions. Services include the opportunity for friendship, employment, housing, education, and access to medical and psychiatric services. Clubhouses are accessed by about 100,000 people with mental health conditions \[21\]. Thresholds is a large community mental health center in Chicago that serves 12,500 adults and youth each year. The Massachusetts Department of Mental Health programs and Clubhouses affiliated with Clubhouse International provide various clinical and nonclinical services to adults with serious mental illness.

We recruited 24 adults with serious mental illness through virtual information sessions administered by a research coordinator. Individuals were eligible to participate if they (1) were 18 years or older, (2) were currently smoking cigarettes
or had quit within the past 5 years, (3) were willing and able to provide consent, and (4) were currently receiving services from mental health agencies (ie, Clubhouses, Thresholds Agency, and Massachusetts Department of Mental Health agencies such as Open Sky). We excluded pregnant individuals or those attending correctional programs (ie, prisoners).

**Ethical Considerations**

Potential participants provided contact information to the research coordinator, who set up one-on-one virtual meetings to provide more information about the study. Those interested in participating provided informed electronic consent (e-consent) before enrollment into the study. Electronic signatures were captured using the Research Electronic Data Capture e-consent framework. Participants received a US $15 Amazon electronic gift card for the study. This project was approved by the ethics review boards at the Department of Mental Health in Massachusetts and the University of Massachusetts Chan Medical School (reference number: H00019687_3).

**Interview Guide Development**

The interview guide was developed by researchers with expertise in mental health and tobacco use based on prior literature [22-24]. The interview guide was structured using domains that aligned with the interview questions and the overall study objective of developing text messages for people with serious mental illness. We chose the approach outlined in *Rapid qualitative inquiry: A field guide to team-based assessment* by James Beebe [25] to generate the domains explored in our study. Informed by the literature, the research team identified the key factors that would be the most meaningful in informing the implementation aspects of a smoking cessation study. Such factors included the context in which individuals with serious mental illness smoked, barriers and facilitators to quitting, and how one’s mental health diagnosis may influence their smoking habits. These factors guided the formulation of the key research questions/interview guide, which shaped our study domains.

The final interview questions broadly focused on motivations, beliefs, and barriers and facilitators to smoking or quitting. We also asked about smoking triggers or cues; symptoms of tobacco dependence; previous experiences reducing or stopping smoking, including use of and barriers to evidence-based cessation; and the role of interpersonal relationships in smoking cessation. During the interviews, we prompted participants to reflect on how their diagnosis has influenced their smoking behaviors and quitting experiences. The specified 9 domains that aligned with these questions included the context in which participants smoked, smoking triggers, reasons for smoking, barriers to active quitting, facilitators of active quitting, mental health-specific quitting strategies, mental health-specific facilitators of quitting maintenance, and the influence of the COVID-19 pandemic on smoking.

We refined the interview guide based on feedback from a stakeholder advisory panel of 9 adults with serious mental illness who also currently smoked or had quit within the past 5 years. Panel members were recruited from the same mental health agencies as study participants to ensure the representativeness of the study population.

**Data Collection**

Two trained researchers conducted the qualitative interviews using a semistructured interview guide via Zoom video conference software (Zoom Video Communications Inc). Interviews were conducted between November 2020 and August 2021, and lasted for 30 to 40 minutes. All interviews were audio recorded, deidentified, and professionally transcribed. In addition to the qualitative interview, participants completed a baseline questionnaire that captured demographic information (eg, age, sex, race/ethnicity, and educational level) and smoking behavior or history of those who recently quit.

**Data Analysis**

We used the rapid thematic qualitative analytic approach to analyze qualitative data. This rapid approach is a team-based qualitative inquiry that uses triangulation and iterative data analysis to quickly develop a preliminary understanding of a situation from the insider’s perspective [25-27]. This approach to data analysis provided insights into the context in which participants smoked and their attitudes and beliefs toward quitting smoking.

The 4-step process is as follows:

1. We used the domains developed in the interview development step to create a transcript summary template in Microsoft Word (Microsoft Corp). The summary template was structured so that each section on the template corresponded to a domain. The summary template guided the analysis team in mapping each participant’s responses to the corresponding domain.

2. We performed a “test drive” to assess the domains’ usability, relevance, and consistency. In this step, 2 coders (CSN and IAL) used the template to summarize the same transcript to evaluate whether the specified domains were identifiable in the data and to check for consistency across coders in capturing the domains. We modified the template based on feedback from the rest of the research team (RSS, MD, AK, and CEM) before testing with a second transcript. Once consistency was established, we divided the transcripts equally across the 2 coders and summarized the transcripts using the modified template.

3. We transferred transcript summaries into a matrix. We placed information from the 24 transcript summaries into a Microsoft Excel matrix. The transcript summaries were put into a matrix to analyze each domain’s depth and breadth of data [25]. Each column in the Excel document represented a prespecified domain, and the rows represented study participants. The cells in the Excel document contained summarized responses from each study participant that corresponded to a specific domain.

4. We identified study themes and subthemes using the matrix. Themes were identified within each domain. The research team collaboratively and iteratively reviewed, discussed, and sorted the data to refine the initial themes and subthemes, and highlight the most salient quotes. The research team members provided multiple perspectives; a triangulation (investigator triangulation [28]) approach was designed to increase the findings’ reliability. In addition to investigator triangulation, we used the peer-review approach...
Results

Participant Characteristics

Participant characteristics are presented in Table 1. Most participants were between 36 and 54 years old (11/24, 46%) and male (15/24, 63%). About half self-identified as non-Hispanic White (13/24, 54%) and had a high school education (13/24, 54%). More than half (10/17, 59%) of the participants who were currently smoking had made a quit attempt in the past year. A high proportion (20/24, 83%) of study participants owned a cell phone or smartphone, and a majority (19/20, 95%) of those who owned a cell phone or smartphone often used it to send and receive text messages (Table 1).

[29], in which a researcher (MMK) who was not involved in data collection reviewed the evidence that supported the interpretation of the data and conclusions. The final themes highlight the views and experiences with using family or peer support for smoking cessation and considerations for support of cessation interventions. A brief descriptor (subtheme) of what participants reported is provided within each theme. Each of these themes will inform the text message content.
Table 1. Sociodemographic characteristics of the study participants.

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Value (N=24), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>9 (37%)</td>
</tr>
<tr>
<td>36-54</td>
<td>11 (46%)</td>
</tr>
<tr>
<td>55-65</td>
<td>4 (17%)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (63%)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (33%)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>1 (4%)</td>
</tr>
<tr>
<td><strong>Race and ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>13 (54%)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>5 (21%)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (25%)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Some high school/high school graduate</td>
<td>13 (54%)</td>
</tr>
<tr>
<td><strong>How hard is it for you (and your family) to pay for medical care?</strong></td>
<td></td>
</tr>
<tr>
<td>Very hard</td>
<td>3 (12%)</td>
</tr>
<tr>
<td>Somewhat hard</td>
<td>4 (17%)</td>
</tr>
<tr>
<td>Not very hard</td>
<td>16 (67%)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>1 (4%)</td>
</tr>
<tr>
<td><strong>Do you take medication for your mental health?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23 (96%)</td>
</tr>
<tr>
<td><strong>Do you currently smoke?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (71%)</td>
</tr>
<tr>
<td>Past 12 months quit attempts among those who currently smoke (N=17)</td>
<td>10 (59%)</td>
</tr>
<tr>
<td><strong>Past 30-day electronic cigarette use</strong></td>
<td></td>
</tr>
<tr>
<td>Every day or some days</td>
<td>6 (25%)</td>
</tr>
<tr>
<td>Not at all</td>
<td>18 (75%)</td>
</tr>
<tr>
<td><strong>Is smoking allowed where you live?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (83%)</td>
</tr>
<tr>
<td><strong>Besides yourself, does anyone who lives with you smoke cigarettes now?a</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>16 (70%)</td>
</tr>
<tr>
<td>Yes</td>
<td>7 (30%)</td>
</tr>
<tr>
<td><strong>Do you own a cell phone or smartphone?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (83%)</td>
</tr>
<tr>
<td><strong>Do you ever use your cell phone to send or receive text messages? (N=20)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (95%)</td>
</tr>
</tbody>
</table>

*a*Information is missing for 1 participant.

Factors for Adapting Text-Based Interventions for People With Serious Mental Illness Who Smoke

We found 3 major themes that provided insights into the experiences of quitting smoking in people with serious mental illness. The themes included interplay between smoking and having a serious mental illness, social context of smoking, and similarities in smoking and quitting behaviors between the participants and the general population (Table 2). There were barriers and facilitators within each theme, as presented below.
Table 2. Factors for adapting text-based interventions for people with serious mental illness who smoke.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Theme 1: Interplay between smoking and having a serious mental illness</th>
<th>Theme 2: Social contextual factors of smoking in adults with serious mental illness</th>
<th>Theme 3: Smoking and quitting behaviors similar to the general population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking patterns</td>
<td>Smoking occurs when anxiety, stress, depression, or nervousness is heightened</td>
<td>Individuals tend to smoke with friends and at social events (or parties)</td>
<td>Smoking is habitual; usually done after eating or having coffee, or when drinking alcohol</td>
</tr>
<tr>
<td>Reasons for smoking</td>
<td>Smoking is perceived to improve mood and reduce anxiety</td>
<td>Smoking is perceived to help with social interactions or be part of social activities</td>
<td>Stress management</td>
</tr>
<tr>
<td>Motivations to quit smoking</td>
<td>Negative impact on mental health</td>
<td>The social stigma associated with being a smoker and having a mental health condition</td>
<td>Motivated to quit for esthetic reasons</td>
</tr>
<tr>
<td>Challenges of quitting</td>
<td>Ways to manage mental health when quitting</td>
<td>Socially acceptable or rewarding to smoke</td>
<td>Negative or counter-productive support</td>
</tr>
<tr>
<td>Facilitators of quitting</td>
<td>Mental health care providers</td>
<td>Positive social support</td>
<td>Boredom and cigarette sharing</td>
</tr>
<tr>
<td>Impact of the pandemic on quitting</td>
<td>Smoking continued in part as a coping response to the stress/anxiety of the pandemic</td>
<td>Lower levels of exposure to other individuals who smoke facilitated cessation</td>
<td>The pandemic did not add to the motivation to quit for those who perceived their risk of COVID-19 to be low</td>
</tr>
</tbody>
</table>

**Theme 1: Interplay Between Smoking and Having a Serious Mental Illness**

**Barriers**

Individuals often smoked when mental health symptoms (such as feelings of anxiety, stress, or nervousness) were heightened, and the perception was that smoking helped with these symptoms.

Participants said:

*Because I know that when I'm having a bipolar episode, and I started having voice issues and more paranoia and stuff like that, something about having a cigarette just calms it down.* [Female, 45-54 years old, currently smokes]

*Anytime, like anytime someone raised their voice with me. Anytime I thought I might be in trouble. Anytime I had to get something done, but time was short. Anytime I had to make a phone call. Phones always used to cause me anxiety. Anytime I had to... Gosh, the exhaustion of having to make dinner. Oh, my gosh. I better just go smoke, you know?* [Female, 35-44 years old, recently quit]

One participant who found smoking helpful in managing mental health symptoms said:

*I mean any time that I get depressed, I'm able to like to go out and have a cigarette. And it just seems like as I'm smoking, like all my worries just go away because it's letting me calm down rather than getting worse.* [Female, 21-23 years old, currently smokes]

Smoking continued in part as a coping response to the stress and anxiety induced by the COVID-19 pandemic.

*When COVID hit, it just made it worse. I wanted to drink. I'm trying to drown my sorrows away. Like I'm depressed. I'm sad for the people that's like literally dying. They didn't... You know what I'm saying? They didn't think it was going to be their time yet. It was just so much death. Everybody was getting sick. It made it intensify. Like, oh, my God. I gotta smoke. I gotta have a drink. I gotta smoke. You know what I'm saying? Like I gotta have a cigarette. I'm stressed out. The world's stressed out. The world's goin' crazy. The world's ending! Like it has affected me. I'm not gonna lie.* [Female, 30-34 years old, currently smokes]

**Facilitators**

Participants were motivated to stop smoking due to the awareness of the negative impact of smoking on their mental health. Specifically, 2 participants said:

*So, it wrecks my health, because my mental health and my physical health are very, very intertwined. So, I turn into an anxious monster because the moment I extinguish a cigarette, my body goes into withdrawal, and I just want another cigarette. And then I'm looking and hunting for that, which for me produces a lot of anxiety.* [Female, 35-44 years old, recently quit]

*I think sometimes it makes [mental health diagnosis] worse. Yeah, the smoking makes like my anxiety worse sometimes, also. cause it gets my heart goin’. And then if I can't like to control my breathing, but then sometimes it's also the opposite of where it just takes me away from everything.* [Male, 24-26 years old, currently smokes]

Although managing mental health symptoms during cessation was a significant barrier to successful quitting, participants found that speaking with their mental health care provider helped them navigate the quitting process better.
I even tried Chantix, which my psychiatrist was very wary about prescribing me because of my history with suicidality. But I was, like, in a really good place now. And you know, I'm always honest about my feelings. So, can we give it a try? And then if it does make my symptoms worse, we'll just take me off of it right away. And I didn't even last seven days on it before I started feeling suicidal. So, I couldn't even take Chantix. [Female, 45-54 years old, currently smokes]

I know at one point we tried Wellbutrin for both mental health and smoking, and that was one I don't think had any effect on me. I am currently waiting to see if quitting smoking has an effect on my sleep, which would then have an effect on my psychiatric sleep medication. But we haven't quite got there yet because I have to get off some of my Chantix to be able to see that. So that's the big one that we're waiting to see if my sleep gets better now that I'm not smoking because that smoking causes some bad sleep apnea. [Female, 35-44 years old, recently quit]

Theme 2: Social Contextual Factors of Smoking in Adults With Serious Mental Illness

The social context played a vital role in the smoking and quitting behaviors of people with serious mental illness.

Barriers

Smoking seemed socially acceptable among peers and was viewed as a social bonding activity.

Individuals often smoked during social gatherings. Participants said:

Yeah, when you go out there, there's like two or three picnic tables in the winter or the summer, and there's like maybe 10 smokers or 15 smokers. So, you join in with the crowd and you don't feel left out. I feel more blended in with them because they smoke. [Male, 55-65 years old, recently quit]

If I'm trying to have a conversation, I feel a little uneasy without a cigarette, but I'm getting much better about that. But it used to be, if I am, you know, out on a patio with friends, it doesn't feel right unless I'm smoking. I'm getting better with that. But yeah, social situations. A cigarette always makes you feel like you've got your best friend there. [Female, 35-44 years old, currently smokes]

Smoking seemed socially rewarding. Some individuals used smoking to feel socially included or make friends. Participants said:

Obviously, smoking cigarettes can start friendships or bring people together in the first place because you might be out somewhere. Say you're going to a bar or something and you go outside, and everybody's had a few, and then you smoke a cigarette. You might get to know somebody you don't. [Male, 35-44 years old, recently quit]

I know there were certain times I met people because we'd go... I'd go to smoke, and they were there, and it was like oh, I didn't know you smoked. Oh, hi. Hi. And then suddenly, you're friends. But there are better ways to meet people. So, see everything I say is really over time I've learned that there really is no good reason to smoke. Not that I shame anyone for doing it. [Female, 35-44 years old, recently quit]

Facilitators

Participants were motivated to stop smoking due to the existing social stigma of smoking outside their peer networks and viewed positive support as a facilitator to quitting smoking. For instance, 1 smoker indicated that the social stigma of smoking, when added to the stigma of having a mental illness, was a motivator to stop smoking.

There's a stigma with smokers, you know? And there's a stigma with mental illness. I don't like stigma. I don't like labels. I don't like boxes, you know? I'd rather be a nonsmoker in peoples' eyes if I had to choose. [Female, 45-54 years old, recently quit]

Social support also facilitated successful quitting. One participant said:

I think as I just got older, there were just more people in my life, who would say, you know, you should really stop smoking. You know, doctors, family members, friends who didn't smoke. It's just like there were more of those types of people in my life. And so, even though I didn't necessarily listen to them right then and there. In a way, I really did listen to them. I just kinda put it into the back of my mind. And I just eventually was like, you know, you don't really need this. [Male, 45-54 years old, recently quit]

While some participants responded that social isolation increased their smoking behaviors, those who had low exposure to other smokers due to social distancing were able to engage in cessation efforts.

I wasn't necessarily even really enjoying it as much. Maybe because I was alone, and there wasn't that like, because of the pandemic, there wasn't that like social component to it, that made it even easier, I guess, to maybe quit I guess. [Male, 45-54 years old, recently quit]

Theme 3: Smoking and Quitting Behaviors Similar to the General Population

There were similarities in smoking and quitting behaviors between people with serious mental illness and the general population.

Barriers (Smoking Behavior)

Similar to the general population, participants tended to smoke out of habit, such as after eating or having coffee, or when drinking alcohol.

It's like clockwork. You have to smoke right after you eat. I don't even know why, I don't even think I did it because of any real craving or anything. It's like something you just become used to doing. [Male, 35-44 years old, recently quit]
Like something about coffee and cigarettes, like I don’t know. For me, they go together well. Like you know, you’re trying to boost your energy up. [Female, 30-34 years old, currently smokes]

Participants also smoked due to boredom or having easy access to cigarettes through friends.

Time, having time. I’ve had to take a lot of time to find other routines and other things to have in my hands. Especially as someone who is unemployed and disabled, it’s like I don’t need to be sitting around smoking. We have to do other things. [Female, 35-44 years old, recently quit]

Because everybody here is smoking, you know, cigarettes. Like there’s a guy here, and he buys, you know, a pound of tobacco at a time. And he’ll roll a bunch, you know, with the tubes. And so he just hands them out. It’s like very communal. [Male, 24-26 years old, currently smokes]

Similar to the general population, negative social support made it challenging to quit. One smoker said:

And then I didn’t really have anybody supporting me in it. I have family telling me that they didn’t think I was gonna succeed. I didn’t have anybody like supporting me, and saying, yeah, you can do it. I didn’t have anyone like that. Just people saying, when are you gonna start smoking again? [Female, 45-54 years old, currently smokes]

**Facilitators (Quitting Experiences)**

However, individuals had concerns about the negative impact of smoking on their physical health and general quality of life, which motivated them to quit smoking.

You know, again, I guess I was thinking down the line like I can’t keep doing this until I’m 40 or 50. And so it was more, again, like thinking of my health down the road, as opposed to right now. And so, it was basically thinking long-term, I can’t keep this up. I don’t want to, you know, have any cancer or risk of heart attack, stroke, or heart disease. [Male, 30-34 years old, recently quit]

In your clothing, in your hair. Everywhere around you, you know. Everything smells like... well, especially you come back home from fresh air from outside, it’s just... or when you came out of shower and you walk in the room, it’s just disgusting. [Male, 55-65 years old, currently smokes]

Participants used evidence-based tobacco treatments and behavioral approaches to quit smoking.

Yeah, I’ve tried Chantix a couple of times. I used to not really believe in the patch or the gum up until, you know, recently. [Male, 24-26 years old, currently smokes]

I have the Nicotrol inhaler. It’s a prescription quit-smoking thing that’s not available over the counter yet for some reason. I’ve tried it with the gum. I’ve tried with the patch. I think the Nicotrol inhaler is more effective because you’re still puffing on something. So the Nicotrol inhaler’s more helpful because you’re puffing on something. So that was the only thing I was ever able to quit with at all. [Female, 45-54 years old, currently smokes]

**Discussion**

**Main Study Findings**

Using the 4-step analytical approach, we identified the following 3 key aspects that can inform the development of text-based cessation interventions for people with serious mental illness who smoke: (1) interplay between smoking and having a serious mental illness, (2) social contextual factors of smoking, and (3) smoking and quitting behaviors similar to the general population. Across the 3 themes, participants reported barriers, motivators, and facilitators to quitting smoking. The variations in the content provided by the participants can facilitate the development of messages that can be implemented in text-based interventions targeted at people with serious mental illness who smoke.

Participants strongly believed that smoking helped manage mental health symptoms and was often used to cope with stress. Stress is often cited as a reason for smoking in individuals with and without serious mental illness [30,31]. However, because stress has a strong positive correlation with mental illness [32], people with serious mental illness may not progress through the stages of change at a rate comparable to that in those without serious mental illness. In addition, the term “stress” could be used as a proxy for mental health symptoms in this patient group. In such a case, smoking could be used as self-medication to alleviate feelings of intense emotions or to feel an immediate sense of relaxation even though individuals are aware of the harmful effects of smoking on their mental and physical health.

Individuals found that speaking with their mental health care provider when quitting helped them navigate the quitting process better. In discussions with their providers, they expressed the impact of tobacco medication (ie, Chantix) on their mental health symptoms. This finding implies that patient-provider discussions regarding smoking and mental health may facilitate successful quitting. Therefore, engaging health care providers when making a quit attempt is essential in this population.

Patient-provider discussions regarding smoking also provide a critical opportunity for health care providers to monitor for smoking/quit-smoking-drug interactions [33] as patients may not be aware of these interactions. Adapting text-based cessation interventions to address barriers to smoking among people with serious mental illness may increase the intervention’s relevance, engagement, and effectiveness. Past text-based cessation interventions have not included content specific to mental health conditions [34]. A systematic review of text-based cessation interventions found that message content focused on increasing self-efficacy and encouraging smokers to quit or maintain their quit status by providing quit tips [34]. This content is very similar to the one we used in our own past studies [35,36]. Currently, text messages used in cessation interventions lack content that highlights mental health symptoms and stress management, and content that emphasizes the need to engage mental health care providers
providers when quitting. Therefore, text messages that offer tips on evidence-based strategies for managing stress, regulating emotions, managing negative affect, and dealing with unhelpful thoughts/anxiety can be a meaningful inclusion in text-based interventions. Messages that serve as reminders to engage mental health care providers when quitting may increase the relevance of text-based cessation interventions in this patient population.

We found a strong tendency to smoke in people with mental health conditions and in the mental health environments in which they were embedded. From our observations, smoking seemed ingrained in all aspects of their social lives. For instance, smoking was perceived as a social bonding activity so much that individuals often perceived smoking as a way to be socially included or form friendships. Given the high level of social acceptance observed in this patient population [24,37], these barriers to quitting smoking extend beyond those experienced by people in the general population who smoke. Recognizing the broader factors that drive smoking rates within the living and social environments of people with serious mental illness can complement existing efforts aimed at helping them quit successfully. A few past text messaging interventions have included messages with content relevant to the social context [38]. The messages are about seeking social support or how to deal with a partner who smokes. Additional content could include messages that denormalize smoking [39], provide alternatives to smoking as a group bonding activity that could counteract the perceived social rewards of smoking, and provide information on how to identify cessation role models.

In addition to the distinct challenges identified by people with serious mental illness, they also face challenges commonly observed among people in the general population who smoke. Participants often smoked out of habit, such as after a meal or while drinking alcohol, due to boredom and having access to cigarettes. They reported similar reasons for quitting, including health benefits, the financial cost of cigarettes, and the general improvement in quality of life. Participants also used evidence-based strategies to quit smoking, including nicotine replacement therapy and tobacco treatment medications. These findings are similar to past study findings [40], which indicate that people with serious mental illness are motivated to quit and can engage in cessation using evidence-based resources, yet they often cannot quit. It is important to modify existing text-based interventions to provide information on mental health service access and to include content that increases antismoking attitudes.

Other researchers have discussed the need for a structured process to support the development of text messages [41]. The approach we used in this paper provided an efficient way to identify key factors that can inform text message development from formative interviews. We chose the rapid qualitative approach over other qualitative data analysis approaches because it provided a systematic way to describe the lived experiences of people with serious mental illness who smoke within each domain (eg, the context in which participants smoked, smoking triggers, reasons for smoking, barriers to active quitting, and facilitators of active quitting).

Limitations

This study had limitations. Our study recruited participants from mental health agencies, who had access to mental health services. In many ways, individuals with access to mental health services could differ from those without access to mental health services regarding smoking behaviors, attitudes toward quitting, and cessation experiences. Targeting people with serious mental illness without access to health services could provide additional insights into these patients’ challenges. Additionally, we relied on self-reported information when assessing smoking status.

Conclusion

People with serious mental illness may experience life stressors more intensely than those without serious mental illness. As a result, they often use smoking to cope with intense emotional states, manage mental health symptoms, or maintain social bonds. Based on our study findings, text message content should be modified to (1) provide information on the effect of smoking on mental health and alternative approaches to managing mental health symptoms, (2) incorporate smoking denormalization strategies that increase antismoking attitudes, and (3) provide healthier alternatives to smoking for social bonding activities. Adapted text-based interventions can ensure that people with serious mental health illness receive the appropriate support to stop smoking.
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Abstract

Background: Research shows that improvements in coping strategies, abstinence self-efficacy, craving, and depression are potential mechanisms of behavioral change (MOBC) in treatments for substance use disorders (SUDs). However, little is known about how these insights regarding MOBC can be applied to SUD treatment settings. One way to facilitate MOBC-informed care in frontline settings could be to measure and monitor changes in MOBC throughout treatment using brief, frequent questionnaires that patients complete by using mobile technologies (e.g., smartphones). The results derived from these questionnaires could potentially be used for clinical monitoring (i.e., measurement-based care) to better understand whether individual patients are experiencing treatment-related improvements on key clinical targets.

Objective: This study evaluated whether brief, weekly MOBC questionnaires completed by patients remotely can potentially provide clinically meaningful information about changes in MOBC in the context of real-world, community-based SUD treatment.

Methods: A total of 30 patients (14/30, 47% female; 13/30, 43% racial or ethnic minority) in a community SUD treatment clinic participated in a pilot study where they were invited to complete brief, weekly questionnaires that assessed various MOBC, including coping strategies, abstinence self-efficacy, craving, depression, and therapeutic alliance. Questionnaires were typically completed remotely via smartphone for up to 6 months; 618 questionnaires were completed in total. Participants also completed longer, psychometrically validated measures of the same MOBC at baseline and 6-month research appointments. Statistical analyses tested whether brief, weekly, remotely completed MOBC questionnaires exhibited characteristics that would be desirable for real-world longitudinal clinical monitoring, including a tendency to detect within-person changes in MOBC over time; cross-sectional and longitudinal associations with longer, psychometrically validated measures completed at research appointments; and similar patterns of associations with 6-month percentage of days abstinent as longer, psychometrically validated MOBC measures completed at research appointments.

Results: The results of this study indicated that the brief, weekly, remotely completed MOBC measures exhibited characteristics that are desirable for clinical monitoring, including a tendency to vary longitudinally (within patients over time) more often than measures of alcohol and drug consumption, generally having medium to large cross-sectional and longitudinal correlations with longer psychometrically validated measures of MOBC completed at research appointments, and generally having similar patterns of association with 6-month percentage of days abstinent from alcohol and drugs as longer psychometrically validated MOBC measures completed at research appointments.

Conclusions: The results of this pilot study provide initial evidence that incorporating brief, weekly, and remotely completed MOBC questionnaires into community SUD treatment may be a viable approach for facilitating MOBC-informed care. Such questionnaires can potentially support measurement-based care by providing meaningful information about within-patient changes in clinical domains that are often directly targeted in SUD treatments and predict long-term substance use outcomes.
Introduction

At least 2 million people receive treatment for substance use disorders (SUDs) annually in the United States [1]. Research has identified several efficacious treatments for SUDs, including behavioral and medication-based treatments [2,3]. To help improve the effectiveness and efficiency of SUD treatments, research has become increasingly focused on identifying the specific mechanisms of behavior change (MOBC) that may be most responsible for driving treatment outcomes [4,5].

Studies show that multiple MOBC—including (but not limited to) increases in substance-related coping skills and abstinence self-efficacy, reductions in craving and depression symptoms, and a strong therapeutic alliance—typically improve during a variety of SUD treatments, and these improvements often predict long-term substance use outcomes [6-19]. Moreover, these MOBC often reflect highly meaningful clinical targets for patients and clinicians; for example, patients may feel distressed by cravings and depression symptoms and often want to improve their coping skills and abstinence self-efficacy.

What remains less understood is how the growing body of MOBC-related findings will be used to improve the treatments that are offered in community-based SUD treatment settings; that is, how can MOBC science be used to help frontline clinicians offer better treatment? Because MOBC are potentially observable indicators of whether SUD treatments are working for individual patients in treatment, it is possible that measuring and monitoring MOBC longitudinally throughout treatment could help clinicians and patients detect whether a treatment is affecting meaningful proximal treatment targets that are associated with long-term outcomes (ie, MOBC). For example, clinicians could routinely administer brief questionnaires to assess different MOBC and then score, graph, and review changes in these measures over time throughout treatment as a form of treatment progress monitoring or measurement-based care [20]. These self-monitoring data could help draw clinical attention toward MOBC and facilitate clinical discussions about factors that may be contributing to changes in MOBC; for example, how specific behavior changes helped a patient increase their abstinence self-efficacy or reduce their depression symptoms. However, many community treatment settings are currently unable to systematically measure and monitor MOBC as a part of routine care. As a result, there are significant limitations to the extent that MOBC-related research findings affect the SUD treatments that patients receive in real-world settings.

To help reduce this gap, we developed a tool designed to facilitate MOBC-informed measurement-based care and pilot-tested its feasibility and usability in a community-based treatment setting [21,22]. The measurement-based care system included a patient-facing brief questionnaire that patients could complete remotely (eg, via smartphone), called the weekly check-in, which included questions assessing MOBC and other domains that clinicians reported as potentially helpful to measure frequently during routine care. The system also included a web-based dashboard for clinicians to review the longitudinal results of their patients’ weekly check-ins. During the clinical pilot, clinicians and patients had high rates of engagement with the system and provided favorable subjective ratings regarding its usability and clinical helpfulness [21].

Despite the high rates of engagement and favorable usability ratings of the weekly check-in [21], it is currently unclear whether brief and remotely completed weekly MOBC assessments could provide quantitatively meaningful data about changes in MOBC during real-world SUD treatment. Therefore, this study provides a preliminary evaluation of such MOBC assessments. If the results of this study indicate that such questionnaires provide quantitatively meaningful information, it would suggest that incorporating brief, remote, and frequent MOBC assessments during community SUD treatment could be a viable approach to facilitating MOBC-informed measurement-based care in real-world settings, which could be further tested in large-scale implementation studies. Specifically, this study evaluates whether brief, weekly, remotely completed MOBC questionnaires completed by patients in community-based treatment exhibited characteristics that would be desirable for real-world longitudinal clinical monitoring, including (1) a tendency to detect longitudinal within-person changes in MOBC over time; (2) cross-sectional and longitudinal associations with longer, psychometrically validated measures completed at research appointments; and (3) similar patterns of associations with 6-month percentage of days abstinent as longer, psychometrically validated MOBC measures completed at research appointments. It was hypothesized that the brief and remotely completed MOBC measures completed on the weekly check-in would vary longitudinally for most patients and that within-patient variability would be more common for measures of MOBC than for measures of alcohol and drug consumption, in part because many patients initiate abstinence from alcohol and drugs before starting SUD treatment [23,24]. It was also hypothesized that the remotely completed MOBC measures would have high cross-sectional and longitudinal associations with longer, psychometrically validated measures completed at baseline and 6-month research appointments, and that MOBC measures completed in both modalities—brief, remotely completed measures on the weekly check-in and longer, psychometrically validated measures completed at research appointments—would have similar patterns of association with 6-month percentage of days abstinent.

Methods

Setting and Participants for Clinical Pilot

In total, 30 participants were recruited from an addiction and mental health treatment clinic in an urban setting in Washington
State, United States. The clinic offered treatment in various formats, including counseling (individual and group), peer recovery support, case management, pharmacotherapy for psychiatric, alcohol, and opioid use disorders, and harm reduction–oriented treatment (ie, for patients with nonabstinent goals). Participants were recruited via handouts that clinicians could give to patients during treatment sessions and flyers that were posted in public spaces within the clinic. Eligibility criteria for the clinical pilot included being enrolled in SUD treatment, receiving care from a clinician on 1 of 2 participating treatment teams, having an iPhone or Android smartphone, the ability to read and speak English, being at least 18 years old, and having an Alcohol Use Disorders Identification Test–Consumption version score >4 for men or 3 for women [25] or self-reporting past-year use of nonprescribed or illicit drugs, including alcohol, cannabis, hallucinogens, inhalants, opioids, sedatives, hypnotics, anxiolytics, or stimulants [26]. Eligibility screening was completed by phone by a member of the research team. Eligible patients were invited to complete a baseline appointment, where they provided informed consent to participate in the pilot. Participants completed additional follow-up research appointments with a research coordinator at 6, 12, and 24 weeks after baseline. Participants were recruited between October 2019 and June 2021. A sample size of 30 patients was recruited during this period, which was determined to be adequate for the formative aims of this research. Additional details regarding the setting and procedures are provided in a previous study [21].

Measures

Weekly Check-in

A brief questionnaire, called the weekly check-in, was sent to patients every week via SMS text message or email through a REDCap server [27]. Patients completed the first weekly check-in at the baseline research appointment, and subsequent weekly check-ins were completed independently for up to 24 weeks. The weekly check-in contained 2 questions that assessed past-week substance use and 10 questions that assessed 5 MOBC domains described subsequently, with 1 to 3 questions per domain included from previously validated measures. The 5 MOBC domains were selected based on clinician input during formative research [22] and empirical evidence supporting their role as MOBC in SUD treatment.

The weekly check-in also included 10 other questions that were not evaluated here but were included in the weekly check-in based on clinician input [22]; these included 2 questions assessing positive life outlook, 6 questions assessing goals for the coming week, and 2 open-ended questions where participants could write additional goals or provide other notes they wanted to communicate to their clinicians. The specific questions included in the weekly check-in are provided in Multimedia Appendix 1 [28-32].

Research Assessments

Participants were also invited to complete longer, psychometrically validated measures of substance use and MOBC at research appointments completed at the baseline and at the 6-, 12-, and 24-week follow-ups. These appointments initially occurred in person but were later completed as telephone-based appointments to facilitate social distancing during the COVID-19 pandemic.

Substance Use and MOBC Domains

Overview

The measures used to assess substance use and MOBC domains are described in the following sections. Each section describes the brief, remotely completed measures that were included in the weekly check-in and the corresponding longer, psychometrically validated measures that were completed at the baseline and at the 6-, 12-, and 24-week research appointments.

Substance Use

On the weekly check-in, drinking and drug use were measured using 2 questions that asked participants how many days they “drank too much” and “used drugs” over the past week. The response options for both questions were on a 5-point scale ranging from “not at all” to “every day.” The 2 questions used in the weekly check-in were derived from the Substance Use Recovery Evaluator [32] with minor modifications to question wording based on earlier usability testing with patients that indicated some confusion with the original question phrasing [33].

At research appointments, drinking and drug use were assessed over a 30-day period via structured interviews with the Addiction Severity Index-Lite [34]. The specific indices used in this study reflected (1) the percentage of days (out of the past 30) that participants drank to intoxication, (2) the percentage of days (out of the past 30) that participants used any illicit or nonprescribed psychoactive drugs, excluding alcohol and tobacco, and (3) the percentage of days (out of the past 30) that participants reported complete abstinence from alcohol and illicit or nonprescribed psychoactive drugs, excluding tobacco.

Coping Strategies

The weekly check-in included 3 questions asking patients how often they used coping strategies that could be helpful for preventing alcohol and drug use. The 3 items were derived from the Coping Strategies Scale [28] and were selected for the weekly check-in because they reflected broad cognitive behavioral strategies that are applicable to a range of scenarios, including stimulus control (ie, avoiding people, places, and things that can lead to substance use), alternative reinforcement (ie, engaging in activities that can replace substance use), and high-risk planning (eg, planning ahead for situations that pose a high-risk for substance use). The wording of the questions and responses was modified to make the question structure more consistent with other items in the weekly check-in, as informed by preliminary usability testing with patients. Response options were on a 5-point scale ranging from “not at all” to “always.”

At research appointments, coping strategies were assessed using the 59-item Coping Strategies Scale [28], modified to reflect coping strategies relevant to preventing any type of substance use rather than alcohol specifically. The 59-item Coping Strategies Scale was initially excluded from the research appointment questionnaire battery owing to concerns about potential assessment fatigue to participants, as the questionnaire...
was considerably longer than all other measures. However, most patients were able to complete the initial questionnaire battery without assessment fatigue, so the questionnaire was added to the battery midway through the study. Therefore, it was only available at baseline for the last 14 enrolled patients and at the 6-month follow-up for the last 16 enrolled patients, one of whom declined to complete it because of assessment fatigue.

**Abstinence Self-efficacy**

The weekly check-in included two items asking patients how confident they felt in their ability to not drink or use drugs (ie, abstinence self-efficacy), including (1) when they were emotionally upset or in physical pain and (2) when they felt an urge or craving. The questions were derived from the Brief Situational Confidence Questionnaire-8 [29] with modifications to make phrasing more consistent with other items in the weekly check-in, as informed by preliminary usability testing with patients. Response options were on a 5-point scale ranging from “not at all confident” to “extremely confident.”

At research appointments, confidence in avoiding alcohol or drug use was assessed using the full Brief Situational Confidence Questionnaire-8 questionnaire [29].

**Craving**

The weekly check-in included one question that asked how many days the patient experienced alcohol and drug cravings over the past week using a question included in the Substance Use Recovery Evaluator [32]. Response options were on a 5-point scale ranging from “not at all” to “every day.”

At research appointments, craving was assessed over the past week using the 5-item Penn Alcohol Craving Scale questionnaire [35], which was modified to assess craving for drugs in addition to alcohol.

**Depression**

The weekly check-in included the Patient Health Questionnaire-2 (PHQ-2) to briefly assess depression symptoms [30]. The PHQ-2 is a 2-item measure derived from the first 2 items of the 9-item PHQ [36]. Response options are on a 4-point scale ranging from “not at all” to “nearly every day.”

At the research appointments, depression symptoms were measured using the full PHQ-9 [36].

**Therapeutic Alliance**

Therapeutic alliance was assessed on the weekly check-in using 2 questions asking patients to report how much their clinicians agreed with them about what was important to work on in treatment and how often their clinicians gave them new ways of looking at their problems. The 2 questions were derived from the Working Alliance Inventory-Short Revised [31] with modifications to make the questions and responses more consistent with other questions on the weekly check-in. Response options were on a 5-point scale ranging from “seldom” to “always.”

At research appointments, the therapeutic alliance was assessed using the full Working Alliance Inventory-Short Revised [31].

**Ethical Considerations**

All procedures used in this study were approved by the University of Washington Institutional Review Board (approval number: STUDY00007996). All participants provided written documentation of informed consent before participating in the study. All study data were deidentified before analysis. Research participants were paid US $50 in prepaid debit cards for attending each research appointment (up to 4 appointments or US $200 in total).

**Analysis Plan**

Statistical analyses aimed to evaluate whether the MOBC measures obtained from the brief, remotely completed weekly check-in conveyed information that would be desirable for longitudinal monitoring of changes in MOBC during SUD treatment, including (1) a tendency to vary longitudinally within persons over time; (2) high cross-sectional and longitudinal associations with longer, psychometrically validated measures completed at research appointments; and (3) similar patterns of association with end-of-pilot percentage of days abstinent as the longer, psychometrically validated MOBC measures completed at research appointments.

Longitudinal, within-patient variability in weekly check-in domains was characterized descriptively to understand how much information each domain on the weekly check-in could potentially provide about changes in MOBC within patients over time (ie, measures with limited variability within patients over time may have less utility for longitudinal clinical monitoring and measurement-based care). Descriptive analyses were performed using data visualization methods that illustrated the variability and ranges of scores for weekly substance use and MOBC measures within patients across all time points. The number of patients whose weekly check-in responses indicated no variability over the 24-week period (eg, number of patients reporting no changes in substance use or no changes in coping strategies) was also identified to evaluate how often the weekly measures had no within-person variability.

Cross-sectional and longitudinal associations between the weekly check-in measures (assessed using 1-3 questions per domain) and their corresponding longer, psychometrically validated measures completed at research appointments (5-59 questions per domain) were examined. Cross-sectional associations were examined by computing Pearson correlations between the psychometrically validated measures and the weekly check-in conveyed information that would be desirable for longitudinal monitoring of changes in MOBC during SUD treatment, including (1) a tendency to vary longitudinally within persons over time; (2) high cross-sectional and longitudinal associations with longer, psychometrically validated measures completed at research appointments; and (3) similar patterns of association with end-of-pilot percentage of days abstinent as the longer, psychometrically validated MOBC measures completed at research appointments.

Patterns of cross-sectional and longitudinal associations between percentages of days abstinent and MOBC domains assessed using both modalities (ie, weekly check-in and the longer,
psychometrically validated measures completed at research appointments) were also examined. Cross-sectional analyses examined whether the pattern of Pearson correlations between the 6-month percentage of days abstinent and 6-month MOBC domains measured using both modalities were similar in magnitude and direction. Longitudinal analyses similarly examined whether the pattern of Pearson correlations between changes in percentage of days abstinent from baseline to 6 months and changes in MOBC over a matched period were similar in magnitude and direction for the MOBC measures obtained using both modalities.

Although the statistical power in Pearson correlation analyses was limited owing to the small sample size of this clinical pilot, the ability to test the aims of the study relied less on testing whether the correlation coefficients were statistically significant and more on examining whether the patterns of associations (effect sizes) observed for the weekly check-in measures were similar to the patterns of associations observed for the longer, psychometrically validated measures.

Results

Descriptive Statistics

A total of 30 patients were enrolled in this clinical pilot study. Of these, 8 (27%) patients were aged 18 to 34 years, 19 (63%) patients were aged 35 to 54 years, and 3 patients (10%) were aged ≥55 years. Furthermore, 53% (16/30) of the patients were male; 57% (17/30) of the patients were White, 13% (4/30) were Black, 7% (2/30) were American Indian or Alaska Native, 7% (2/30) were Hispanic or Latinx, and 17% (5/30) were from other racial or ethnic groups. The sample demographics were similar to those of the clinic’s patient population. Of the 30 patients, 90% (27/30) of the patients reported that they were not employed, and approximately half (16/30, 53%) reported that they were unhoused, had transitional or temporary or other housing, or were living in a house that someone else owned or leased. Patients self-reported that they were receiving treatment for the use of stimulants (18/30, 60%), opioids (16/30, 53%), alcohol (15/30, 50%), cannabis (5/30, 17%), sedatives (4/30, 13%), and hallucinogens (1/30, 3%). Additional patient descriptive statistics are available in a previous study [21].

Only 1 patient elected to receive the weekly check-in reminder via email; the remaining 29 patients received it via an SMS text message. Patients completed a mean of 20.60 weekly check-ins (SD 5.54; 85.8% of the maximum 24 weekly check-ins available to each patient; range 4-24; total number of weekly check-ins=618). Internal timing mechanisms on the weekly check-in indicated that, on average, the weekly check-in took <5 minutes to complete. All participants (30/30, 100%) completed the baseline research appointments. All but 1 patient (29/30, 97%) completed the 24-week research appointment. The participant who did not complete the 24-week research appointment also did not complete the 6- or 12-week appointments and was excluded from the analyses involving change scores.

Within-Patient Variability in Weekly Substance Use and MOBC

Within-patient variability over the 24 weeks of completing the weekly check-in is depicted in Figures 1 and 2. Each graph shows a separate weekly check-in domain, with each of the 30 patients represented by a different letter on the x-axis. Each weekly check-in score is represented as a dot, and the ranges of the scores reported for each patient are represented as vertical lines. For example, on the “drank too much” domain (Figure 1, top panel), patient A provided responses ranging from “not at all” to “every day” over the 24-week period (higher within-patient variability), patient B provided responses ranging from “not at all” to “1 or 2 days” (lower within-patient variability), and patient C only provided responses of “not at all” (no within-patient variability). As shown in Figure 1, a total of 50% (15/30) of the patients reported no variability on the drinking domain, 47% (14/30) of the patients reported no variability on the drug use domain, and 33% (10/30) of the patients reported no variability in both the drinking and drug use domains. In contrast, all patients displayed at least some variability in MOBC domains reflecting craving, coping strategies, and abstinence self-efficacy; 90% (27/30) of patients displayed at least some variability in depression and 93% (28/30) of patients displayed at least some variability in therapeutic alliance.
Figure 1. Within-patient variability in weekly check-in domains reflecting alcohol use, drug use, coping strategies, and substance refusal self-efficacy. Higher scores indicate more alcohol use, drug use, coping strategy use, and abstinence self-efficacy. Each letter on the x-axis reflects an individual patient and each dot reflects a score from a single weekly check-in. The vertical lines reflect each patient’s range of scores across repeated weekly check-ins.

In the past 7 days, I have drank too much.

In the past 7 days, I have used drugs.

Behavioral coping strategies
In the past 7 days, I have avoided people, places, and things that may lead to using alcohol or drugs.
In the past 7 days, I have engaged in activities that can replace alcohol or drug use.
In the past 7 days, I have planned ahead for situations that could pose a high risk for drinking or using drugs.

Substance refusal self-efficacy
How confident are you that you WOULD NOT drink or use drugs if you were emotionally upset or in pain?
How confident are you that you WOULD NOT drink or use drugs if you felt an urge or craving?
Figure 2. Within-patient variability in weekly check-in domains reflecting craving, depression, and therapeutic alliance. Higher scores indicate more frequent craving, higher self-efficacy, and higher therapeutic alliance. Each letter on the x-axis reflects an individual patient and each dot reflects a score from a single weekly check-in. The vertical lines reflect each patient’s range of scores across repeated weekly check-ins. PHQ-2: Patient Health Questionnaire-2

In the past 7 days, I have experienced cravings.

Depression (PHQ-2)
In the past 2 weeks, I have had little interest or pleasure in doing things.
In the past 2 weeks, I have felt down, depressed, or hopeless.

Therapeutic alliance
My providers in the [clinic name] and I agree on what is important for me to work on.
My providers in the [clinic name] have given me new ways of looking at my problems.

Associations Between Weekly Check-in and Longer Psychometrically Validated Instruments
Scores on the first weekly check-in had significant cross-sectional correlations with scores obtained from longer, psychometrically validated instruments completed at baseline research appointments, with large effect sizes for domains reflecting substance use ($r=0.51$-$0.64$) and MOBC ($r=0.57$-$0.85$; Table 1). Correlations between changes in the weekly check-in measures and changes in the corresponding longer, psychometrically validated measures from baseline to 6 months were also significant, with large effect sizes ($r=0.53$-$0.68$) for domains reflecting changes in alcohol use, drug use, craving, depression, and abstinence self-efficacy. Correlations were significant, positive, and medium in size for changes in therapeutic alliance ($r=0.42$) but nonsignificant and smaller for changes in coping strategies ($r=0.33$).
Table 1. Correlations of substance use and mechanisms of behavioral change (MOBC) domains measured on brief, remotely completed weekly check-ins and substance use and MOBC domains measured on longer, psychometrically validated instruments completed at research appointments.

<table>
<thead>
<tr>
<th>Weekly check-in domain</th>
<th>Cross-sectional correlations between domains measured on the weekly check-in and corresponding domains measured at research appointments at baseline</th>
<th>Longitudinal correlations between changes in domains measured on the weekly check-in and changes in corresponding domains measured at research appointments, from baseline to 6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r (95% CI)</td>
<td>Number of observations included in the analysis</td>
</tr>
<tr>
<td>Substance use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use</td>
<td>0.51 (0.19 to 0.74)</td>
<td>30</td>
</tr>
<tr>
<td>Drug use</td>
<td>0.64 (0.37 to 0.82)</td>
<td>30</td>
</tr>
<tr>
<td>MOBC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coping strategies⁸</td>
<td>0.57 (0.02 to 0.85)</td>
<td>13</td>
</tr>
<tr>
<td>Abstinence self-efficacy</td>
<td>0.73 (0.51 to 0.87)</td>
<td>30</td>
</tr>
<tr>
<td>Craving</td>
<td>0.81 (0.63 to 0.91)</td>
<td>30</td>
</tr>
<tr>
<td>Depression</td>
<td>0.85 (0.70 to 0.93)</td>
<td>30</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>0.72 (0.48 to 0.86)</td>
<td>30</td>
</tr>
</tbody>
</table>

⁸A standardized questionnaire for coping strategies was only added to the research appointment assessment battery midway through the study because of initial concerns about potential assessment fatigue to patients (ie, the Coping Strategies Scale contains 59 items). Therefore, it was only available at baseline for the last 14 enrolled patients and at the 6-month follow-up for the last 16 enrolled patients, one of whom declined to complete it because of assessment fatigue at the research appointment.

**Associations Between MOBC Measures and 6-Month Percentage of Days Abstinent**

The 6-month percentage of days abstinent generally had similar patterns of association with MOBC measured via the weekly check-in and MOBC measured using longer, psychometrically validated measures at research appointments. In cross-sectional analyses at 6 months (Table 2: cross-sectional correlation between MOBC measure and percentage of days abstinent, both measured at 6 months), effect sizes of the associations between percentages of days abstinent and MOBC were similar in magnitude and direction for MOBC measured via the weekly check-in versus MOBC measured via longer, psychometrically validated measures completed at research appointments (ie, absolute differences in Pearson correlation effect sizes, r, were always <0.10) for coping strategies, abstinence self-efficacy, depression, and therapeutic alliance. However, for craving, the cross-sectional effect size was larger in magnitude for the modified Penn Alcohol Craving Scale completed at the research appointments compared with the single-item craving measure completed remotely on the weekly check-in. Although detecting statistical significance was not a primary objective of this analysis, 6-month percentages of days abstinent had significant cross-sectional associations with 6-month coping strategies measured on the weekly check-in, 6-month abstinence self-efficacy measured on the weekly check-in and at research appointments, and 6-month craving measured at research appointments.

For the analyses of change scores (Table 2: longitudinal correlation between changes in MOBC measure and changes in percentage of days abstinent, both examined from baseline to 6 months), the effect sizes of the associations between changes in percentages of days abstinent and changes in MOBC domains were similar when MOBC were measured via the weekly check-in and when MOBC were measured via longer, psychometrically validated measures completed at research appointments for all domains (ie, absolute difference in Pearson correlation effect size, r, was always <0.10). Although detecting statistical significance was not a primary objective of this analysis, changes in the percentages of days abstinent were significantly associated with changes in coping strategies measured on the weekly check-in and changes in therapeutic alliance measured on the weekly check-in and at research appointments.
Table 2. Correlations between percentages of days abstinent and MOBC domains measured on brief, remotely completed weekly check-ins and MOBC domains measured on longer, psychometrically validated instruments completed at research appointments.

<table>
<thead>
<tr>
<th>MOBC domain</th>
<th>Cross-sectional correlation between MOBC measure and percentage of days abstinent, both measured at 6 months</th>
<th>Longitudinal correlation between changes in MOBC measure and changes in percentage of days abstinent, both examined from baseline to 6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$ (95% CI)</td>
<td>$r$ (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Number of observations included in the analysis</td>
<td>Number of observations included in the analysis</td>
</tr>
<tr>
<td></td>
<td>$P$ value</td>
<td>$P$ value</td>
</tr>
<tr>
<td><strong>Coping strategies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly check-in</td>
<td>0.45 (0.09 to 0.70)</td>
<td>0.42 (0.05 to 0.68)</td>
</tr>
<tr>
<td>Research appointments</td>
<td>0.40 (−0.14 to 0.76)</td>
<td>0.36 (−0.27 to 0.77)</td>
</tr>
<tr>
<td><strong>Abstinence self-efficacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly check-in</td>
<td>0.62 (0.33 to 0.81)</td>
<td>0.26 (−0.13 to 0.57)</td>
</tr>
<tr>
<td>Research appointments</td>
<td>0.58 (0.27 to 0.79)</td>
<td>0.26 (−0.12 to 0.58)</td>
</tr>
<tr>
<td><strong>Craving</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly check-in</td>
<td>−0.25 (−0.57 to 0.13)</td>
<td>−0.29 (−0.60 to 0.10)</td>
</tr>
<tr>
<td>Research appointments</td>
<td>−0.58 (−0.78 to −0.25)</td>
<td>−0.37 (−0.66 to 0.01)</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly check-in</td>
<td>−0.02 (−0.39 to 0.36)</td>
<td>−0.26 (−0.58 to 0.12)</td>
</tr>
<tr>
<td>Research appointments</td>
<td>−0.11 (−0.46 to 0.28)</td>
<td>−0.29 (−0.60 to 0.09)</td>
</tr>
<tr>
<td><strong>Therapeutic alliance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly check-in</td>
<td>0.26 (−0.13 to 0.58)</td>
<td>0.49 (0.14 to 0.73)</td>
</tr>
<tr>
<td>Research appointments</td>
<td>0.31 (−0.07 to 0.61)</td>
<td>0.54 (0.21 to 0.76)</td>
</tr>
</tbody>
</table>

aA standardized questionnaire for coping strategies was only added to the research appointment assessment battery midway through the study because of initial concerns about potential assessment fatigue to patients (ie, the Coping Strategies Scale contains 59 items). Therefore, it was only available at baseline for the last 14 enrolled patients and at the 6-month follow-up for the last 16 enrolled patients, one of whom declined to complete the study due to assessment fatigue.

### Discussion

**Principal Findings**

This study provided a preliminary evaluation of whether brief, weekly, remotely completed, patient-reported MOBC assessments could provide quantitatively meaningful information about changes in MOBC during community-based SUD treatment. The results of this pilot study provide preliminary support for our hypotheses; the weekly MOBC measures (1) varied considerably within patients over time and typically varied more than measures of substance use; (2) had large cross-sectional and longitudinal associations with longer, psychometrically validated MOBC measures completed at research appointments; and (3) had patterns of cross-sectional and longitudinal associations with percentages of days abstinent that were generally similar in magnitude and direction as longer, psychometrically validated MOBC measures completed at research appointments. The results of this pilot study provide promising preliminary support for the feasibility of remotely measuring multiple MOBC domains via a brief weekly patient self-report questionnaire for providing clinically meaningful information during SUD treatment as usual as it is offered in a community treatment setting.

There were 2 findings that did not align with the study’s hypotheses; one involved the 3-item coping strategies measure, which had a small longitudinal association with the 59-item Coping Strategies Scale despite there being a high cross-sectional association between these 2 measures and similar patterns of association with the percentage of days abstinent. One potential reason for this discrepancy is that the Coping Strategies Scale’s assessment of 59 specific cognitive behavioral coping strategies may capture more nuanced changes in coping behavior because it captures 59 specific behavioral changes that patients could make, in contrast to the 3 coping strategies measured on the weekly check-in that were intended to capture more general coping strategies that are applicable for a range of situations. Nonetheless, the similar cross-sectional and longitudinal associations of both coping measures with percentages of days abstinent suggest that both may capture important information about coping strategies that may help monitor patients’ use of strategies that can help with avoiding substance use. The second finding that was inconsistent with the hypotheses involved the weekly check-in measure of craving, which had a nominally smaller cross-sectional association with the percentage of days abstinent at 6 months than the 5-item Penn Alcohol Craving Scale. A broader assessment of craving across multiple dimensions (eg, frequency and intensity) using the Penn Alcohol Craving Scale may provide a more complete...
picture of patients’ experiences with craving, particularly as craving relates to current substance use. However, notably, the single-item craving measure on the weekly check-in had large cross-sectional and longitudinal associations with the Penn Alcohol Craving Scale, suggesting that a single-item question on the weekly check-in may capture much of the same information as the Penn Alcohol Craving Scale, potentially warranting the use of a single-item craving measure when the benefits of a briefer assessment outweigh the potential costs of a longer measure (eg, if a 5-item measure is potentially burdensome to patients or impractical for a given clinical setting).

Previous studies have shown that abstinence self-efficacy, depression symptoms, and craving can be reliably measured using brief questionnaires [30,37,38]. Previous work has also shown that a brief, clinician-administered assessment measure that includes questions about MOBC can predict substance use outcomes when administered every 3 months in the context of an effectiveness trial [39]. This study builds on these findings and shows that brief, weekly, remotely completed, patient-reported MOBC assessments can provide quantitatively meaningful information about changes in MOBC when embedded in a measurement-based care system that is added to community-based SUD treatment. Measuring MOBC briefly, remotely, and using patient self-reports may increase the feasibility of longitudinal, multidimensional measurement-based care in SUD treatment. The resulting information may help clinicians monitor multiple dimensions that could help indicate whether treatment is affecting the MOBC, which are expected to improve during evidence-based treatments and predict long-term substance use outcomes. Monitoring in such a manner could help clinicians obtain frequent information to support measurement-based care and could complement less frequent clinician-administered assessments [39] and patients’ narrative reports about their treatment progress.

Monitoring MOBC could also potentially help guide clinical attention toward the importance of MOBC as pertinent treatment targets; for example, by reminding patients that treatment can address coping strategies, self-efficacy, craving, and depression symptoms—not just alcohol and drug consumption [40,41]. The results from this study suggest that there may be a particular utility in measuring hypothesized MOBC in SUD treatment rather than focusing measurement specifically on alcohol and drug consumption, given the tendency for MOBC to vary over time more often than measures of substance use. Measures of substance use are typically specified as primary treatment outcome measures in SUD clinical trials [42,43] and are among the most common outcomes for patients and clinicians to focus their attention on during SUD treatment; for example, clinicians often check in with their patients whether they are currently using substances, how often they are using them, or how long they have gone without using substances. In contrast, MOBC (eg, coping strategies, abstinence self-efficacy, craving, depression symptoms, and therapeutic alliance) may be discussed less frequently in routine care despite representing highly pertinent domains that can cause distress (eg, craving, depression), motivate treatment-seeking (eg, low self-efficacy or limited coping strategies), signal risk for treatment dropout (eg, low therapeutic alliance [44]), and are often directly addressable with interventions that clinicians can offer during sessions (eg, practicing new coping skills, helping patients obtain medications for craving or depression, and clarifying reasons for poor therapeutic alliance).

Limitations and Strengths

This study had several limitations. Because this was a pilot study, the sample was intentionally small, which limited the statistical power to detect statistical significance in some correlational analyses. In addition, the 59-item Coping Strategies Scale was only added to the assessment batteries for the last 14 enrolled patients owing to concerns about it creating assessment fatigue; therefore, the statistical power was further limited for analyses involving this measure. Despite the small sample size, some associations were found to be statistically significant. Moreover, the overarching goal of this pilot study was to compare patterns of association between the weekly check-in and longer, psychometrically validated measures rather than to test whether any given association was statistically significant. This study was conducted in a single urban addiction and mental health clinic, and future studies are needed to evaluate the performance of tools that briefly and longitudinally assess MOBC in additional community-based treatment settings, including those with varying service models, workflows, and patient populations. The brief questionnaires used in this study were not previously validated, and this study lacked an adequate sample size to perform analyses that focused on psychometric validation. However, the questions were derived from longer, validated measures, and this study is still able to show proof-of-concept that measuring MOBC using brief, weekly, remotely completed, patient-report questionnaires can potentially provide clinically meaningful information.

This study also had noteworthy strengths. The remote monitoring system tested here was developed with multiple rounds of patient and clinician inputs. It was tested as an add-on to SUD treatment as it is usually offered in a community setting, which provides high external validity, and it was found to be engaging, usable, and clinically helpful by patients and clinicians [21]. Thus, the tested system may be feasible to incorporate into other community settings. Follow-up rates were high. Despite the smaller sample size for the pilot study, the frequency of measurement yielded a large number of data points (over 600 weekly check-ins completed, over 20 repeated measures per patient on average). The sample was also diverse in terms of gender and race.

Conclusions

Measuring MOBC frequently and remotely using brief patient-report measures may be a viable approach for obtaining clinically meaningful information about changes in MOBC during treatment. Implementing systems that facilitate measurement and monitoring MOBC longitudinally during SUD treatment could be one approach to support the delivery of MOBC-informed care in community treatment settings.
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Abstract

Background: Rates of noncommunicable diseases continue to rise worldwide. Many of these diseases are a result of engaging in risk behaviors. Without lifestyle and behavioral intervention, noncommunicable diseases can worsen and develop into more debilitating diseases. Behavioral interventions are an effective strategy to reduce the burden of disease. Behavior change techniques can be described as the “active ingredients” in behavior change and address the components that need to be altered in order for the target behavior to change. Health professionals, such as pharmacists and nurses, can engage in opportunistic behavior change with their patients, to encourage positive health behaviors.

Objective: We aimed to develop, implement, and evaluate a behavior change workshop targeted at health professionals in Australia, with the goal of increasing knowledge of behavior change techniques and psychological variables.

Methods: A prospective study design was used to develop and evaluate a 2-hour behavior change workshop targeted at health professionals. The workshop was developed based on the Capability, Opportunity, Motivation, and Behavior Model and had five core objectives: (1) to detail the role of health professionals in delivering optimal care, (2) to demonstrate opportunities to change behavior, (3) to describe principles of behavior change, (4) to explain behavior change techniques, and (5) to determine the most appropriate behavior change techniques to use and when to use them. A total of 10 workshops were conducted. To evaluate the workshops and identify any potential long-term changes in behavior, we collected pre- and postworkshop data on knowledge and psychological constructs from the attendees.

Results: A final sample of 41 health professionals comprising general practitioners, nurses, and pharmacists completed the pre- and postworkshop surveys. Following the workshops, there were significant improvements in knowledge of behavior change techniques ($t_{40}=-5.27, P<.001$), subjective norms ($t_{40}=-3.49, P=.001$), descriptive norms ($t_{40}=-3.65, P<.001$), perceived behavioral control ($t_{40}=-3.30, P=.002$), and intention ($t_{36}=-3.32, P=.002$); each had a large effect size. There was no significant difference in postworkshop attitude ($t_{40}=0.78, P=.44$). The participants also found the workshops to be highly acceptable.

Conclusions: A 2-hour, theoretically informed workshop designed to facilitate the use of behavior change techniques by health professionals was shown to be largely effective. The workshops resulted in increases in knowledge, descriptive and subjective norms, perceived behavioral control, and intention, but not in attitude. The intervention was also shown to be highly acceptable, with the large majority of participants deeming the intervention to be needed, useful, appropriate, and applicable, as well as
interesting and worth their time. Future research should examine the lasting impacts of the workshop on health professionals’ practices.

(JMIR Form Res 2022;6(11):e42010) doi:10.2196/42010
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Introduction

Rates of noncommunicable diseases such as cancer, coronary heart disease, and diabetes continue to rise worldwide and account for 71% of deaths globally [1]. Many of these diseases are a result of engaging in unhealthy behaviors such as smoking, excessive alcohol consumption, and being sedentary. Cancer is one of many major chronic diseases that impacts individuals, families, communities, and economies. In Australia, 42% of the cancer burden is attributable to personal attributes and engagement with risk behaviors [2]. In 2021, it was estimated that more than 1 million individuals were impacted by either living with or having lived with cancer in Australia alone. Without lifestyle and behavioral intervention, noncommunicable diseases can worsen and develop into more debilitating diseases. For many chronic diseases, using behavioral interventions can be an effective strategy for reducing the burden of disease in Australia [3,4].

There are a range of theoretical frameworks that have been used to understand and predict behavior and inform the development of behavioral interventions. One popular framework is the Capability, Opportunity, Motivation, and Behavior (COM-B) model [5]. The COM-B model provides a framework to inform the choice and use of behavioral interventions. The COM-B model proposes that 3 components are integral in the production, and thereby changing, of behavior: capability (ie, a person’s perception of whether they are physically and psychologically able to complete the behavior), opportunity (ie, the physical and social opportunity to complete the behavior), and motivation (ie, the desire or need to complete the behavior over competing behaviors) [5]. A range of interventions have successfully used behavior change approaches targeted at improving capability, opportunity, or motivation with the goal of changing behavior [6]. The application of behavior change approaches can be implemented at the population level, through large-scale interventions, or on the individual level, through opportunistic implementation.

Recently, there have been calls for health professionals, such as pharmacists and nurses, to engage in opportunistic behavior change [7]. Public health policies from the National Health Service of the United Kingdom, such as Make Every Contact Count, promote the use of behavior change strategies and interventions by health professionals to engage with patients who may need additional assistance managing their health [8]. Keyworth et al [7] found that in practice, health professionals did not deliver opportunistic behavior change interventions on 50% of occasions when they were perceived as necessary. Health professionals reported a number of barriers to delivery of these interventions, such as beliefs about their capability and the consequences of these interactions; views on their professional role and identity; and more discipline-specific barriers, such as prioritization, time pressures, and workload pressures [9].

Among approaches that have a strong evidence base for successfully promoting healthy behaviors among patients and changing their behavior [10,11] are behavior change techniques [12]. Behavior change techniques can be described as the “active ingredients” in behavior change and often focus on the components that need to be altered in order for the target behavior to change. Behavior change techniques have been successfully used in previous interventions in both patients and health professionals [13]. A 2009 meta-analysis showed that interventions aimed at patients were more effective in improving medication adherence when active behavior change techniques were used [14]. Similarly, health care provider–led interventions that incorporated behavior change techniques, such as educating patients on the consequences of nonadherence, were successful in increasing the odds of medication adherence in patients with acute coronary syndrome by 54% [15]. Finally, a systematic review of reviews showed that behavior change interventions aimed at changing the practice behavior of health professionals were successful when they were interactive and multifaceted [16].

The aim of this study was to develop, implement, and evaluate a 2-hour behavior change workshop based on the COM-B model, targeted at health professionals in Western Australia. More specifically, the workshop was targeted at health professionals who treat or encounter patients experiencing various chronic diseases. The Theory of Planned Behavior variables [17] was used to obtain a deeper understanding of health professionals’ attitudes (ie, how positively or negatively they view engaging in a behavior), subjective norms (ie, how likely it is that others similar to them engage or believe they should engage in the behavior), perceived behavioral control (ie, how much control they have over engaging in the behavior), and intention (ie, whether they intend to change their behavior) regarding behavior change techniques and using them in practice. This theory is widely used in behavior research and suggests that the combination of attitudes, subjective norms, and perceived behavioral control predicts the intention to engage in a behavior. Intention and perceived behavioral control are then said to significantly predict engagement in the target behavior [17]. Through the piloting of the workshops, we hypothesized that health professionals would report a pre- to postworkshop increase in knowledge of behavior change techniques and the Theory of Planned Behavior variables. These
variables are commonly used to assess and inform the likelihood of people engaging in target behaviors following participation in an intervention [18-21]. The acceptability of the workshop from the point of view of the health professionals was also assessed as part of the evaluation.

Methods

Workshop

The interactive workshop was developed based on the COM-B model [5] and provided information on the importance and use of behavior change techniques that could be used in everyday practice for opportunistic behavior change. There were five core objectives of the workshop: (1) to detail the role of health professionals in delivering optimal care; (2) to demonstrate opportunities to change behavior; (3) to describe the principles of behavior change; (4) to explain behavior change techniques; and (5) to determine the most appropriate behavior change techniques to use and when to use them.

The workshops were conducted in collaboration with the Pharmaceutical Society of Australia (PSA), Western Australia Division. Health professionals involved in the care of chronic disease patients, specifically those working with patients with heart failure, were invited to attend a professional development day organized by the PSA. The first component of the professional development day was run by a cardiologist and focused on educating the attendees on the medical aspects of heart failure. This was presented separately from our workshop and was not part of the intervention evaluation. The second and final component of the professional development day was the 2-hour behavior change workshop, which was facilitated by 3 of the authors. If attendees provided informed consent to participate in the research evaluation of the workshop, they completed a baseline survey before the workshop and a follow-up survey immediately after the workshop.

The workshop was presented in 3 overall sections (see Multimedia Appendix 1 for the workshop schedule). The first section introduced the COM-B model and how it can be applied in practice. An interactive case-study activity was then introduced. The case study provided an example of a woman who did not want to adhere to hypertension medication and showed how the COM-B model could be used to identify barriers and facilitators to behavior change. Each attendee spent approximately 10 minutes working on the case study, with the group reconvening after this time to debrief and share responses. The second section focused on why behavior is hard to change and highlighted some of the difficulties health professionals encounter with their own behavior and attitudes when trying to change the behavior of their patients. The third and final part of the workshop introduced behavior change techniques and provided a more in-depth overview of certain groupings of behavior change techniques that may be appropriate in practice. Seven individual groups of behavior change techniques were discussed: social support, self-monitoring of behavior, verbal persuasion for capability, focus on past success, planning, attitude change, and automaticity. These groups were selected using Cards for Change, a toolkit for behavior change developed by researchers at the University of Manchester and Manchester Metropolitan University [22]. These cards provide clear definitions of each technique and supporting example activities that can assist educators and trainers in teaching behavior change techniques.

After discussing the behavior change groupings, attendees were randomly placed into small groups and instructed to “choose two of the behavior change techniques that have just been introduced, explore when they might work best, and what the barriers to implementation may be.” After approximately 10 minutes, the attendees reconvened, and the workshop presenters facilitated debriefing and sharing of responses. The final activity was another group discussion activity, which asked attendees, in small groups, to complete the following task: “using the 12 behavior change techniques that have been introduced, explore what combinations might work best and in what circumstances.” A final debriefing was then facilitated by the workshop presenters.

Study Design and Procedure

A prospective study design was used to implement and evaluate the behavior change workshop. A total of 10 workshops were conducted between September and November 2021, with 6 held in person in metropolitan Perth and 4 held online for those in regional areas. All workshop attendees were contacted by the PSA through its database of health professionals and were invited to attend the free professional development day. When signing up for the professional development day, all attendees provided basic demographic information to the PSA.

Prior to participating in the 2-hour workshop, all attendees were provided with a link to the survey, hosted on Qualtrics. The first page of the survey provided a participant information sheet and a consent form. Attendees that were interested in participating in the evaluation of the workshop were asked to provide informed consent for both time points after reading the participant information sheet. After providing consent, participants were asked to provide their first name and email address, so that their baseline and postworkshop surveys could be linked. No other demographic information was collected from participants. After this, participants completed questions related to their current knowledge of behavior change techniques, current use of behavior change techniques in practice, and the psychological variables. All attendees then participated in the workshop, and at the end they were provided another Qualtrics link to the follow-up survey. This survey was the same as the preworkshop survey, but had additional items related to the acceptability of the workshop.

Ethical Considerations

Ethics approval was obtained from the Human Research Ethics Committee of the Curtin University, Australia (HRE2021-0567) prior to any data collection or facilitation of the workshops. Participants provided informed consent by marking a checkbox at the start of the preworkshop survey. Survey data were deidentified following the merging of participants’ responses from the pre- and postworkshop surveys. Participants were not provided compensation for their time, as the professional development workshop was provided to participants free of charge through the PSA.
Measures
All psychosocial measures were based on the standardized procedures for measure development outlined by Ajzen [17]. This included defining the behavior and research population and formulating reflective and direct measures to address each of the main constructs of the Theory of Planned Behavior [23].

Perceived Knowledge
Participants’ perceived knowledge of behavior change techniques was assessed and measured both before and after the workshop using a single item: “On a scale of no understanding to perfect understanding, how would you rate your knowledge of behavior change techniques?” Participants rated their level of understanding on a 7-point Likert scale. Scores were summed to yield a total perceived knowledge score. Higher scores indicated greater perceived knowledge.

Attitudes
To measure attitudes toward behavior change techniques in practice, participants were provided with the single phrase “For me, changing my professional practice to reduce the effects of heart failure would be…” and were asked to complete this item for 2 attitudes, wisdom and usefulness, with responses on a sliding 7-point Likert scale, ranging from 1 (very wise/very useful) to 7 (very unwise/very useless). Items were reverse scored and responses to the 2 items were averaged. Higher scores indicated positive attitudes toward behavior change techniques. The attitude measure demonstrated excellent internal consistency before and after the workshop (α=.98 and α=.95, respectively).

Social and Descriptive Norms
Two items were developed to assess social and descriptive norms related to changes in professional practice to incorporate behavior change techniques. These items were provided both pre- and postworkshop. Participants rated their agreement with each statement on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree). For descriptive norms, the item was “The people who are important to me think I should change my professional practice to reduce the effects of heart failure.” For subjective norms, the item was “People like me think I should change my professional practice to reduce the effects of heart failure.” Agreement with each norm was represented by a higher score.

Perceived Behavioral Control
Perceived behavioral control was measured using 1 item developed for this study. Participants rated the item “I am confident I can change my professional practice to reduce the effects of heart failure” on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree). Perceived behavioral control was measured both before and after the workshop. Higher perceived behavioral control to change behavior in professional practice was indicated by a higher score.

Intention
A single item was used to assess participants’ intention to use behavior change techniques over the next 4 weeks: “I intend to provide behavior change techniques to my heart failure patients over the next four weeks.” Participants rated how much they agreed with the statement on a 7-point Likert scale, ranging from 1 (strongly agree) to 7 (strongly disagree). Intention was measured both before and after the workshop. A higher score indicated greater intention to use behavior change techniques in practice.

Workshop Acceptability
Two items were used to assess the acceptability of the workshops. The items were constructed based on the feasibility and acceptability questionnaire developed by Kothe and Mullan [24]. The first set of items asked participants to rate their agreement with each of 7 statements on their feelings about whether the workshops were needed, useful, appropriate for the profession, applicable to their current practices, interesting, exciting, and worth their time. The statements were rated on a 5-point Likert scale, ranging from 1 (completely disagree) to 5 (completely agree). The internal consistency was good, with Cronbach α=.94. The second set of items asked participants to indicate how satisfied they were with the workshop on a 5-point Likert scale, ranging from 1 (completely dissatisfied) to 5 (completely satisfied). The statements were summed to create a total score. A higher score represented greater overall acceptance of the behavior change workshop. Higher scores on item 2 represented greater satisfaction with the workshop.

Data Analysis
Pre- and postworkshop survey responses were matched using the participants’ email addresses, which were then removed and replaced with an anonymous participant ID. Data were screened for errors and missing values. Missing values were imputed using expectation maximization. Differences between pre- and postworkshop scores for knowledge, attitude, social and descriptive norms, perceived behavioral control, and intention were assessed using 2-tailed paired-samples t tests. We adjusted our α level for multiple comparisons with Bonferroni correction. Therefore, our α level for the paired-samples t tests was α=.008. Pearson correlations were also used to determine the association between pre- and postworkshop scores.

Results
Workshop Attendees
A total of 127 health professionals from Western Australia attended 1 of 10 workshops on the professional development day organized by the PSA. This sample of workshop attendees included general practitioners (n=4, 3.1%), nurses (n=16, 12.6%), and pharmacists (n=107, 84.3%). The majority of the workshop attendees were women (n=108, 85%), and just over half attended the in-person workshops (n=75, 59.1%).

Survey Participants
Of the 127 attendees, 71 completed the preworkshop survey. Four participants did not provide consent, 10 participants did not complete any part of the survey, and 1 response was a duplicate. Removing these responses left data from 56 participants. The postworkshop survey was completed by 58 attendees; only 1 participant was removed due to not completing any items on the survey. The final data combined pre- and
postworkshop survey responses. Seventy-two completed surveys were screened, and email addresses were matched. Of these completed surveys, 6 duplicates were removed. Twelve participants completed only the preworkshop survey and 13 completed only the postworkshop survey. A final sample of 41 participants who completed both the pre- and postworkshop surveys was used for the analyses.

The demographic information of the 41 survey participants was not collected. Although the PSA collected attendee demographics when they signed up for the professional development day, due to the anonymization of the survey responses, the demographics of the survey participants could not be linked to the PSA data. However, given the large proportion of workshop attendees who were pharmacists and the large proportion of women, it is likely that most survey participants were pharmacists and that most were women.

**Correlations Between Pre- and Postworkshop Psychosocial Variables**

Table 1 shows the Pearson correlations between pre- and postworkshop psychosocial variables.
<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre workshop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Knowledge</td>
<td>1</td>
<td>-0.10</td>
<td>-0.13</td>
<td>-0.11</td>
<td>0.15</td>
<td>0.02</td>
<td>0.23</td>
<td>0.13</td>
<td>0.04</td>
<td>-0.04</td>
<td>-0.04</td>
<td>-0.04</td>
<td>0.25</td>
<td>0.09</td>
<td>0.28</td>
<td>0.33</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.60</td>
<td>.48</td>
<td>.54</td>
<td>.36</td>
<td>.90</td>
<td>.15</td>
<td>.41</td>
<td>.82</td>
<td>.80</td>
<td>.80</td>
<td>.11</td>
<td>.51</td>
<td>.70</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Attitude (wise/unwise)</td>
<td>-0.10</td>
<td>1</td>
<td>0.98</td>
<td>0.99</td>
<td>-0.16</td>
<td>-0.19</td>
<td>0.25</td>
<td>0.19</td>
<td>0.17</td>
<td>0.59</td>
<td>0.56</td>
<td>0.59</td>
<td>-0.07</td>
<td>0.04</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.60</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.30</td>
<td>.23</td>
<td>.12</td>
<td>.23</td>
<td>.29</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.66</td>
<td>.79</td>
<td>.53</td>
<td>.79</td>
</tr>
<tr>
<td>3 Attitude (useful/useless)</td>
<td>-0.13</td>
<td>0.98</td>
<td>1</td>
<td>0.99</td>
<td>-0.20</td>
<td>-0.22</td>
<td>0.20</td>
<td>0.16</td>
<td>0.18</td>
<td>0.53</td>
<td>0.51</td>
<td>0.53</td>
<td>-0.11</td>
<td>0.02</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.48</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>.21</td>
<td>.17</td>
<td>.21</td>
<td>.33</td>
<td>.26</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.50</td>
<td>.90</td>
<td>.58</td>
<td>.70</td>
</tr>
<tr>
<td>4 Attitude average</td>
<td>-0.11</td>
<td>0.99</td>
<td>0.99</td>
<td>1</td>
<td>-0.18</td>
<td>-0.21</td>
<td>0.23</td>
<td>0.17</td>
<td>0.18</td>
<td>0.56</td>
<td>0.54</td>
<td>0.56</td>
<td>-0.09</td>
<td>0.03</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.54</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>.25</td>
<td>.20</td>
<td>.16</td>
<td>.28</td>
<td>.28</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.57</td>
<td>.84</td>
<td>.53</td>
<td>.75</td>
</tr>
<tr>
<td>5 Descriptive norms</td>
<td>0.15</td>
<td>-0.16</td>
<td>-0.20</td>
<td>-0.18</td>
<td>1</td>
<td>0.65</td>
<td>0.29</td>
<td>0.16</td>
<td>-0.13</td>
<td>-0.19</td>
<td>-0.27</td>
<td>-0.24</td>
<td>0.70</td>
<td>0.47</td>
<td>0.10</td>
<td>0.17</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.36</td>
<td>.30</td>
<td>.21</td>
<td>.25</td>
<td>—</td>
<td>&lt;.001</td>
<td>.07</td>
<td>.32</td>
<td>.43</td>
<td>.23</td>
<td>.08</td>
<td>.13</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.53</td>
<td>.28</td>
</tr>
<tr>
<td>6 Subjective norms</td>
<td>0.02</td>
<td>-0.19</td>
<td>-0.22</td>
<td>-0.21</td>
<td>0.65</td>
<td>1</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.08</td>
<td>-0.22</td>
<td>-0.24</td>
<td>-0.23</td>
<td>0.69</td>
<td>0.51</td>
<td>0.06</td>
<td>0.13</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.90</td>
<td>.23</td>
<td>.17</td>
<td>.20</td>
<td>&lt;.001</td>
<td>—</td>
<td>.88</td>
<td>.85</td>
<td>.63</td>
<td>.18</td>
<td>.13</td>
<td>.14</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.69</td>
<td>.43</td>
</tr>
<tr>
<td>7 Perceived behavioral control</td>
<td>0.23</td>
<td>0.25</td>
<td>0.20</td>
<td>0.23</td>
<td>0.29</td>
<td>-0.02</td>
<td>1</td>
<td>0.78</td>
<td>0.17</td>
<td>0.15</td>
<td>0.10</td>
<td>0.13</td>
<td>0.07</td>
<td>0.05</td>
<td>0.54</td>
<td>0.50</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.15</td>
<td>.12</td>
<td>.21</td>
<td>.16</td>
<td>.07</td>
<td>.88</td>
<td>—</td>
<td>&lt;.001</td>
<td>.28</td>
<td>.34</td>
<td>.54</td>
<td>.43</td>
<td>.68</td>
<td>.76</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8 Intention</td>
<td>0.13</td>
<td>0.19</td>
<td>0.16</td>
<td>0.17</td>
<td>0.16</td>
<td>0.03</td>
<td>0.78</td>
<td>1</td>
<td>0.38</td>
<td>0.13</td>
<td>0.14</td>
<td>0.14</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.52</td>
<td>0.54</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.41</td>
<td>.23</td>
<td>.33</td>
<td>.28</td>
<td>.32</td>
<td>.85</td>
<td>&lt;.001</td>
<td>—</td>
<td>.02</td>
<td>.43</td>
<td>.39</td>
<td>.40</td>
<td>.82</td>
<td>.93</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Postworkshop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 Knowledge</td>
<td>0.04</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
<td>-0.13</td>
<td>0.08</td>
<td>0.17</td>
<td>0.38</td>
<td>1</td>
<td>0</td>
<td>0.04</td>
<td>0.02</td>
<td>-0.04</td>
<td>-0.12</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.82</td>
<td>.29</td>
<td>.26</td>
<td>.28</td>
<td>.43</td>
<td>.63</td>
<td>.28</td>
<td>.02</td>
<td>—</td>
<td>1</td>
<td>.83</td>
<td>.91</td>
<td>.81</td>
<td>.44</td>
<td>.052</td>
<td>.053</td>
</tr>
<tr>
<td>10 Attitude (wise/unwise)</td>
<td>-0.04</td>
<td>0.59</td>
<td>0.53</td>
<td>0.56</td>
<td>-0.19</td>
<td>-0.22</td>
<td>0.15</td>
<td>0.13</td>
<td>0</td>
<td>1</td>
<td>0.92</td>
<td>0.98</td>
<td>-0.04</td>
<td>0.09</td>
<td>0.32</td>
<td>0.15</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.80</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.23</td>
<td>.18</td>
<td>.34</td>
<td>.43</td>
<td>1</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.81</td>
<td>.58</td>
<td>.05</td>
<td>.35</td>
</tr>
<tr>
<td>11 Attitude (useful/useless)</td>
<td>-0.04</td>
<td>0.56</td>
<td>0.51</td>
<td>0.54</td>
<td>-0.27</td>
<td>-0.24</td>
<td>0.10</td>
<td>0.14</td>
<td>0.04</td>
<td>0.92</td>
<td>1</td>
<td>0.98</td>
<td>-0.08</td>
<td>0.05</td>
<td>0.27</td>
<td>0.13</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.80</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.08</td>
<td>.13</td>
<td>.54</td>
<td>.39</td>
<td>.83</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>.61</td>
<td>.74</td>
<td>.08</td>
<td>.43</td>
</tr>
<tr>
<td>12 Attitude average</td>
<td>-0.04</td>
<td>0.59</td>
<td>0.53</td>
<td>0.56</td>
<td>-0.24</td>
<td>-0.23</td>
<td>0.13</td>
<td>0.14</td>
<td>0.02</td>
<td>0.98</td>
<td>0.98</td>
<td>1</td>
<td>-0.06</td>
<td>0.07</td>
<td>0.30</td>
<td>0.14</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.80</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.13</td>
<td>.14</td>
<td>.43</td>
<td>.40</td>
<td>.91</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>.70</td>
<td>.66</td>
<td>.06</td>
<td>.38</td>
</tr>
<tr>
<td>13 Descriptive norms</td>
<td>0.25</td>
<td>-0.07</td>
<td>-0.11</td>
<td>-0.09</td>
<td>0.70</td>
<td>0.69</td>
<td>0.07</td>
<td>0.04</td>
<td>-0.04</td>
<td>-0.04</td>
<td>-0.08</td>
<td>-0.06</td>
<td>1</td>
<td>0.69</td>
<td>0.21</td>
<td>0.26</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.11</td>
<td>.66</td>
<td>.50</td>
<td>.57</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.68</td>
<td>.82</td>
<td>.81</td>
<td>.81</td>
<td>.70</td>
<td>—</td>
<td>&lt;.001</td>
<td>.18</td>
<td>.10</td>
<td></td>
</tr>
</tbody>
</table>
Knowledge of Behavior Change Techniques

A paired-samples test was used to evaluate the impact of the behavior change workshop on participants’ perceived knowledge of behavior change techniques before (mean score 3.73, SD 1.55) and after (mean score 5.20, SD 0.93) the workshop. There was a difference in mean knowledge scores of 1.46 (95% CI –2.02 to –0.90). This difference was significant ($t_{40}$ = –3.27, $P$ < .001) and had a large effect size (Cohen $d$ = 1.78).

Attitude

A paired-samples $t$ test revealed no significant increase in attitude scores from before to after the workshop ($t_{40}$ = 0.78, $P$ = .44). There was a small difference in scores before (mean score 6.16, SD 1.27) and after (mean score 5.99, SD 1.63) the workshop, with a change in mean score of 0.17 (95% CI –0.27 to 0.61), but this was not a significant change.

Social Norms

A paired-samples $t$ test comparing social norms before (mean score 4.78, SD 1.29) and after (mean score 5.46, SD 1.23) the workshop revealed a change in mean score of –0.68 (95% CI –1.08 to –0.29). This change was significant ($t_{40}$ = –3.49, $P$ = .001) and had a large effect size (Cohen $d$ = 1.25).

Descriptive Norms

A paired-samples $t$ test was conducted and showed a significant change in descriptive norms from before to after the workshop ($t_{40}$ = –3.65, $P$ < .001). The mean score for descriptive norms changed by –0.61 (95% CI –0.95 to –0.27) from before (mean score 4.49, SD 1.47) to after (mean score 5.10, SD 1.22) the workshop. The effect size for this test was large (Cohen $d$ = 1.07).

Perceived Behavioral Control

A paired-samples $t$ test revealed a significant change in perceived behavioral control scores from before (mean score 5.33, SD 1.15) to after (mean score 5.83, SD 0.74) the workshop ($t_{40}$ = –3.30, $P$ = .002). This represented a change in mean score of –0.50 (95% CI –0.81 to –0.20). There was a large effect size (Cohen $d$ = 0.98).

Intention

A paired-samples $t$ test was conducted to examine if there was a significant change in intention from before (mean score 5.30, SD 0.98) to after (mean score 5.75, SD 0.84) the workshop. There was a significant difference in intention ($t_{40}$ = –3.32, $P$ = .002), with a mean score increase of –0.46 (95% CI –0.74 to –0.18) and a large effect size (Cohen $d$ = 0.88).

Workshop Acceptability

Following the workshop, 78% (32/41) of participants agreed or strongly agreed that the workshop was needed, and the remainder neither agreed nor disagreed. No participant felt that the workshop was not needed. Participants also felt that the workshop was useful, with 85% (35/41) of participants agreeing, while the rest neither agreed nor disagreed. There were no participants who felt that the workshop was not useful. The majority of the participants felt that the training was appropriate for their profession, with 90% (37/41) of participants agreeing, while 10% (4/41) were undecided.

Workshop participants completely agreed or agreed that the workshop was applicable to their current practices (41/47, 90%), while 10% (4/41) were neutral. Most participants indicated that the workshop was interesting (35/41, 85% agreed or completely agreed), while 14% (5/41) were neutral and 3% (1/41) participants completely disagreed. Most participants agreed or completely agreed (33/41, 80%) that the workshop was worth their time, while only a small proportion of participants completely disagreed or disagreed (2/41, 5%) and only 15% (6/41) were neutral. Overall, participants demonstrated a high acceptance of the workshop (mean score 28.84, SD 4.44). Further, most participants were satisfied or completely satisfied (36/41, 88%) with the 2-hour workshop.

Discussion

Principal Results

The 2-hour behavior change workshop was effective in changing knowledge, social and descriptive norms, perceived behavioral control, and intention, but was not effective at changing attitudes. Further, health professionals found that the workshop was acceptable, and they were satisfied overall with the content and delivery of the behavior change workshops.

Knowledge of behavior change techniques can lead to changes in important psychosocial predictors of behavior. While knowledge alone is generally insufficient to change behavior, behavior change is more likely to occur with improvements in knowledge [25]. Thus, other skills and techniques are required to ensure health professionals have the capability, opportunity,
and motivation to change behavior. As suggested by Ruppar et al [26], no intervention focused on changing behavior should focus solely on patient education. Rather, patient education works best when it is combined with more active behavioral approaches. Thus, in the context of training health professionals, increasing their knowledge of behavior change techniques and providing them opportunities to discuss case studies and real-life applications of the techniques increases the likelihood of sustained changes in behavior. Increasing the participants’ perceived knowledge of behavior change techniques alone does not ensure they will apply these techniques; previous research focused on improving health care professionals’ knowledge and practices regarding adverse drug reactions showed that providing an intervention targeting both knowledge and other psychosocial variables had positive effects on professional practice at the end of 12 months [27]. However, the long-term effectiveness of such interventions and the training of health professionals beyond a 12-month follow-up is uncertain; future longitudinal research is required [13,27].

Both social and descriptive norms also significantly improved after the workshop. Improvement in norms, both descriptive (referring to people important to them) and social (referring to people like them), is theorized to increase health care professionals’ intention to complete behaviors, in this case, the use of behavior change techniques with their patients. The workshops increased norms with a large effect size. Norms may have been improved by a multitude of workshop components, in particular the increase in knowledge of behavior change techniques. Across various domains, educational interventions that increase knowledge often result in improved ratings for subjective norms [28-30]. In the workshops, an increase in knowledge of behavior change techniques, including their evidence base and why and how they are used, may have increased health care professionals’ perception of whether others (descriptive norms) and people similar to them (social norms) believe they should change their professional behaviors to ensure optimal care.

Participants’ attitudes toward changing their professional practice to provide optimal care did not change significantly. Preworkshop attitudes were high, with a mean score of 6.16 on a scale from 1 to 7. Therefore, it is likely that the lack of significant improvement in attitudes following the workshop was due to a ceiling effect, in that improvements to attitudes were unlikely due to high preintervention levels. This has previously been seen in studies of the Theory of Planned Behavior–based interventions [18,31] and suggests that improvements to other components of the modes (ie, norms and perceived behavioral control), rather than attitudes, are required to improve intention and thereby behavior.

The 2-hour workshop intervention also resulted in large improvements to participants’ ratings of perceived behavioral control. The Theory of Planned Behavior posits that perceived behavioral control not only influences intention to perform a behavior, but also directly predicts behavior [17]. Therefore, the demonstrated postworkshop improvements in perceived behavioral control show particular promise for not only improving participants’ intention to use behavior change techniques, but also to facilitate the actual use of behavior change techniques with their patients.

Pre- and postworkshop comparisons revealed a significant improvement in the participants’ intention to use behavior change techniques with their patients. This is unsurprising, as the Theory of Planned Behavior posits that changes in attitudes, norms, and perceived behavioral control will result in increased intention, and within our sample, norms (both descriptive and social) and perceived behavioral control significantly improved, with large effect sizes. Further, the Theory of Planned Behavior theorizes that intention directly predicts behavior [17]. Therefore, in the context of the intervention, improvements in the participants’ intention should lead to the use of behavior change techniques with their patients. Indeed, a great deal of previous research has demonstrated that intention is a statistically significant predictor of behavior [18,32]. However, it is also important to note that the body of literature points toward an intention-behavior gap, as intention often only accounts for a limited amount of variance in behavior [33,34]. Therefore, although our intervention shows promise in facilitating the participants’ use of behavior change techniques with their patients, future interventions might also incorporate techniques that lead to habitual use of behavior change techniques with patients to ensure more consistent use of behavior change techniques in the health domain [35-38]. However, this was beyond the scope of this intervention.

**Limitations and Directions for Future Research**

A key limitation of the current study was the high attrition from before to after the workshop, with the final comparison sample including only 58% (74/127) of those that completed the preworkshop survey. A related limitation is that we had an inadequate sample size to use analyses, such as structural equation modeling, that are part of the Theory of Planned Behavior, thus limiting our analysis to pre- and postworkshop comparisons. However, it is also important to note that assessing the relationships between the components of the Theory of Planned Behavior was not an aim of this study. Future research should seek to replicate our study with larger sample sizes that allow for the assessment of the fit of our theoretical model, using analyses such as structural equation modeling and confirmatory factor analysis [18,39-42].

A further limitation of the study design was that some items on the pre- and postworkshop surveys only contained a single item. This was done to facilitate practical assessment and to limit the burden on participants, thereby increasing validity [43]. Further, this approach has been shown to be valid in previous work [44]. However, future research should further validate our findings by using measures with multiple items for each domain. In addition, due to not having collected any demographic variables of the participants, we were unable to evaluate if there were any differences based on participant demographics (eg, pharmacist vs nurse) or the workshop delivery mode (eg, online vs face-to-face). This limited our understanding of how and for whom the intervention was most effective. Future research should consider evaluating any demographic differences between workshop participants to inform more targeted future interventions.
An additional limitation to this study was that there was no subsequent follow-up. This makes it difficult to know if the changes in psychosocial factors were maintained over time or if there is a need to engage health professionals in regular training in behavior change to sustain long-term changes in these psychosocial factors. Further, we could not assess the frequency of the participants’ application of behavior change techniques over time. Future research should explore the lasting impacts of the intervention and include a measure of health professionals’ behavior to determine the translation of the improvements to knowledge, subjective norms, descriptive norms, perceived behavioral control, and intention in the health professionals’ practices over time.

Lastly, the participants demonstrated high attitude scores in the preworkshop survey, which suggests that there may have been some self-selection bias. The design of the study did not assess if participants had prior training, knowledge, or interest in behavior change, which may have biased the results. Self-selection bias has been noted as a limitation in other health behavior interventions [45,46] and future research should consider strategies to mitigate self-selection bias by including control groups (eg, wait-list control groups) to improve the internal validity of the study design.

This study did, however, use a theoretically informed and evidence-based workshop design incorporating both active and passive components. The participants came from a range of disciplines and our results demonstrate the effectiveness and acceptability of our intervention across different health professions.

**Conclusion**

Ultimately, the 2-hour, theoretically informed, evidence-based workshop designed to facilitate the use of behavior change techniques by health professionals was shown to be largely effective. The workshops resulted in a significant increase in knowledge, descriptive norms, subjective norms, perceived behavioral control, and intention. The intervention was also shown to be highly acceptable for many participants, who deemed the intervention needed, useful, appropriate, and applicable, as well as interesting and worth their time. Future research should explore the lasting impacts of the workshop on health professionals’ practices, as well as how changes in their practices may impact their patients in clinical and community settings.

**Data Availability**

The data sets generated during and analyzed during the current study are not publicly available due to privacy and ethical restrictions but are available from the corresponding author on reasonable request.

**Conflicts of Interest**

None declared.

Multimedia Appendix 1

Workshop Schedule.

[PDF File (Adobe PDF File), 136 KB - formative_v6i11e42010_app1.pdf]

**References**


Abbreviations

COM-B: Capability, Opportunity, Motivation, and Behavior
PSA: Pharmaceutical Society of Australia
Review

Digital mHealth and Virtual Care Use During COVID-19 in 4 Countries: Rapid Landscape Review

Alison Müller¹, MSc, PhD; Alessandro Cau¹, BSc; Semakula Muhammed², MSc; Osman Abdullahi³, PhD; Andrew Hayward⁴, MD, MSc, PhD; Sabin Nsanzimana⁵, DPhil, MD; Richard Lester¹, MD

¹Division of Infectious Diseases, Department of Medicine, University of British Columbia, Vancouver, BC, Canada
²Institute of Diseases Prevention and Control, Rwanda Biomedical Centre, Kigali, Rwanda
³Department of Public Health, School of Health and Human Sciences, Pwani University, Kilifi, Kenya
⁴Department of Epidemiology & Public Health, University College London, London, United Kingdom
⁵University Teaching Hospital, Butare, Rwanda

Corresponding Author:
Alison Müller, MSc, PhD
Division of Infectious Diseases
Department of Medicine
University of British Columbia
575 - Vancouver General Hospital Research Pavilion
828 W 10th Ave
Vancouver, BC, V5Z1M9
Canada
Phone: 1 604 875 4111 ext 66294
Email: amuller8@mail.ubc.ca

Abstract

Background: As a result of the COVID-19 pandemic, providing health care while maintaining social distancing has resulted in the need to provide care remotely, support quarantined or isolated individuals, monitor infected individuals and their close contacts, as well as disseminate accurate information regarding COVID-19 to the public. This has led to an unprecedented rapid expansion of digital tools to provide digitized virtual care globally, especially mobile phone–facilitated health interventions, called mHealth. To help keep abreast of different mHealth and virtual care technologies being used internationally to facilitate patient care and public health during the COVID-19 pandemic, we carried out a rapid investigation of solutions being deployed and considered in 4 countries.

Objective: The aim of this paper was to describe mHealth and the digital and contact tracing technologies being used in the health care management of the COVID-19 pandemic among 2 high-income and 2 low-middle income countries.

Methods: We compared virtual care interventions used for COVID-19 management among 2 high-income countries (the United Kingdom and Canada) and 2 low-middle income (Kenya and Rwanda) countries. We focused on interventions used to facilitate patient care and public health. Information regarding specific virtual care technologies was procured from a variety of resources including gray literature, government and health organization websites, and coauthors’ personal experiences as implementers of COVID-19 virtual care strategies. Search engine queries were performed to find health information that would be easily accessible to the general public, with keywords including “COVID-19,” “contact-tracing,” “tool-kit,” “telehealth,” and “virtual care,” in conjunction with corresponding national health authorities.

Results: We identified a variety of technologies in Canada, the United Kingdom, Rwanda, and Kenya being used for patient care and public health. These countries are using both video and text message–based platforms to facilitate communication with health care providers (eg, WelTel and Zoom). Nationally developed contact tracing apps are provided free to the public, with most of them using Bluetooth-based technology. We identified that often multiple complimentary technologies are being utilized for different aspects of patient care and public health with the common purpose to disseminate information safely. There was a negligible difference among the types of technologies used in both high-income and low-middle income countries, although the latter implemented virtual care interventions earlier during the pandemic’s first wave, which may account for their effective response.
**Conclusions:** Virtual care and mHealth technologies have evolved rapidly as a tool for health care support for both patient care and public health. It is evident that, on an international level, a variety of mHealth and virtual care interventions, often in combination, are required to be able to address patient care and public health concerns during the COVID-19 pandemic, independent of a country’s economic standing.
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**Introduction**

**Background**

Pandemics pose a considerable threat to global health security and place an enormous strain on health care systems. The current COVID-19 pandemic has already claimed over 2.5 million lives, with over 112 million reported cases as of February 26, 2020 [1]. Delivering care remotely, supporting individuals on home isolation, monitoring infected individuals and their close contacts, and disseminating accurate information regarding COVID-19 to the public have been major challenges [2]. Although virtual care technologies have been used in a variety of health care settings prior to COVID-19, their utilization has significantly increased as they provide solutions to address the many challenges that result from maintaining physical distancing while providing essential health care. Virtual care is a rapidly growing area that is well-positioned to alleviate many issues within various health care systems including lengthy wait times, overcrowded emergency departments, and avoidable hospital readmittance [3-5]. Due to the COVID-19’s ease of transmissibility, self-quarantining and physical distancing measures have been implemented worldwide to mitigate its spread, in addition to border closures and significantly limiting the sizes of social gatherings.

In this landscape review—discussing the technology developed and used for COVID-19 management in Canada, the United Kingdom, Rwanda, and Kenya—we define virtual care as the remote delivery of health care using technology. This includes technology that facilitates video communication and text messaging between patients and their health care providers (HCPs). This broad category encompasses eHealth, telehealth, and clinical decision support tools in the field. Virtual care tools may provide care for patients from the time that they decide to access the health care system up until the end of their care experience, facilitating HCP-patient interactions and care throughout the entirety of the patient journey with minimal in-person interactions. Thus, virtual care strategies may improve access to care and quality of care, reduce health care costs, and empower patients to care for themselves while providing a medium through which they can comfortably request reliable information or advice [6]. An article released by the Canadian Medical Association has found that patients are overwhelmingly satisfied with their virtual health care during the COVID-19 pandemic [7]. At the time of publication, evidence was unavailable regarding perceptions of general virtual health care in other countries discussed in this paper.

mHealth has been defined by the World Health Organization as “the use of mobile and wireless technologies to support the achievement of health objectives” [8]. It encompasses any strategy that utilizes mobile wireless technology to deliver health care, including health and wellness apps in addition to digital wearable devices. Health care delivery through phone or video, also known as telehealth, can be classified into virtual visits and remote patient monitoring. Virtual visits, usually referred to as telemedicine, are online real time interactions between care providers and patients through a virtual care platform, a videoconferencing service, an app, or over the phone. Remote patient monitoring is the remote monitoring and collection of patients’ health data including vital signs and glucose levels depending on which specialized devices the patients are using. The current COVID-19 health crisis is an important opportunity to provide insight into the implementation, utilization, and efficacy of virtual care approaches during pandemics.

In this paper, we explore the current virtual care strategies for both patient care and case contact tracing in 4 focus countries: Canada, the United Kingdom, Rwanda, and Kenya. These countries were selected because our research group received an urgent Canadian federal research funding to deploy and study an mHealth intervention associated with our research group and established partners in those countries related to other pandemics (HIV and tuberculosis).

**Purpose**

The purpose of this review was to outline and summarize the landscape of mHealth and virtual care in 4 countries (2 low-middle income and 2 high income) that have been purported to be used or enhanced specifically due to the COVID-19 pandemic and to serve as examples from diverse regions: Canada, the United Kingdom, Rwanda, and Kenya.

**Methods**

The information for this landscape review was procured by accessing a variety of resources including peer-reviewed literature, gray literature (such as press releases), government and health organization websites, and firsthand experiences of this article’s authors and collaborators in Canada, the United Kingdom, Rwanda, and Kenya. We evaluated 2 high-income countries, classified by the World Bank as having a gross national income of more than US $12,535 per capita (Canada and the United Kingdom), and 2 lower-middle income countries, classified as having a gross national income of less than US $4045 per capita (Rwanda and Kenya) [9]. We focused on presenting rapidly published information and information...
procured from our collaborators to ensure that the information presented in this landscape review was up-to-date. It should be noted that there is extremely limited primary scientific literature regarding the development, implementation, and effectiveness of rapidly developed and deployed virtual care and public health interventions in the nations’ efforts to quell the spread of COVID-19 [10]. The authors contributed additional information regarding their country’s specific COVID-19 virtual care and public health measures, many of which were personally involved in implementing them. Communication with the authors and collaborators occurred via a combination of emailing, WhatsApp messaging, and videoconferencing using Zoom. To find press releases, information about mobile apps, and commentaries pertaining to COVID-19 technologies, search engines (predominantly Google) were used. Additional information regarding specific apps were found on their supporting app stores (e.g., Google Play). Search engine queries were performed to find health information that would be easily accessible to the general public, with keywords including “COVID-19,” “contact-tracing,” “tool-kit,” “telehealth,” and “virtual care,” in conjunction with the corresponding national health authorities. We further focused on provincial health authorities in Canada only because of the diversity of COVID-19 measures undertaken by each province. The United Kingdom, Kenya, and Rwanda had more cohesive national development and implementation of interventions, so separation by regions was not necessary. We focused on procuring information pertaining to mHealth and virtual care technologies being used for both patient care and public health in the COVID-19 response. This includes interventions used for patient communication, appointment making, information platforms, and case contact tracing, among others. We understand that this method will invariably leave gaps, especially as information surrounding COVID-19 mHealth resources continues to evolve as the pandemic continues. We therefore encourage readers to seek additional resources, primary and secondary, and to contact our team regarding any errors, omissions, or suggestions to consider.

Results

Current Virtual Care Strategies

Canada

In Canada, several virtual care platforms with videoconferencing capabilities have existed and new ones emerged to assist physicians seeing patients remotely with some platforms that are offering their technology for free to assist with patient care during the COVID-19 pandemic. In Canadian provinces such as Nova Scotia and Prince Edward Island, health care websites highly recommend using Zoom for health care while other provincial health care sites do not specify a platform. The list of virtual care technologies is updated regularly with new platforms and features being developed as the COVID-19 situation evolves. In each province, virtual care “toolkits” have been developed to assist physicians when providing care for patients remotely (Multimedia Appendix 1). These can be accessed from provincial health authority websites easily found using internet search engines.

The federal government developed a nationwide contact tracing app called COVID Alert. It was developed in partnership with Shopify, BlackBerry, and the Canadian Digital Service and was launched on July 31, 2020 [11]. It is a free app using Bluetooth technology, which uses Google and Apple’s exposure notification application programming interface to notify an individual who is in proximity of one who has self-identified as being COVID-positive on the app. The app specifications indicate that it does not use GPS technology to track the user’s location. The specifications also indicate that COVID Alert does not access private phone information, including the phone’s contacts, or access to health information of the user or other nearby users. As of October 19, the app has been downloaded 4.7 million times, which comprises approximately 16% of the Canadian population [12]. COVID Alert can also be used to report a COVID-19 diagnosis in most provinces, excluding British Columbia, Alberta, Nunavut, and the Yukon and Northwest Territories. In Alberta, ABTraceTogether, another Bluetooth-based “exposure notification app” for digital case contact tracing was released on May 2, 2020. This app also allows COVID-19–positive patients in Alberta to provide Alberta Health Services access to facilitate contact tracing [13]. An exposure notification app by the artificial intelligence group Mila in Quebec was released in May, which features additional information such as alerting potentially infected users and providing relevant, personalized recommendations to improve the understanding of infection risks [14]. These preliminary platforms have yet to demonstrate their superiority to traditional case contact tracing strategies when it comes to being effective while maintaining anonymity. Another app available for download by the Canadian public is the Canada COVID-19 app, powered by the Canadian company Thrive Health. It allows the user to track symptoms and contains a self-assessment tool, in addition to providing timely updates with important news and updates from Canada’s Ministry of Health.

The Government of Canada has also provided a variety of COVID-19 resources to assist in evidence-based decision-making on the Canadian Institutes of Health Research website [15]. Numerous Canadian universities have synthesized COVID-19 evidence in the efforts to support policy and decision-making. McMaster University has COVID-END, which provides resources for decision-makers—researchers, presentations, and products, as well as working groups. The 7 working groups, made up of international experts, focus on different aspects of COVID-19 knowledge translation: scoping, engaging, digitizing, synthesizing, recommending, packaging, and sustaining [16]. Ryerson University has developed a COVID-19 misinformation site to consolidate many internet resources focused on monitoring COVID-19 misinformation. They provide tools for reporting misinformation, fact-checking resources, and a misinformation and bots-watching dashboards, as well as a slideshow presentation debunking common COVID-19 claims [17]. The SPOR Evidence Alliance focuses on promoting evidence-informed health policy, practice, and service to ensure that decision-makers have access to up-to-date scientific evidence. They provide an online form for those seeking specific evidence to inform decisions related to health policy, practice, and service for COVID-19 to facilitate the acquisition of relevant, accurate, and timely data [18]. Several
provincial health authorities have also engaged with companies that provide assistance with COVID-19 case contact monitoring; however, information on these was not yet made public or readily available.

**The United Kingdom**

In the United Kingdom, many common in-person medical communications have transitioned into virtual communications. For example, testing centers are booking COVID-19 tests online, and care homes are arranging all their regular resident and staff testing virtually. For those who are self-isolating, the national health service (NHS) has provided information to local authority helplines if self-isolating individuals require practical or social support, support for someone a patient cares for, and financial support. The NHS is also supporting a virtual clinic service powered by medio.link, which is video link–based [19]. They are working with Barts Health NHS Trust to accomplish their goal of forming a national network of sites providing virtual care. The video consultations have been able to be adapted for a variety of settings, including across the entire prison estate. Additionally, video-observed therapy is being substituted for in-person, directly observed therapy to ensure patients with tuberculosis take their medication [20,21]. Digital risk assessment has been established where the analysis of primary care has been linked to mortality data, permitting the risk of death during the first wave to be automatically calculated in providing appropriate advice to guide the patients. The United Kingdom also has a locally developed app called Babylon Health, which is paid for by the client in order to consult virtually with medical staff affiliated with Babylon Health, not necessarily their primary care provider. Additionally, various symptom checker apps such as COVID Symptom Study, Ask NHS, and Symptomate are available for the public’s use to assess whether they could be exhibiting COVID-19 symptoms. There is also Zoe Symptom Tracker, an app that allows for syndromic surveillance and assessment of symptom profiles.

With regards to other tracking options, the United Kingdom is also working on an app to track COVID-19 patients, which has completed trials on the Isle of Wight. Initially, the release of the app saw low download rates, with The Guardian reporting only 10% of the population in both England and Wales [22]. In addition to using Bluetooth technology similar to Canada’s contact tracing app, it enables QR code scanning at venues so that if an individual who recently attended the venue reports a COVID-19–positive test result, other patrons of the venue are automatically notified. In addition to the app, the NHS is providing NHS Test and Trace, a free service that helps trace recent contacts of those testing positive for COVID-19 and notifying them, advising them to self-quarantine. There has also been an increase in digital surveillance throughout the United Kingdom, especially with venues and large employers. For example, daily surveys of hostel managers were performed to facilitate rapid testing and University College London is launching a program, Connect to Protect. This program aids people to report symptoms and positive tests to identify clusters in class, buildings, and residences [23].

**Rwanda**

Rwanda utilizes several existing virtual and mHealth solutions in its ecosystem. To assist in monitoring and supporting patients (cases and contacts) directly under home-based isolation and quarantine, they rapidly deployed the WelTel mHealth platform, which they had previously been using to support patients attending HIV clinics for adherence support. WelTel is an integrated virtual care and 2-way patient engagement digital health intervention that acts as a hub for HCPs to communicate with their patients. As it is primarily used for SMS-based text messaging, patients do not need a smartphone or internet access in order to communicate with their HCPs. WelTel was launched in the Rwanda national emergency operations center for the COVID-19 response in mid-March, within a week of identifying the opportunity of using SMS to reach patients, as previous technologies to reach out to Ebola contacts that were online had limited uptake due to accessibility of the internet. Currently, the WelTel platform is being used for virtual home-based care of COVID-19 patients who are asymptomatic. Above 80% of people who tested COVID-19 positive in Rwanda are asymptomatic. This platform enables the daily follow-up of patients at their home as well as their contacts. The program was rolled out, and Rwandan COVID-19 response teams were trained. The WelTel platform offers several options to interact with the patient through SMS chatting, email, or video call. In addition, at the beginning of the outbreak, WelTel was used to communicate COVID-19 testing results, mainly with those who tested negative. Furthermore, Rwanda uses the DHIS2 (District Health Information Software 2) tracker to record everyone having a COVID-19 test, and it is linked to laboratory systems that push results to the patient’s mobile number and email. The data gathered through Weltel are stored at the Rwanda National Data Center. Rwanda has implemented an additional mHealth technology to help its citizens access HCPs. For example, robots have been implemented in health care centers to collect important patient information including temperature screenings and vital readings, to deliver video messages, and to instruct people to put on a mask. Most importantly, robots play a key role in reducing the exposure time of health care professionals with COVID-19 patients [24]. Two robots have even been deployed at the Kigali International Airport for screening and informing security of issues [25]. The Government of Rwanda has recently (February 2020) signed a 10-year partnership with Babylon’s Rwanda-focused virtual care subsidiary, Babyl. Appointments are being paid for by the government’s health insurance scheme. The service includes physician consults, prescriptions, and lab test codes. There are currently 2 million users. Instructions for Rwandans who might suspect they have COVID-19 are advised to call 114, dial *114# for automated screening, send an email, or send a WhatsApp message [26]. WelTel is also being expanded for remote virtual care for HIV and maternal child health due to access issues under COVID-19.

**Kenya**

Kenya has a few different resources for virtual care using mHealth technology. mDaktari is providing virtual access to primary care via teleconsulting. Patients can access virtual care either through the app or web account, choose an available physician from a directory, or consult an expert using online
video or voice calling [27]. A recent Kenyan start-up, mTIBU, focuses on connecting patients to health care affordably without them having to leave home by using the mTIBU mobile app. They offer a variety of medical care including COVID-19 tests, medical consultation, and sample collection, all within the comfort of a patient’s home [28]. In Samburu County, a rural area of northern Kenya, the cStock approach is being used by combining mobile technology, user-friendly dashboards, and quality improvement teams. It is customized for reporting and resupplying health products managed at the community level. Specifically, it is being implemented by the Samburu County Department of Health to supply COVID-19 primary protective gear with support by John Snow International. WelTel is also being used in Samburu County to assist HIV+ patient care and maternal, neonatal, and child health care. COVID-19 health care data are being reported using the DHIS2 tool. Safaricom is being used to send free text messages to educate the community on COVID-19. Health care workers are provided free courses on COVID-19, accessible via smartphones or computers.

**Figure 1.** Schematic of the basic functionality of Jitenge on how it works with individuals in quarantine. Image used with permission provided by mHealth Kenya.

There is a national mobile technology–focused group, called mHealth Kenya, which has developed a National Emergency System meant to capture, report, and view emerging epidemics. During COVID-19, the app Jitenge was developed, which allows registered users, either through self-registration or by Ministry of Health officials, to receive daily reminders and prompts to report their health status. The Jitenge system (Figure 1) manages and monitors home-based care management, self-quarantine for contacts, postisolation follow-up, and the monitoring of long-distance truck drivers [29].

With regards to contact tracing COVID-19 patients, an app is available called KoviTrace. It was developed at Mount Kenya University, and it uses a geo-sensing technology to track a patient’s location over a 14-day period when they test positive for COVID-19. If an individual is in close proximity to a COVID-19–positive patient, SMS messages are sent with instructions, and it contacts a COVID-19 response team, depending on the contact’s location [30]. Crowdsourcing movement in Red Zones using social media is also being implemented to aid in contact tracing.

**Discussion**

With an urgent, international emphasis on minimizing in-person communication, the development and implementation of mHealth technologies has undoubtedly increased in response to the current COVID-19 pandemic. It is evident that a wide variety of mHealth and virtual care tools with parallel functionality are being used in different sectors of health care throughout North America, Europe, and Africa. The key advantage that these technologies have is that they facilitate both the dissemination and collection of important health information while maintaining safe physical distancing. The most consistently used method of patient care involves teleconferencing and videoconferencing where patients are able to directly communicate with their health care practitioner. A few major players being used internationally include WelTel and Babylon Health, both emphasizing the importance of expedient and accurate delivery of health information and care.

Virtual care tools that facilitate direct communication with HCPs provide a secure way to disseminate or renew prescriptions and provide referrals, common patient needs that are easily addressed without the need for an in-person visit. There is also the added advantage of conversations between patients and HCPs being accessible by either party, especially in text message–based interactions where having access to prior conversations can help with care by verifying details. Traditionally, access to a patient’s health information is held by their HCP; however, being able to refer to conversations is not only useful for the patients, but also for other HCPs to understand what was discussed with the patient. This feature is especially useful for patients communicating with a clinic where different staff are responsible for monitoring a patient’s care.

Public health is also of primary concern, and all the countries discussed in this review are investing resources into national case contact tracing technologies to be able to track COVID-19 infections among their populations. A combination of locally
developed smartphone apps and government-implemented technology is being used in order to understand, and hopefully mitigate, the spread of COVID-19. Although a variety of different technologies is being used, there is an emphasis to ensure that those within the vicinity of potentially COVID-19–positive patients are notified and asked to self-isolate. Encouraging self-isolation is occurring at an international level, although regular contact with those in self-isolation varies among the countries we looked at. In general, contact tracing apps can provide more information than just COVID-19–proximity notifications. Data are generated whenever a COVID-19 notification is presented on an individual’s phone, including how many individuals are in the proximity of a positive case as well as when the notification occurred. This information can be useful in figuring out trends of when higher instances of potential exposures are happening most often. Due to the nature of most apps, this information is available immediately and can be used to provide useful information for health authorities to inform decision-makers about how best to mitigate transmission. Moreover, depending on the location privacy of contact-tracing apps, it could be possible to identify zones where transmissions frequently occur. This information can also be stored for future reference.

The type of technology used to manage COVID-19 between the high-income and low-middle income countries was similar; however, Kenya and Rwanda had a more comprehensive approach when using novel technology. Studies evaluating the technical efficiency and overall performance of national COVID-19 management have consistently criticized the United Kingdom and Canada as underperforming despite having access to exceptional resources [31-33]. In fact, the Lowy Institute assessed the performance during the first wave of 98 countries by evaluating various parameters including confirmed cases and deaths per million people and confirmed the cases as a proportion of tests [32]. Their evaluation ranked Rwanda as 6th, Kenya as 48th, Canada as 61st, and the United Kingdom as 66th, indicating that many low-middle income countries were more effective in managing the initial impact of the COVID-19 pandemic than high-income countries. It is challenging to determine exactly how Rwanda and Kenya’s mHealth and virtual care interventions played a role in providing efficient COVID-19 management, but their early development, adoption, and utilization of these tools likely contributed to their effective response to the first wave of the pandemic. In fact, a health care worker based in the United Kingdom responded to an international evaluation assessing COVID-19 management strategies stating that “There was a national plan but it was not effectively put into action” [33].

The implementation and utilization of mHealth and virtual care interventions have grown rapidly during the COVID-19 pandemic as a result of maintaining social distancing measures while providing much needed health care. Although it is not yet known which interventions are the most effective, it is evident that there is consistency with direct virtual health care provider and patient interactions as well as with case contact tracing to notify individuals in efforts to prevent the spread of COVID-19. Studies evaluating patients’ satisfaction with virtual care and mHealth technologies, both before and during COVID-19, have been overwhelmingly positive, strengthening the likelihood that these interventions will become integrated as a regular component of patient care [34-38]. A significant observation of these studies was that patient care was comparable between in-person and virtual consultations; however, the increased convenience for both the HCP and patient and the decreased overall cost for virtual consultations were consistently noted as incentives for adopting mHealth interventions [34,36-38]. The staggering international increase in the adoption of mHealth and virtual care interventions facilitates researching and comparing their efficacy, paving the way to incorporating them into everyday health care globally.
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Abstract

Background: Throughout the pandemic, governments worldwide have issued guidelines to manage the spread and impact of COVID-19 in schools, including measures around social distancing and contact tracing. Whether schools required support to implement these guidelines has not yet been explored in depth. Despite the development of a range of technologies to tackle COVID-19, such as contact-tracing apps and electronic vaccine certificates, research on their usefulness in school settings has been limited.

Objective: The aim of the study was to explore the needs of school staff in managing COVID-19 and their experiences and perspectives on technological support in relation to contact tracing. School staff are the ones likely to make key implementation decisions regarding new technologies, and they are also the ones responsible for using the new tools daily. Including both management staff and class teachers in the development of school-based technologies can lead to their successful adoption by schools.

Methods: Semistructured interviews were conducted with UK school staff, including primary and secondary school teachers and school managers. Thematic analysis, facilitated by NVivo, was used to analyze the data. Two of the authors independently coded 5 (28%) of the interviews and reached a consensus on a coding framework.

Results: Via purposive sampling, we recruited 18 participants from 5 schools. Findings showed that primary schools did not perform contact tracing, while in secondary schools, digital seating plans were used to identify close contacts in the classroom and manual investigations were also conducted identify social contacts. Participants reported that despite their efforts, high-risk interactions between students were not adequately monitored. There was a need to improve accuracy when identifying close contacts in common areas where students congregate. Proximity tracking, use of access cards, and closed-circuit television (CCTV) emerged as potential solutions, but there were concerns surrounding false alerts, burden, and security.

Conclusions: School staff have found it difficult to monitor and implement social distancing and contact-tracing provisions. There are opportunities for mobile digital technologies and CCTV to support school staff in keeping their students and colleagues safe; however, these must place minimal demands on staff and prioritize security measures. Study findings can help researchers and practitioners who work in different contexts and settings understand what particular challenges are faced by school staff, and inform further research on the design and application of digital solutions for contact tracing.

(JMIR Form Res 2022;6(11):e36412)  doi:10.2196/36412
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Introduction

Background

Many governments worldwide used school closures as a way to temporarily reduce the spread of COVID-19. In the United Kingdom, schools closed the first time between March 18 and June 1, 2020, and a second time between January 4 and March 8, 2021 [1]. Since March 2021, schools have remained open; however, in the context of increased community transmission, high rates of COVID-19 have been observed among school-age children [2,3]. There are also strong indications that older children (10-16 years) can facilitate transmission and are more likely to introduce infections into a household compared to adults [3]. Previous research has suggested that there is a greater possibility for larger disease outbreaks in secondary schools compared to primary schools [4,5].

School closures should be avoided as they have a negative impact on children’s social, physical, educational, and psychological development, with students from lower-income backgrounds impacted disproportionately [6]. They also affect parents’ ability to work, (particularly women’s), resulting in lower productivity and loss of income [6,7]. Supporting schools to stay open is crucial, yet it requires systems, such as testing, contact tracing, social distancing, and other support, to mitigate against infection transmission and to give students, staff, and parents confidence [8].

Over the course of the COVID-19 pandemic, countries have issued various sets of guidelines for schools [9-11]. These included measures for social distancing (eg, maintain distinct groups of pupils, minimize contact across the school site, stagger school start and finish times, maintain distance between teachers and pupils and between teachers) along with the use of regular testing, face coverings, contact tracing, and quarantine/testing of close contacts. Guidelines usually leave a certain degree of flexibility to schools to implement these measures in a way that meets the needs and age range of their students, the physical layout of each school, and the resources available [9]. School staff have nevertheless voiced concerns about how the guidelines can be followed in practice [12,13]. Since the implementation of these measures, little has been published on how school staff were managing and any challenges they have faced.

Over the past 2 years, technologies have been proposed to support COVID-19 management in several ways, including monitoring, surveillance, detection, and prevention [14,15]. One of the most high-profile uses of technology in tackling COVID-19 has been for contact tracing—a key measure in preventing the spread of infectious diseases [16]. Contact tracing involves identifying people who have been in contact with an infected individual and their subsequent isolation [16]. Digital technologies that support contact tracing, such as GPS chips capable of precise location tracking, Bluetooth radios that can sense the proximity between devices, and always-on connections to the internet, can increase efficiency over more labor-intensive manual methods [17,18]. Private companies have developed systems with the aim to assist schools and other businesses with contact tracing [19,20]; however, no studies so far have assessed their use for contact tracing within schools. A number of studies have aimed to investigate transmission models in schools and found that wireless sensors can more accurately identify close-proximity contacts of short durations compared to self-reported measures [21,22]. However, these studies were conducted before the COVID-19 pandemic and they did not look into the real-world adoption of these systems by schools. Although contact-tracing tools have not been widely implemented in schools during the pandemic, surveillance technologies are already prevalent in UK, US, and Australian schools [23-25]. Biometric technologies, such as fingerprint scanners, have been used for library management and cashless catering [26,27]. Systems equipped with facial recognition technology, although less prevalent, have been installed in schools with the aim of detecting sex offenders or finding missing children [28] or to facilitate canteen payments [29]. The use of closed-circuit television (CCTV) is commonplace in many UK schools, and it is used primarily for the purpose of crime prevention and detection [24]. Previous studies on the acceptance of CCTV within schools have shown that perceived invasion of privacy relies upon a number of factors, such as the location of the cameras, their rationale, and whether individuals are being monitored continuously [26]. Studies have also suggested that a balance could be struck between the use of CCTV and the impact upon privacy [30].

Recent studies have highlighted that willingness to use contact-tracing technologies can be negatively affected by privacy concerns [31,32], even when concerns about COVID-19 remain equally high [31]. The use of these technologies raised concerns as individuals believed that contact tracing will involve increased surveillance by the government [30], were worried about third parties accessing their personal data, and had misunderstandings regarding what contact tracing will entail [30]. There are also examples of digital health programs that were abandoned as they failed to win public trust because of fears over privacy breaches and protection of anonymity [33,34].

It is important that any tools developed for schools be co-designed with potential users and stakeholders since this process ensures that they are more likely to be usable and engaging [35]. The first step in co-design is understanding the views and needs of potential users [36-38]. Exploring the context in which the tools would be deployed, and the views of potential users, can help ensure that any technology developed is likely to be useful, engaging, acceptable, and feasible to implement [39,40]. School staff, including both management staff and class teachers, are a key user group to involve in the development of school-based technologies [41,42]. The views of school staff can play a pivotal role in whether technologies in schools are successfully adopted [43,44], and they are also likely to make key implementation decisions and be responsible for using the tools daily.

Objective

In this study, we explored the challenges experienced by school staff in their efforts to limit the spread COVID-19 within the school, opportunities for technologies to support contact tracing, and considerations for the design of such technologies. The study was part of the wider COVID-19 Mapping and Mitigation in Schools (CoMMinS; R101587-103), a National Institute of
Methods

Recruitment

Data for this study were collected from a subsample of primary and secondary schools in the wider area of Bristol (UK) that participated in the wider CoMMinS project. Special education needs schools were not included. We aimed to recruit a diverse range of schools based on the percentage of students from Black, Asian, and minority ethnic (BAME) groups; the percentage of students receiving funding to improve educational outcomes (student premium); the percentage of students eligible for free school meals (FSM); and indices of multiple deprivation (IMD). These data were ascertained from the UK government website [45]. Schools were also selected based on their capacity and willingness to engage in the study.

Participants were eligible if they were staff who held a teaching role, IT role, or school management role (eg, heads and deputy heads) or were otherwise tasked with managing COVID-19 within the school. Participants also needed to have access to a video-call facility and be able to speak English. To recruit staff, a key contact was identified within each school, who liaised with the first author to advertise the study to the members of staff. This process included circulating an invitation letter to staff members, which included a link to the participant information sheet. In addition, a link to an online expression-of-interest form (via the electronic system REDCap [Vanderbilt University], a secure online data capture system designed exclusively for research [46]) was provided. On this expression-of-interest form, the participants were asked to provide contact details and were asked to provide consent for a researcher to contact them to provide full information about the study.

Ethical Considerations

Individuals who registered their interest in REDCap were contacted by the first author, who ensured that they were provided with and understood all the relevant information about the study. Informed consent in writing was obtained through REDCap from those individuals who agreed to participate. Participants were offered a £20 (US $22.18) voucher as a thank-you for taking part. All procedures were approved by the Faculty of Life Sciences Research Ethics Committee at the University of Bristol (reference no. 112284).

Data Collection

This qualitative study was grounded in the theory of phenomenology. Phenomenology aims to understand the meaning, structure, and essence of a lived experience of a particular phenomenon for individuals or a group of people [47]. In this context, the primary aim of qualitative research is to develop an understanding of how the world is constructed by the individuals involved in the research situation [48]. The aim of this study was to provide a deep understanding of participants’ experience of the challenges they faced in their efforts to limit the spread COVID-19 within the school and their views on technologies that can support contact tracing.

Semistructured interviews were conducted between February and July 2021 by the first author via video calls. One of the benefits of interviews is the richness of data they can produce [49] compared to focus groups, which are more likely to give rise to attitudes, opinions, and third-person stories [50]. Semistructured interviews were chosen over fully structured ones as they promote a dialogue and allow the interviewer to explore in depth the thoughts, views, and experiences of participants, while additional questions can elicit more detailed narratives and stories [51]. As this study focused on an underinvestigated area, the aim was not to explore predetermined theories or themes and it was considered important to allow the participants during the interviews enough space to share their experiences and views.

A topic guide was developed by the research team to cover the main aims of the study. In the context of semistructured interviews, the topic guide was developed iteratively and refined and adjusted as interviews progressed (Textbox 1). The last section of the topic guide in particular (ie, digital solutions presented for discussion) was updated from one interview to the next as digital solutions were either suggested by participants (digital proforma, proximity tracking) or proposed by the researchers (CCTV, access cards, digital seating plans) based on participants’ descriptions of the challenges they were facing when they were trying to identify close contacts of positive cases. During the first 2 interviews, no solutions were included in the topic guide. As the research team developed an understanding of how schools proceed with contact tracing and what were the blind spots in this process, they started formulating suggestions about digital tools that could be used to increase accuracy. Participants were also asked to provide their own ideas about digital tools. As interviews progressed, tools suggested by participants and researchers were added to the topic guide. Interviews lasted, on average, 30 minutes and were audio-recorded with participants’ consent.
### Participant/school characteristics
- What is your job role, and what does that involve in terms of managing COVID-19?
- Which areas, if any, can be characterized as hot spots for transmission (ie, areas where students/staff could interact)? How adequate are provisions for social distancing?

### Current adherence to government guidance
- Can you tell us about the school’s procedures for the management of COVID-19 in terms of social distancing and contact tracing?
- What happens if there is a positive case? What information is collected on the case?
- How do you identify contacts with the case? What information is used to identify contacts?
- Whom does the school notify (families, local authority), or who is alerted to the case?
- How do you record/evidence conversations?
- Does the school need to follow up/check-in on the case?
- Are there any steps to protect the anonymity of the case?

### School staff needs and barriers to adherence
- What parts of the process are challenging?
- Do any parts/processes not work? If so, why not?
- What support, if any, do you/the school need to adhere to/implement guidelines?

### Digital solutions
What technologies, if any, might help to support you/the school in managing COVID-19?
- Does your school have closed-circuit television (CCTV) and in which areas?
- Who has access to the footage? Do you need to get approval to review footage?
- What are your thoughts on using CCTV footage to identify close contacts?
- Do you think this could feasibly be reviewed to look at contact tracing outside the classroom (eg, lunch hall)?
- Do you foresee any challenges?

What are your thoughts on using proximity tracking for contact tracing?
Do you foresee any challenges? What are your thoughts on using access cards to enter common school areas? Do you foresee any challenges?

What are your thoughts on digital seating plans?
- Are pupils sticking to the seating plan? Are there are circumstances where they move around the classroom or change their desk?
- Primary schools: Do you have a seating plan, or are children mixing a lot within the class (may differ depending on the primary year group)?
- Are pupils allowed to have phones in schools, and are they allowed to use them?
- What are your thoughts on quick response (QR) codes on seats/tables to update seating plans?

What are your thoughts on a digital proforma that could be accessed and completed by the school and authorities?
- Would this make it easier/quicker for the school to collect and report information?
- Do you foresee any problems?

### Analysis
Interviews were transcribed verbatim, and transcripts were pseudonymized. Thematic analysis was used to analyze the data, following the principles of a 6-stage process, as outlined by Braun and Clarke [52]. Analysis was facilitated by NVivo 12 (QSR International) [53]. All themes were produced inductively and were linked closely to participants’ accounts. Two of the authors independently coded 5 (28%) of the interviews. The authors reached a consensus on a coding framework, and any disagreements were resolved through discussions before refining and finalizing themes and subthemes.

### Results

#### Participants
The study included 5 schools: 1 primary (age range of students 5-11 years) and 4 secondary (age range of students 12-18 years). For 3 (60%) of the 5 schools, diversity measures were available. The sample included schools with very high to very low
deprivation scores, including 1 independent school. There was also diversity regarding the percentage of BAME students (38%-72%), students eligible for FSM (12%-36%), and students receiving a pupil premium (33%-56%). We initially aimed to purposively sample from the pool of interested participants, aiming for diversity on the role in school. However, because of the constraints in the number of participants expressing interest, recruitment was opportunistic, and we sampled all participants who completed an expression-of-interest form. All individuals (N=42) who provided their contact details via REDCap were contacted by the first author. Those who responded and agreed to participate were included in the study. Data collection ended when the research team concluded that any new information would have a minor or no influence on themes that already were emerging from participants’ accounts and it was believed that saturation was reached [54]. Across the 6 schools, 18 (42.9%) participants were recruited. Of the 18 participants, 8 (44.4%) were female and 10 (55.6%) male; in addition, 4 (22.2%) were senior management, 12 (66.7%) were teachers, 1 (5.6%) a teaching assistant, and 1 (5.6%) a behavior support manager.

Themes
Three themes were identified that described the school staff’s efforts and challenges in managing social distancing and contact tracing and their suggestions for digital solutions that could enhance existing provisions. These themes and subthemes along with quotes from interviews are outlined in Table 1 and described in detail later.
Table 1. Themes and subthemes.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Interview quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social distancing measures are in place to prevent and limit high-risk interactions; however, blind spots exist.</strong></td>
<td></td>
</tr>
<tr>
<td>Classrooms are a relatively controlled environment, with strict and easily observed social distancing measures in place in secondary schools, while more flexibility is allowed in primary schools.</td>
<td></td>
</tr>
<tr>
<td>• “The children, they were given seating plans, and the children had to stay in their seating plan, the teacher didn’t mingle in with the pupils, so that...that was easy to manage inside the classroom.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>• “In early years and key stage 1, we do have group worktables, but they are a meter apart...the tables, so they’re one either side. Or if they’re next to each other, they’re side by side rather than directly facing each other.” [Teacher P]</td>
<td></td>
</tr>
<tr>
<td>Mitigation measures are in place to prevent mixing between “bubbles”/year groups, and although social distancing is encouraged, it is not always possible.</td>
<td></td>
</tr>
<tr>
<td>• “We were able to stagger when different year groups were leaving school, entering school, and the different year groups had different areas in the school.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>• “As soon as they all come out of those classrooms, you know, so there will always be excessive close contact in a corridor. I don’t think logarithically...that’s very avoidable.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>Despite the existing measures, potentially risky interactions are still taking place, and mobile systems that monitor proximity between teachers and students could increase adherence.</td>
<td></td>
</tr>
<tr>
<td>• “Also, with teaching, it’s effectively impossible to teach from the front of the class at all times, so there are certain times, um, that we find it a real struggle within our subjects.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>• “A device that alerts you to the fact that you have been with this person or close to this person for more than 10 minutes now, it would be helpful.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td><strong>School staff use both manual and digital methods to support contact tracing; however, greater accuracy is needed.</strong></td>
<td></td>
</tr>
<tr>
<td>Contact tracing in secondary schools includes reviewing seating plans and consulting with the positive case and their circle of friends, staff, and family, and in this process, protecting the anonymity of the case is not the main priority.</td>
<td></td>
</tr>
<tr>
<td>• “Each case we had, we asked them were they happy with us sharing the information that they had tested positive so that we could trace any contacts, and every time they said yes, so with the pupils, there’s not really any way around it.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>• “We speak to the positive student, and if that means a phone call, that’s a phone call home, and we just say, ‘Who are your close contacts? Who are your friends? Who do you have lunch with?’, and then they tell us, and then, from there, we contact those students that have been named.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>In primary schools, contact tracing does not involve elaborate investigations, and in the presence of a positive case, whole bubbles are required to isolate.</td>
<td></td>
</tr>
<tr>
<td>• “[W]e can’t rely on them (the students) at all, and even, even with year 7 and 8, it’s, it’s difficult, because again I think the stigma around being isolated at the time meant they wouldn’t want to tell you who they’d been in contact with.” [Assistant head P and S]</td>
<td></td>
</tr>
<tr>
<td>• “If they’d all been in their classes, no problem, you could just send one class home. If they’d been in maths classes or a mixed PE class, then we could have ended up in the situation where we would have to send potentially an entire year group home, depending on what they’d been doing, or at least a combination of bubbles might have to go.” [Assistant head P and S]</td>
<td></td>
</tr>
<tr>
<td>Despite the manual investigations, students’ cooperation, and the use of existing digital systems, contact tracing is not always comprehensive and accurate.</td>
<td></td>
</tr>
<tr>
<td>• “We had lots of students that wanted to be involved in the first case. You know, it was exciting they wanted to be a close contact. They thought going home would be great...and some of the students were right, and some of the students were just, you know, making it up, just to be involved in what was going on.” [Assistant head S]</td>
<td></td>
</tr>
<tr>
<td>• “You can ask the child, you can ask the parents, but they don’t always necessarily know or they can’t remember, so yeah, I guess that for me, that was the main thing is really like, I think I, I guess I just had to accept that it was never going to be fully accurate.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>The use of more flexible digital seating plans, CCTV, mobile proximity-tracking devices, and access cards could improve the accuracy of contact tracing, although concerns around privacy, acceptance, and technical limitations are prevalent among staff.</td>
<td></td>
</tr>
<tr>
<td>• “Okay (in relation to CCTV), my personal opinion is it wouldn’t be ethical; I think it is the wrong way to use it...because you are literally spying on a person.” [Teacher S]</td>
<td></td>
</tr>
<tr>
<td>• “(in relation to proximity tracking) also I’m aware of the workforce needing to be in, and I don’t want false alerts that mean that we can’t run our school effectively because we’ve had to send people home, so some of that it needs to be utterly reliable.” [Assistant head S]</td>
<td></td>
</tr>
<tr>
<td>No standardized procedures exist for storing and sharing information with authorities, and a digital system for interagency collaboration could assist schools’ contact-tracing efforts.</td>
<td></td>
</tr>
<tr>
<td>• “Public Health England, actually the communication is dreadful. Our head teacher has had to sit on the phone spelling out her name, the school’s name...it’s all done in a really old-fashioned admin way.” [Assistant head S]</td>
<td></td>
</tr>
<tr>
<td>• “From first notification, we should just be able to upload all our information into a hub or a central record for our school.” [Assistant head S]</td>
<td></td>
</tr>
</tbody>
</table>
Social distancing, contact-tracing provisions, and other COVID-19–related measures impact school functioning and place additional demands on staff and pupils.

- Measures have a negative impact on the teaching of practical subjects and other aspects of school life, although positive changes were also observed.
- Staff have taken on additional responsibilities and roles, and their workload has increased.
- The behavior of students, along with factors inside and outside of school, could further complicate efforts to improve contact-tracing and social distancing provisions.

The behavior of students, along with factors inside and outside of school, could further complicate efforts to improve contact-tracing and social distancing provisions.

- "The more practical subjects have been definitely limited just because the teachers have been going to the students rather than the usual other way around, yes." [Assistant head S]
- "We’ve seen things like cross-year bullying completely vanish by keeping those students separated." [Teacher S]
- "We rewrote all of our schemes of learning to see if we could minimize the amount of physical contact the students had, while still being able to learn the skills we were trying to teach them." [Teacher S]
- "Aa teacher, my role is [to] be sure that in the class, they’re wearing masks, be sure that they sanitize their hands, and they’re sitting where they’re supposed to sit. Be sure that I have windows and door open." [Teacher S]
- "I think with technology, it’s all dependent on students having something, and yes, without…with our all good intent and purposes, sometimes it’s a battle trying to get students a pen [laugh] never even mind you know, something digital." [Teacher S]
- "You know the…the breakages of equipment in school is…is…is unbelievable, I think, when you think about it…I don’t know. I…I can’t quite get my head round what that would look like." [Assistant head S]

**Theme 1: Social Distancing Measures Were Put in Place to Prevent and Limit High-Risk Interactions; However, Blind Spots Exist**

School staff in both primary and secondary schools were attempting to follow national guidance; however, there appeared to be significant differences regarding the provisions they had in place to manage social distancing. In primary schools, where learning required group work and interaction (especially in early years), rules around social distancing and strict seating arrangements in the classroom were not considered appropriate. When possible, however, staff would choose seating arrangements that would minimize face-to-face contact, such as rows or a horseshoe. Each class would be considered a “bubble,” whereby students would only mix with other students and staff in their bubble.

School staff in secondary schools used a number of additional systems and provisions that were in place. In the classrooms, strict seating arrangements were in place and participants reported using digital seating plans consistently; these had been generated by a digital system designed for classroom management. Bubbles were not used. During breaks, students would only mix with other students in their year group and there was not an expectation for students to socially distance within their year group. In the classroom, teachers would remain in a designated area 2 m apart from their students, and they continued to teach across different year groups.

To minimize interactions between different year groups in common areas, school staff in both primary and secondary schools implemented measures, such as staggered break times, keeping year groups separate, zoning, and 1-way systems. All staff were asked to keep at least 2 m distance from their colleagues, and changes were made to staff rooms to prevent close interactions.

Participants reported that high-risk interactions appeared to occur despite the measures that were put in place to prevent them. Staff members would not always keep their distance from their colleagues, and space limitations in some classrooms did not always allow them to stay 2 m apart from their students; and students in the same year groups were free to interact with each other in close proximity during break times in communal areas, such as halls and dining rooms. In secondary schools, science classes in particular presented challenges as there were instances when teachers where required to leave their designated area and approach the students to assist them with their experiments. One participant who was teaching science explained that it would be helpful to be reminded when they were in close proximity to their students. Receiving alerts from a digital system could potentially help prevent lengthy and risky interactions.

**Theme 2: School Staff Use Both Manual and Digital Methods to Support Contact Tracing; However, Greater Accuracy Is Needed**

In primary schools, where students and staff in each class formed a bubble, participants described contact tracing as a relatively simple process. When a positive case was identified, all students and staff in the same bubble were considered close contacts and were asked to isolate by the school. When students shared classes or activities with students from different bubbles, all those in the presence of a positive case would be sent into isolation. There was a perception among participants that primary school students could not be trusted to identify their close contacts. As a result, investigations often did not take
place and isolating everyone in the same class or activity with the positive case was considered a far more practical option.

In secondary schools, large numbers of students were mixing across their year group in common areas. Teachers also taught across multiple year groups. As a result, contact tracing involved elaborate investigations. Digital seating plans were used routinely to identify close contacts in the classroom. Manual investigations, such as interviews with teachers, students, and parents, were also conducted by the school’s senior leadership team to identify social contacts. In 1 (16.7%) school, CCTV footage was reviewed routinely by staff to identify contacts in common school areas. Participants reported that maintaining the anonymity of the case was not a priority in contact-tracing investigations and stressed that no complaints had been raised by students, parents, or staff.

Participants, however, expressed strong concerns that manual investigations were not accurate. They admitted that seating plans were not always properly updated; participants would forget or struggle to update them if using alternative seating arrangements, and sometimes, students changed their allocated seat without first asking or informing their teacher. Participants explained that they would often keep separate files or instead take a quick photograph of the classroom. Recollection of close contacts by the positive cases was not always felt to be reliable, and participants would also come across contradictory accounts. Combined with the lack of any physical evidence of close interactions, participants had to manage these situations to the best of their ability and were relying heavily on their own memory and judgment.

Participants believed there was a need to improve the accuracy of contact tracing inside and outside the classroom and that digital solutions could help. Specifically, allowing students to update seating plans by scanning quick response (QR) codes on seats/tables was seen to have the potential to lead to more accurate plans and more flexible seating arrangements, along with more compliance from students. Participants felt CCTV cameras, which were already in place in all the schools, could help identify close contacts in areas such as dining halls. Mobile systems that could measure and track proximity between students and teachers (ie, proximity-tracking devices) were considered a valuable approach to improving accuracy. Less interactive technologies, including access cards, to monitor access in common school areas were also considered promising if they provided accurate information on the whereabouts of staff and students.

Despite their enthusiasm, participants did have reservations and concerns about these technological solutions. In relation to mobile proximity tracking, they were concerned about privacy violations as they felt that students would be monitored constantly within the school. They also highlighted the issue of consent and the need for everyone in the school to use this system. Furthermore, there were concerns about false proximity alerts that could send staff to self-isolation unnecessarily. Participants overwhelmingly expressed the view that manually reviewing CCTV footage would be time-consuming and therefore not feasible, and there were concerns regarding technical limitations of the CCTV system (eg, areas in the schools that are not covered by cameras, footage may not be clear and detailed enough to allow the identification of students). Furthermore, the majority of schools discussed by participants currently use CCTV footage only in exceptional circumstances to identify students who are involved in serious incidents, such as fights. Therefore, there were concerns among some participants about extending this to the infection control scenario as this would require frequent use of the system, which they considered invasive. Technical issues along the time required to review footage would make it difficult to make its use a common school practice.

Participants also highlighted challenges when contacting public health authorities (specifically the now disbanded Public Health England [PHE]) to report positive cases and to receive advice and support with contact tracing. The system required multiple phone calls and repeating the same information to different members of staff. Introducing a digital record that could be shared between schools and public health authorities was seen as a way to improve their communication and collaboration. However, this was not a challenge experienced by all participants, as the schools whose staff felt confident in managing contact tracing were not required to contact the authorities.

**Theme 3: Social Distancing, Contact-Tracing Provisions, and Other COVID-19–Related Measures Impact School Functioning and Place Additional Demands on Staff and Pupils**

Social distancing along with other provisions aiming to keep pupils and staff safe has had a profound impact on school life. Participants explained that the teaching of more practical subjects was especially difficult. In schools where zoning had been implemented, students in different year groups stayed in separate areas of the schools. As a result, access to rooms with equipment needed for drama, music, science classes, and outdoor facilities needed for physical exercise (PE) was restricted. Participants recounted trying to move equipment between classes but that this had significantly impacted the quality of teaching. PE sessions were also reduced in order to allow for cleaning of changing rooms.

To manage these changes, participants had taken on additional responsibilities, including moving equipment between classes, adjusting the curriculum, making sure to sterilize their own working areas, reminding students to wear masks and keep their distance, following up on students who tested positive, and managing the whole school response. Participants also highlighted that factors outside the school’s control, such as mixed messages on what constitutes close contact in the school, not making testing obligatory for students, and change of rules around mask wearing and temperature testing, had further complicated their efforts to make the school a safe environment for their staff and students.

Despite the challenges, participants observed positive changes in the school environment. Cross-year bullying stopped in 1 (16.7%) school since year groups were kept separate, while enhanced cleaning and insistence on hygiene measures led to a perceived reduction in outbreaks of other illnesses. Some
participants also noted that their schools would permanently implement some of the changes.

**Discussion**

**Principal Findings**

**Introducing CCTV, proximity tracking, and access cards into contact tracing could increase the accuracy and speed of contact tracing**

This study explored the experiences of school staff in managing COVID-19, along with their requirements for digital solutions that can enhance their efforts to improve contact tracing and limit the spread of COVID-19 among students and staff. Although schools implemented government recommendations, school staff still found it difficult to limit and appropriately monitor high-risk contacts and strongly believed there was a need to improve accuracy in contact tracing. School staff in secondary schools faced more serious challenges as students interacted and congregated with other students in their year group, with year group sizes reaching 200, 300, or more students [55]. In primary schools, students were reported to have close contact with other students within their bubble, which includes an average of 30 students [56].

Findings suggest an opportunity for digital systems, particularly access cards, proximity tracking, and CCTV, to improve the accuracy and efficiency of contact tracing. Manual investigations (interviews with teachers, students, and parents) and reviews of seating plans were not considered accurate, as they relied on individuals’ ability to recall interactions and to keep their records up to date. Introducing automation in contact tracing could increase the speed and accuracy of investigations and potentially have a more profound effect in secondary schools. The contacts of secondary school students can grow exponentially in the time it takes to conduct manual investigations or if some of the close contacts are missed in this process. Delays in quarantining or testing close contacts allows more space for the virus to spread within school.

**Need to Understand and Address Privacy Expectations and Concerns Among Various School Stakeholders Before Introducing New Tools**

Introducing mobile proximity-tracking devices and new uses for CCTV (primarily tracking of individuals for contact-tracing purposes) were felt to be promising but raised privacy concerns among the staff. Participants were specifically worried that the introduction of these solutions would result in the constant monitoring of students within the school. To address these concerns, more conceptual work is needed to unpick the notion of privacy and we should try to understand what the privacy expectations are across different settings within the schools. Although there is no universal definition of privacy, the concept of “reasonable expectations of privacy” determines in which places and activities a person can expect to have a right to privacy [57]. The concept highlights that expectations of privacy largely depend on the setting and circumstances. To this end, we should ask ourselves, What may be the reasonable expectations of privacy within schools? Schools are required to hold personal information about students and their families [58], and they are expected to monitor and supervise behavior to support the welfare and education of their students [59]. Individuals can also have different expectations, depending on where they are within the schools. There is probably no expectation of privacy in the classroom, where attendance and performance are strictly monitored, while school toilets are a place where individuals are not expected to be observed.

This study explored the experiences and perceptions of teachers, but there may be different expectations of privacy among the various stakeholders, including different members of the school community (teachers, parents, students). Parents may expect the school to inform them about their child’s behavior, whereas students may not be keen for the school to observe or report on their behavior and keep their behavior private. Overall, digital solutions for contact tracing designed for schools should therefore prioritize security measures to address concerns around privacy. These measures, along with clear explanations regarding how they are going to be used and for what purposes, should be highlighted in the communication with the school community. Co-designing the solutions and exploring the concerns and expectations of privacy among different stakeholders will increase the likelihood that any solutions would be accepted with high uptake.

There were particular concerns about the technical requirements in using CCTV for contact-tracing purposes. Facial recognition technology, where captured images are compared against a database of pre-existing personally identifiable images in the system, should make it easier and faster to identify individuals [60]. However, this technology could be considered invasive, and its application has been met with resistance [25,29]. Exploring views regarding the application of facial recognition among members of the school community could provide more clarity on whether they would consider its use appropriate.

**Contact-Tracing Tools Should Place Minimal Burden on the School, Staff, and Students**

Participants were concerned about the demands of any contact-tracing systems on their schools’ budget. Buying, fixing, and replacing equipment were suggested to be extremely difficult for schools, and there was also concern that mobile proximity tracking could generate false alerts and send the staff unnecessarily into isolation. This can lead to staff shortages and the need to bring in temporary staff at a great cost for the school. Any digital solution designed for schools should come with available technical support as schools are unlikely to cope with the ongoing demands of maintaining such a system. This study further suggests that accuracy (including avoiding false positives, which would unnecessarily require students and staff to isolate) should be 1 of the system’s key features. Furthermore, reducing the need for involvement of staff and students in the application and use of any digital solution seems crucial. The staff have already taken on many responsibilities, and increasing their heavy workload would put additional pressure on them. Expecting students to take on an active role as users could create additional barriers, considering the different maturity levels among this population [61]. Therefore, digital solutions should be designed to fit in with schools’ workflow and routine and require minimal interaction from individuals.
Limitations
This study concentrated on schools in the southwest of England. We chose this focused approach due to the lack of research in the area and the desire for an in-depth exploration of school staff’s experiences. To build on our findings, a larger UK-wide quantitative study could enable broader generalizability. The topic guide was not pilot-tested, as the pace at which the COVID-19 pandemic has been unfolding required the research team to provide results and insight at a fast pace, thus creating additional time constraints.

Although the study achieved purposive sampling at the school level, that was not possible at the participant level. This study included a relatively small numbers of senior school staff (managers and teachers), mainly due to the high workload experienced by schools coping with the impact of the pandemic. Since senior members are tasked with managing the whole school response, they could have provided more insights regarding the impact and applicability of digital solutions. We did not manage to recruit staff members such as reception staff, other administration staff, and cleaners, and these staff members could have provided valuable insights into COVID-19 management in schools.

Conclusion
This qualitative study found that school staff reported a need for better COVID-19 mitigation measures, especially in secondary schools, and digital tools, such as CCTV and mobile proximity tracking and access cards, were described as potential solutions. It is important to ensure that any tools designed for schools prioritize privacy concerns and have minimal impact on staff, pupils, and day-to-day management. Further qualitative work would enable exploration of acceptability, feasibility, and engagement with the specific digital solutions that have emerged and explore the views of other key stakeholders, such as students, parents, and decision makers.

This study explored challenges faced by school staff in implementing COVID-19 measures and different provisions between secondary and primary to identify suitable digital tools. Overall, findings can help researchers and practitioners who work in different contexts and settings understand the particular challenges faced by school staff and inform further research on the design and application of digital solutions.
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Abstract

Background: Misinformation is often disseminated through social media, where information is spread rapidly and easily. Misinformation affects many patients’ decisions to follow a treatment prescribed by health professionals (HPs). For example, chronic patients (eg, those with diabetes) may not follow their prescribed treatment plans. During the recent pandemic, misinformed people rejected COVID-19 vaccines and public health measures, such as masking and physical distancing, and used unproven treatments.

Objective: This study investigated the impact of health-threatening misinformation on the practices of health care professionals in the United Kingdom, especially during the outbreaks of diseases where a great amount of health-threatening misinformation is produced and released. The study examined the misinformation surrounding the COVID-19 outbreak to determine how it may have impacted practitioners’ perceptions of misinformation and how that may have influenced their practice. In particular, this study explored the answers to the following questions: How do HPs react when they learn that a patient has been misinformed? What misinformation do they believe has the greatest impact on medical practice? What aspects of change and intervention in HPs’ practice are in response to misinformation?

Methods: This research followed a qualitative approach to collect rich data from a smaller subset of health care practitioners working in the United Kingdom. Data were collected through 1-to-1 online interviews with 13 health practitioners, including junior and senior physicians and nurses in the United Kingdom.

Results: Research findings indicated that HPs view misinformation in different ways according to the scenario in which it occurs. Some HPs consider it to be an acute incident exacerbated by the pandemic, while others see it as an ongoing phenomenon (always present) and address it as part of their daily work. HPs are developing pathways for dealing with misinformation. Two main pathways were identified: first, to educate the patient through coaching, advising, or patronizing and, second, to devote resources, such as time and effort, to facilitate 2-way communication between the patient and the health care provider through listening and talking to them.

Conclusions: HPs do not receive the confidence they deserve from patients. The lack of trust in health care practitioners has been attributed to several factors, including (1) trusting alternative sources of information (eg, social media) (2) patients’ doubts about HPs’ experience (eg, a junior doctor with limited experience), and (3) limited time and availability for patients, especially during the pandemic. There are 2 dimensions of trust: patient-HP trust and patient-information trust. There are 2 necessary actions to address the issue of lack of trust in these dimensions: (1) building trust and (2) maintaining trust. The main recommendations of the HPs are to listen to patients, give them more time, and seek evidence-based resources.

(JMIR Form Res 2022;6(11):e38794) doi:10.2196/38794
Introduction

Background

Health misinformation is currently recognized as a significant issue [1-3]. Misinformation has been defined as information that has no scientific evidence to support it and is contradictory to the most recent, most reliable evidence [4,5]. Wang et al [3] distinguish further between misinformation and disinformation posted online and on social media platforms in particular. According to a study published by the Council of Europe recently [6], the 2 terms are defined in terms of intent to harm. Misinformation occurs when inaccurate information is disseminated, and it was not intended to cause harm. Misinformation that is intended to harm is called disinformation. False propaganda containing harassment, hate speech, and an intent to harm is considered malinformation [6]. Obviously, the spread of misinformation is not new but dates back to the early days of printing [3], and concerns about fake news and misinformation in traditional media have been prevalent since the early decades of the 20th century [7]. With the advent of digital technology and the internet, misinformation and disinformation have significantly changed how they are communicated worldwide and amplified rapidly. For health professionals (HPs), digital technology and the internet can play a critical role in combating medical misinformation but have not got an opportunity to fully address medical misinformation.

During the COVID-19 pandemic, misinformation has been increasingly presented, based on anecdotal evidence, false information, or misleading information due to a lack of existing scientific knowledge. This information is false but not created with the intention of causing harm [8]. However, the onslaught of misinformation can lead to risky behaviors or reduced trust in authorities. In addition to investigating ways to identify and counter misinformation, researchers have focused on the consumers of misinformation [9], not only as recipients, but also as potential amplifiers. Who is being misinformed, and what does it mean to be misinformed?

Certain personal characteristics or demographic features have been implicated in the spread of misinformation, for example, the characteristics of extroversion and cooperativeness [10,11], dogmatism and religious beliefs [12], and overconfidence in one’s knowledge and critical analytic skills [13]. With regard to demographic features, Guess et al [14] found that conservatives are more likely to share news from fake news sources, such as Facebook, and are 7 times more likely to share news from fake domains. Guess et al [14] differentiated Facebook as an example of an echo chamber where beliefs are amplified or reinforced by communication and repetition inside a closed system. Cinelli et al [15] argued that echo chambers limit exposure to diverse perspectives and favor and reinforce presupposed narratives and ideologies. There also exist fake domains (eg, articles and websites with unknown sources). The term “fake domain” refers to a situation in which an adversary creates a fake website or social media profile for a variety of reasons, including creating confusion among a targeted community. More recently, Guess et al [16] addressed the opposite, as sharing information via Facebook was a relatively rare activity. It was found that conservatives are more likely to share articles from fake domains. Consequently, such studies can be difficult to interpret. The same study, for example, determined that older users are also more likely to share facts. Studies on the role of partisan thinking and misinformation have also had mixed results. Some studies show that conservatives share more misinformation [17,18], while other studies have argued that this correlation may be related to other potentially confounding factors, such as perceived bias in the media [19] or shared information processing tendencies of conservative versus liberal individuals [20]. Harper and Baguley [20] demonstrated that liberals and conservatives are equally vulnerable to believing misinformation but for different reasons. The authors found that the greater the partisan attachment (on either side), the more willing individuals appear to be in engaging in “cognitive distortion” to protect their views. Even whole communities of individuals can be misinformed due to their exclusion from mainstream society, such as migrant networks [21] or niche online communities [22].

This study investigates disease outbreaks where a large amount of health misinformation is produced and released. We focused on the misinformation that is related to HPs’ specialist areas using COVID-19 as a case study of a disease outbreak (1) to investigate how misinformation may have impacted health practitioners’ job practice, how they witnessed it occurring, and how they interpreted it, intervened, and responded to it and (2) to examine whether any reshaping of practices occurred or was expected to occur in response to misinformed patients. Due to the uncertainty regarding the sources of misinformation in this study, we considered all sources of misinformation, including echo chambers both online (eg, Facebook) and offline (eg, committees in religious worship places, such as mosques and churches).

Health Professionals’ Terminology in This Study

Various terms are used in the literature to describe staff members who work in the health sector and provide health services to patients. For this research, we combined definitions from Medscape [23] and the National Health Service (NHS) [24] to determine the job description of individuals in the health sector who can serve the purpose of the study. According to Medscape [23], an HP is a provider of health care treatment and advice based on formal training and experience. The field includes those who work as nurses and physicians of all specialties and those who perform services in allied health professions. Public health and community health experts are also health professionals (HPs). According to the NHS, allied health professionals (AHPs) also include 14 categories (eg, osteopaths) that provide solution-focused, goal-centered care to support patients’ independence and help them with day-to-day living. Therefore, in this study, HPs include these 2 groups under the...
condition of having 1-to-1 communication and discussions with the patients. More details about the inclusion and exclusion of participants can be found in the Methods section.

Research Questions
This qualitative study specifically explored responses to the following research questions (RQs):

- RQ1: How do HPs react when they learn that a patient has been misinformed?
- RQ2: What misinformation do they believe has the greatest impact on medical practice?
- RQ3: What aspects of change and intervention in HPs’ practice are in response to misinformation?

Due to the many potential variables influencing health practitioners’ experience and recommendations around dealing with misinformation, this research was determined to be best served by a qualitative approach, allowing us to collect rich data from a smaller subset of health care practitioners working in the United Kingdom.

Methods

Methodology
This study used a qualitative approach that shows the data findings and results from semistructured interviews that were conducted with HPs and that were audio-recorded. The interviews lasted between 30 and 45 minutes, with an average duration of 40 minutes. HPs included doctors and nurses from different areas in the United Kingdom, as well as 1 HP from the United States. Participant interviews were conducted either online (Teams or Zoom) or via phone call at the participant’s convenience.

Ethical Considerations
The study was approved by the Human Research Ethics Committee at the Open University (reference no. HREC/3960/Khaier, approval date April 14, 2021). The conducted interviews followed a predefined semistructured interview protocol informed by the study’s aims and objectives.

Data Collection
Data were collected through 1-to-1 online interviews (Zoom/Teams/online) with 13 health practitioners, including junior and senior physicians as well as nurses. These interviews were transcribed and analyzed using the thematic analysis (TA) approach to understand and interpret the perceived experiences of HPs during COVID-19. Participants in the study were recruited via a combination of convenience and snowball sampling methods. The HPs’ job titles were doctors and nurses. The doctors were a mix of men and women. Their professional experience ranged from junior to senior positions in different specialties, such as psychiatry and hematology. Geographically, the majority of HPs (n=12, 92%) were from the United Kingdom, except for 1 (8%) from the United States. It was useful to include a non-UK perspective to enhance understanding of the contextual factors. The HPs from the United Kingdom worked in various regional locations, including the Southeast, the Southwest, and the Midlands. Figure 1 illustrates the applied framework to analyze the qualitative data thematically, starting with reading and familiarization with the narrative across interviews, progressing to reporting the study results [25].

Figure 1. Framework for conducting a TA. TA: thematic analysis.

Recruitment of Participants
The research team contacted (by email or telephone) the communities where the target population work in the health sector (eg, doctors and nurses in general practice in their local areas). These individuals were then asked to suggest other prospective colleagues for the study. This method is referred to as snowball sampling [26] because (in theory) once the ball starts rolling, it picks up more “snow” along the way (recruits more individuals) and the sample size grows progressively larger. In this research, the snowball sampling process consisted of 2 steps:

- Identifying potential participants: HPs they may work with or know in their workplace
- Asking those HPs to recruit other people (and then asking those people to recruit others and so on)

Inclusion Criteria
Participants were selected based on 3 main criteria:

- Participants were currently working in the health care sector, with a job description that requires direct, day-to-day interaction, including discussions with patients. For example, staff members who were working in data entry without having any contact with patients were excluded.
Participants have witnessed misinformation regardless of how they define what misinformation is. Participants’ experience extended to the period before and during the pandemic. It is important to emphasize that misinformation that participants narrated their experience with is not about COVID-19 but about their own specialist area, as the research investigated the impact of misinformation more generally using the pandemic as a practical example of a disease outbreak. For example, an endocrine doctor narrates their experience about patients being misinformed by a family member to eat a specific fruit, believing that it would lower the level of blood sugar. In this example, the HP explained that in response to the lockdown during the pandemic, patients did not get an opportunity to have frequent face-to-face meetings with the allocated doctors and that justifies the reason for misinformation from the HP’s view.

Participants who expressed their interest in taking part in the research were then sent a participant information sheet (PIS) to explain the purpose of the research, what participants will be required to do, and how they will be involved. In addition, they were asked to sign a written consent form and send it back to the researchers. Within this consent, they were informed that the interview would be audio-recorded, and they were given the choice of whether to continue their participation in the research interviews and how to withdraw, if they wished. Finally, they were sent an email with an invitation to the interview.

Interrater Reliability

Figure 2 illustrates the different steps involved in the interrater reliability (IRR) process. The 2 researchers coded and analyzed the 3 agreed interviews independently, followed by comparing their coding results (superthemes and subthemes) to highlight any agreements and disagreements on the sufficiency and adequacy of the baseline data [27]. An important component of qualitative research is the identification and negotiation of disagreements throughout the iterative process of developing a codebook [28]. Reliability is calculated as the number of agreements divided by the total number of agreements and disagreements. Both node structures between the 2 coders were compared as follows:

- Score the same existing theme in both node structures as “1 agreement.”
- Score nonexisting themes in both node structures as “1 disagreement.”
- Add up all agreed themes versus adding up disagreed themes and calculate the percentage difference to determine the percentage of agreement between the 2 researchers.

We (researchers/coders) obtained a result of 78.3% agreement in our approach. Miles and Huberman [27] recommend that when coding 50 statements of transcripts, 80% of agreement between coders is used as a percentage difference target. However, we argue for this result of 78.3% because the 2 coders agreed to share the coding of the 2 full transcripts (about 600 statements), which resulted in minimizing the expected percentage of agreement between the 2 coders.

To ensure that the data collected within qualitative and quantitative research were correctly interpreted by the research team and can be used to build new insights, it is imperative that data analysis be conducted using best practices [29]. These best practices should include methods to safeguard the trustworthiness and quality of the research. According to McAlister et al [30], when one is using qualitative coding techniques, establishing the IRR is a recognized method of ensuring the trustworthiness of the study when multiple researchers are involved with coding. In the course of our study, we used the IRR to test the strength of our categories for our codebook development. Being under the threshold of 80% agreement may indicate that there are categories that need to be further negotiated in subsequent studies. Consequently, in this research, trustworthiness through IRR gauged how well the evidence presented supported the value of the results, while quality analysis measured how likely systematic error and bias were prevented through the design of the study.
Codebook Development

Our RQ was about HPs’ experience with misinformation and its impact on their professional practice. Two researchers, with shared experiences in collecting and analyzing qualitative data, collaboratively developed the codebook informed by many meetings before, during, and after the data collection to develop the RQs, following up on the flow of the interviews and discussing the emerging themes after the interviews.

A total of 13 interviews were conducted and transcribed. The initial plan was to select randomly 1 (8%) interview of the 13 to share coding and run the IRR exercise. However, running the “Word Frequency” query over the 13 interviews using NVivo (QSR International) identified possible themes, particularly in the early stages of the project [31]. It showed that there were repeated uses of words and their synonyms in the interviews that reflected perspectives of the interviewees’ opinions about misinformation. For example, in the political perspective interview, words such as “political affiliation,” “bias,” “league,” “party,” and “political” were frequently repeated. Therefore, after identifying the 3 main perspectives (professional, social and cultural, and political) both coders agreed to select and code 1 interview from each perspective.

The 13 interviews were then grouped according to these perspectives into 5 professional, 7 social and cultural, and 1 political interview. Next, the researchers selected 1 interview sample that related to each of the 3 themes. In total, 3 interviews were selected to practice the coding together and to conduct the IRR exercise. After that, the 2 coders started to code the 3 selected interviews separately. Following O’Connor et al [32], the researchers identified initial themes through group discussions of overlaps and divergences. Before coding, researchers started to cobuild the baseline of understanding the research aims, RQs, and interviewees’ professional backgrounds, how HPs witnessed misinformation in the job practice, and how to communicate with their patients accordingly. Moreover, in-depth details about the HPs’ job practice and approach to dealing with misinformed patients and the applied approach, training, and resources that the HPs follow or recommend were determined. This phase ended with developing the codebook (see Table 1), followed by the IRR practice (as shown in Figure 2). The structure of the combined deductive and inductive codes is provided in Multimedia Appendix 1. Table 1 shows an example of the developed codebook.
Table 1. Example of subthemes in the codebook, definitions, and quote examples.

<table>
<thead>
<tr>
<th>Code</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authority</td>
<td>Subcode to the supercode “blind trust” or “status of information and perception”</td>
<td>“Sometimes, it could be their religious leaders; sometimes it could be their elders.”</td>
</tr>
<tr>
<td>Logic</td>
<td>Statements about patient epistemology relying on logic as “evidence” of misinformation or information</td>
<td>“I think it’s easier when you’re treating somebody from the leafy suburbs of, let’s say, Southampton, where we live, people who are well-off, high up on this economical, know how to search for up-to-date health information, look at the guidelines, and they come armed with a lot of knowledge which then, and you can easily win them over in an argument.”</td>
</tr>
<tr>
<td>Availability</td>
<td>Absence of or lack of exposure to verified information leading patients to trust easily accessible information (eg, Google or social media)</td>
<td>“When you don’t have information, you tend to start to pick up sources which are not necessarily valid, not recommended by a health practitioner, or could be related to other parts of the world.” “Sometimes, it’s the patient; they resist the treatment because they, someone from the family, told them that, something.”</td>
</tr>
</tbody>
</table>

Results

Data Analysis and Findings

Qualitative data were thematically analyzed to focus on the key aspects related to the study RQs. TA is the search for and extraction of general patterns found in the data through careful reading and re-reading across the qualitative data set [25]. TA flexibility involves making several decisions regarding data collection and analysis before they are undertaken. In this research, the initial analysis started with ongoing discussions between the researchers; these discussions informed the development of the codebook. Within the analysis and flexibility of TA, there were opportunities for newly developed themes (other than those in the codebook) to emerge within the data analysis. TA began while the interviews were ongoing, and transcripts were analyzed one by one using NVivo 12. As the analysis progressed, a figure of emergent codes was developed and refined (see Figure 3). Each new transcript led to codes being further expanded or adjusted. Once all the transcripts were analyzed, researchers refined each code in order to identify any duplicate coding or emerging patterns. Upon completing this process, the themes were developed, refined, and named.

Findings from the analysis of qualitative interviews navigated us on a journey starting from the origins of misinformation (patient’s education, online sources) to the status of misinformation in HPs’ job practice regarding its occurrence—whether it is a novelty or an ongoing phenomenon. The status of misinformation includes how patients think about, accept, and trust this knowledge, highlighting 2 main challenges addressed by HPs that are considered catalysts for the spreading of misinformation. First, existing information is somehow unreliable (eg, out of date). Second, HPs have limited time to meet, listen to, and talk with their patients. For HPs, misinformation impacted their job practice through applying 2 different approaches: (1) educate the patients through multiple methods (eg, HP’s advisory role) and (2) communicate with the patient. However, the pathways to implementing these approaches focus on building patient-HP relationships and building trust between them. “Trust” is an emerging theme that includes patient-HP trust and patient-information trust (see Figure 3).

The following section details the identified themes with supporting quotes.
Emergent Themes

Sources and Drivers of Misinformation
HPs narrated 2 main reasons that are behind misinformation: (1) patients’ backgrounds and (2) the unreliability of the information available. With regard to the patients themselves, reasons such as education, culture, religion, and political affiliation were listed as sources of information.

Patients’ Educational Background and Misinformation
Interestingly, according to HP4, the educational level (high or middle level of education) may drive the patients’ information toward 2 alternative routes, either follow or unfollow.

You’ll be surprised to know that…I’m not going to say that the very poor people, but I’m just going to say the working category among the people. They were very keen to follow the right information. And as you go up in the society, when you go to, a little bit higher-educated people; unfortunately, they was the people who was not getting the right information because of their political backgrounds or whatever kind of media they listen to. [HP4]

Patients’ Social and Cultural Background and Misinformation
Furthermore, the interviews with the HPs revealed the role of the community and word of mouth in spreading misinformation. As emphasized in the following 3 quotes, online social networks create amplification, an illusion of significance, and false credibility for these resources.

We have people from different backgrounds who will look up information in their home countries, which not necessarily could be medical information, but still use them in this country to request for a treatment or trying to sort of push for a particular way of management. [HP9]

Well, it is because it has the echo chamber phenomena, which means that you only need 1 or 2 people in the community to relay a message across certain networks, like WhatsApp or whatever. And then suddenly, those messages will amplify themselves like an echo chamber and become so popular and track a lot of...and you see some people resenting the messages so many times that the message become significantly more present in those networks from multiple sources, although they might have started with 1 or 2 people. But that then somehow infer [sic] or confirm legitimacy or authenticity on that message and becomes difficult to tackle. Now, because [the] social network has no limits, is like the physical encounter between 2 people, you need to see somebody and let’s say gossip, or misinformation...you have somebody who will pass a message to you, and then you need to wait for another person who to meet to say that message again to you and a third person. [HP5]

I think it comes from all sorts of sources. Yeah, so I don’t think it’s always just the internet...think it comes from TV. I think it comes from friends. It comes from family, it comes from generations, it comes from old books. I think it comes from other health care professionals. I think health care professionals within our own spheres are not updated...I think it’s all over the place. [HP12]
Online Social Media and Misinformation
The social platform, the groups, especially the groups. They are believing them, especially the groups. Some of them, they are dark web, I can see, dark web. And last is Google...because Google gives them the good information. [HP11]
We have people who search the internet and come up with all sorts of information, which has not been substantiated in any way and come up requesting a treatment. [HP2]

Status of Misinformation
Misinformation (Chronic or Acute?)
HPs look at misinformation as something more “chronic” rather than “acute.” It reminds us that what makes misinformation during COVID-19 has less to do with how much misinformation is shared and more to do with existing inequalities, cultural exclusion, and lacking communication structures that make the consumers of misinformation more likely to believe and, crucially, act on misinformation. HPs deal with all kinds of health-related misinformation, and it appears to be related to many of the same factors. As stated, “Misinformation is always there, not only because of the pandemic” (HP10).

Unreliable Sources of Misinformation
Asked whether patients would have access to the right information, HPs provided varying responses regarding information resources. Although some health care professionals described the resources of information as being available, they also highlighted the lack of trust patients have in them. This contrasts with the high level of trust placed in social media. However, some HPs have frequently complained that the misinformation is based on outdated sources.

Some of them [is] outdated information, where people have been not aware of new developments on treatments. So that’s...we can call it misinformation or lack of information. And then you have people who come up with some ideas about different kinds of treatments or lack of treatment. [HP2]

It is important to mention that a few HPs addressed the difficulty of facilitating this reliable information.

I think it’s very difficult to give people key health messages that are current, up to date, and researched and consistent. [HP3]

Yes. So, when you don’t have information, you tend to start to pick up sources which are not necessarily valid, not recommended by a health practitioner, or could be related to other parts of the world. [HP9]

Epistemology of Patients
According to many HPs, patients blindly trust some of the sources of misinformation. This blind trust is based on 3 factors: authority of the sources, availability, and logical reasoning (plausibility).

Authority
Using the following example, HP2 explains that when the information is provided by a “gatekeeper” (a native speaker of the patient’s own language), it is considered more authoritative than information provided by an “outsider” (a nonnative speaker).

So, the guy was translating my chat in Turkish because he knew English and he was very respectful and very appreciative. And he said, “My apologies for having to second, remention your message.” And he knew that a lot of them knew English. And they could know what I’m saying. But they wanted to hear it in Turkish from somebody who’s in Istanbul, while they are in England. [HP2]

Availability
The availability of information (potentially in the absence of, or lack of exposure to, verified information) is 1 of the reasons why patients may choose to trust information to which they have easy access. There are many people who share information online (eg, from Google or social media), and the accessibility of this information is attractive, especially when the HP is difficult to reach.

I think they just follow whatever suggestion is given by the search engine, and later on, just after the consultation and coming across to the specialist, they start to be aware of the actual accredited body of the society of the disease that they are dealing with. [HP3]

Logic
It is clear from the narrative that patients blindly trust the information when it occurs logically in the context of the community surrounding them and when it aligns with their experiences and perspectives. The patient, for example, anticipates that, since their friend had an illness, they will also have a similar experience.

She has explained to me that she has had these symptoms for a while, and I was like, “So what makes you think now this is the problem?” and she was like, “Well, my friend just recently got diagnosed and she has had this for a while as well,” and she said she’s got some of the symptoms her friend has, so it’s not even like she completely has what her friend has...she’s like, “Oh, yeah, it’s just the painful periods and the heavy periods.” [HP7]

Again, same problem, irregular periods, but this time her friend had just been diagnosed...or they had found cysts on her ovaries, so she has been diagnosed with polycystic ovaries, and she was like, “Yeah, she’s the same age as me. I have really painful periods as well and this must be it,” even though this has been the situation, it’s not like it has gotten worse over time, it’s just...yeah, they will have a conversation with someone, and they are like, “Oh, this is what’s happening, this makes sense,” and it is kind of confirmed when they search Google, as well. [HP2]
**HP's Limited Time to Well Inform**

You [HP] will take a lot of time, time they visit or make an appointment, meet their GP if they do not have this time they may become more inclined to rely on other sources of information. [HP10]

**Misinformation Impact on HPs’ Practice**

**Educate the Patient**

HPs adopted 2 approaches to dealing with misinformation. A majority of HPs agreed on the first point, which is to educate the patients. HPs use different strategies to educate patients, such as instructing, patronizing, presenting evidence, coaching, or researching the patient to determine the appropriate channel to use. Nevertheless, it has been observed that some doctors patronize their patients and treat them with an air of superiority. As part of a treatment path, other strategies may also be used, such as setting aside time to listen, talk, and communicate and building trust.

“You go online and look it up yourself,” which obviously sometimes, because I wouldn’t give them a specific website. I’d just say, “Look it up yourself for head injury advice.” [HP8]

Actually, just you explain that you understand the culture, but this is totally different of this, and this is classic mental illness. And we just do like psychoeducation about the signs and symptoms of mental illness and how we treat this. And we try to convince them and, like, reassure them about the medication. It’s not causing addiction. It’s not severely affecting the patient. Just, we are trying to treat them and make them feel better and make them more functioning. [HP10]

If you are in a very busy inpatient ward, it’s a very heavy workload, but still if you have 1 patient who is refusing treatment, it is worth to go and talk to him face to face. Sometimes, the patients refuse to do, like, a blood test, or sometimes, they are refusing to go to the general hospital if they are having high blood sugar with ketones and they are going to diabetic ketoacidosis, so if I talk to him, I will save his life, literally. So, it’s worth doing it even if you have something else. [HP10]

I would probably take more time with them, because I think it would take more...you maybe would have to spend more time. And sometimes, there would be resistance, I think, to maybe, you’re telling them something that is the opposite to what they’ve been told, possibly by somebody that they would trust, or somebody...We do get doctors telling people the opposite of what we say sometimes. And then having to kind of change that advice is quite difficult. So, a doctor may say to somebody, “You must change your catheter leg back(?)” every day or something, for example. And actually, you only change them once a week. And so, if a doctor has told somebody something, misinformed them, and then a nurse who is seen as a, you know, of a lesser. [HP12]

But I think sometimes, certain treatment, from my experience from going on insulin, you can tell that people from, for example, [an] Asian background, they just have lots of concern about going on insulin, because they have heard so many stories, or they think that going on insulin doesn’t mean they are really badly with diabetes, they don’t want to accept that. So, this is 1 example, for example, changing the treatment from tablet to insulin, you just see lots of resistance from some patients. For example, like I patient told me, “Oh, my cousin lost her leg after she went on insulin.” But actually, just when I explained, “No, it’s not when she went on insulin. It’s because the diabetes wasn’t treated well.” [HP1]

**Communicate With the Patient**

HPs highlighted the importance of communication with the patient as an important pathway in their job practice to spot and witness misinformation, know its drivers and sources, and find pathways to confront it.

There’s something called Sugar Buddies that if somebody was type 1 diabetes can be paired with somebody who had type 1 diabetes for 20 years, and really very well insulin management, so we pair them with somebody who we know that he’s been really very well educated, managing. So, that has been helpful as well. And then the patient[s] like it, and they actually meet other patient[s] with the same condition. [HP2]

For interviewees, communication has been addressed differently. For some, it is to talk and provide information; for others, it is to listen to the patient and discuss further health-related topics that have been spotted misinformed. As stated by HP3 and HP8:

It is how you communicate with people who are coming up with these kinds of challenges. [HP3]

It is down to communication skills. Adapting maybe my tone, my voice, my speech, my physical gestures to a patient. [HP8]

Interestingly, the words “listen” and “listening” to patients as part of the role of HPs were mentioned in the narrative 60 times across the 13 interviews. For the majority of interviewees, time is a common requirement to communicate with their patients.

**Time Is a Requirement to Communicate With Patients**

I would have to spend some more time building some trust and showing that you know what you talk about. Because I think sometimes, people, when they see that you know what you’re talking about, they will see that actually after some time, then they will build some trust in you. But sometimes, yeah, so you probably would spend more time with that person. And feel you needed to build some trust and get them to, you know, invest in your point of thinking. [HP10]

You will take a lot of time. And not only 1 session...also you should...this is really my practice is like that, it is not from the first take, you will never convince him from the first take, you should give him...
Pathways to Combat Misinformation

HP-Patient Relationship

Misinformation is often influenced by the HP-patient relationship, whether it is short term or long term. For instance, if patients speak to a different health care provider each time they visit or make an appointment, if they do not have a family doctor, they may become more inclined to rely on other sources of information.

I think so, I think so, just because when you are in the [general practice], it’s quite early on, and the GP [general practitioner] is kind of a filter as well, that’s how you know who needs to be passed on to secondary care, and who has just got very severe health anxiety, and they need someone to sit and talk to them. You can even harshly sometimes just tell them, “You’re okay, go away.” Even with the GP’s, sometimes, they have to do that, over the phone. So, they’ve had like diarrhea for a day, or they had diarrhea this morning, it’s like, “Why are you calling, we all get diarrhea” kind of thing…do you know what I mean? They’re like…I think they even quote things from Google, like, “This is malabsorption.” The GP is, “Do you know what malabsorption is?” “Do you know what I mean? So, I think GP, you get a lot of that stuff, but you kind of have to sieve through it, and sometimes you have to be like, “Stop, you’re overreacting” kind of thing. [HP3]

Patients need to see a face; they need to see somebody on their territory or in areas like social networks they have. If they have a Teams or a Zoom or a Skype meeting or a function or whatever, you need to show some presence there so that you then...because as a clinician, we don’t treat people virtually. We have to, at some point, meet them and give them the treatment. So, you need to be a physical presence in their life at some point. [HP2]

There is a long-term investment; [a] short-term one will be to make sure that your message is clear and short and concise. And the medium term will be to get access to networks which those communities are using through your liaisons...are your champions in that community who can then give you some access into them so that you can pass on the messages into those communities, either directly or through proxies, through them to counteract any kind of misinformation. [HP1]

It is worth to go and talk to him face to face. Sometimes the patients refuse to do, like, a blood test, or sometimes, they are refusing to go to the general hospital if they are having high blood sugar with ketones and they are going to diabetic ketoacidosis, so if I talk to him, I will save his life, literally. So, it’s worth doing it even if you have something else. [HP10]

Building Trust

Trust was 1 of the strong themes in the study findings; it was cross-referenced across several interviews. It included different parties—the trust between the HP and the patient and the trust of the health system itself, including the existing information (eg, websites and leaflets).

HP-Patient Trust

If the patient can trust me, he would be more convinced when I talk to him about the misinformation that he had and about the right information if we can see(?) or the valid information about his disease and the treatment options. So, if I manage to get him trusting me, it would make a big step in our relationship. But the problem is a lot of our patients have no insight at that time. A lot of our patients are being paranoid. [HP10]

Trust the Health System Information

For combating the misinformation, but increasing the credibility and the trust of your local health system here, more representation from those communities within the health system, within the hierarchy as well. So, it’s not only a global level, even at managerial, and where they can see that our people are in high positions, and they are endorsing a message of health or health awareness or a treatment or a campaign on increasing information on this and that. So, this will then allow them to drop those misinformation. [HP2]

Discussion

Principal Findings

How Do Health Professionals Respond When Experiencing That a Patient Has Been Misinformed?

According to the study findings, during the conversation between HPs and their patients, HPs explore the sources of information. For them, identifying the origin of this information helps them identify the impact and consequences of the information and find pathways to confront the misinformation. For example, if the patient is a social media follower, that informs the HP to provide online accredited sources instead of the misinformative followed source [33]. Therefore, identifying sources and drivers of misinformation is considered a start to the pathway to confront misinformation [33].

The second manifested response to misinformation is how HPs see the misinformation: as chronic and as ongoing.
What Misinformation Has the Greatest Impact on Medical Practice?

For the second RQ in this study, which questions what HPs feel the biggest impact of misinformation is on health care practice.

The study does not specify certain misinformation that is considered to be leading to the biggest impact. HPs deal with all kinds of health-related misinformation, and it appears to be related to many of the same factors. For HPs, it all affects health and it is all big. This may be because according to the collected data, patients are misinformed because of the implications of different and diverse sources, such as online (eg, Google), family members, and offline (eg, social communities). It could also be that misinformation is an ongoing issue and is not linked with the pandemic solely. For HPs, all types of impacts of misinformation are major and need almost the same pathways to combat. For example, misinformation negatively impacts chronic patients (eg, those with bowel cancer). Misinformed patients resist following up on the chemotherapy protocol recommended by the HP.

What Aspects of Change and Intervention in Health Professionals’ Practice Are in Response to Misinformation?

Educate the Patient

Lilley [33] confirmed that there is a need to educate patients to prevent errors and improve the quality of health care. This education influences patient behavior and produces the changes in knowledge, attitudes, and skills necessary to maintain and improve health. However, educating patients is not an easy and direct job. According to Ward et al [34], it is a myriad of interventions to support patients’ education and adherence to doctor or HP recommendations for diet, exercise, medications, and advice. This conclusion is well aligned with what HPs narrated in this study, as they use different methods to educate their learners, including being advisors, providing resources, and acting as tutors and counsellors.

Communicate With the Patient

According to Palmieri and Stern [35], effective bidirectional communications (between the patient and the HP) are pathways to making an accurate diagnosis. The impact of communicating with the patient is not limited to the issue of misinformation, but it would lead to better health service provision to the patient. According to Davis [36], a patient who listens and has ongoing communication with the HP (eg, doctor) first and then decides has done a better job of deliberating than a patient who first consults web pages or friends and acquaintances and makes a decision before talking to the doctor. Such patients are simply not as good at deliberating about medical matters as patients who do not engage in premature consent. Knowing which sources to heed when making medical decisions is part of being competent at making such decisions. It is part of the skill of deliberation. The challenge to address in relation to encouraging communication is the limited time that HPs can allocate to meet, talk, and listen to their patients. This is confirmed by Palmieri and Stern [35] as managing care and time constraints, adding further pressure on HPs that need to be facilitated. Communication is a 2-way effort to maintain, and there is a role for each party [37]. HPs are encouraged to rehearse different communication strategies and to seek supervision and consultation around matters that are challenging. Patients have a role in fostering honest communication with their providers, while physicians can best promote such interactions by being thoughtful, deliberate, and self-aware.

What Is the Intervention in Health Professionals’ Practice in Response to Misinformation?

For this third RQ, according to the study findings, trust is the dimension that needs to be tackled to combat misinformation. In the issue of trust, the study encompasses 2 aspects: patient-HP trust and patient-source of information trust that is issued by a health body, such as the World Health Organization (WHO).

Building Trust

Trust involves relationships and not just facts. Trust is most likely in situations in which people directly encounter a health care professional in person (at least virtually) rather than in situations in which people are presented with information in other ways [38]. HPs who spoke about gatekeepers from the different communities they serve, or building long-term relationships with patients, understand that many patients will trust people they know—people who share the same language or cultural experiences. Making inroads with different communities and representing them in health care are strategies that can mitigate the impacts of misinformation. This is a time-consuming activity, but it has a long view, and this is important. If HPs view misinformation as chronic, then they understand that the treatment pathway must be more in depth and contextualized.

Patient-HP Trust

Regarding the personal characteristics or demographic features that may play a role, HPs named education, culture, and political affiliation as playing a role. This is consistent with the existing literature. However, similar to Harper and Baguley [20], the correlations are not always in 1 specific direction (more or less related to misinformation-sharing behavior). What appears to be important is how they impact trust. If patients have a trust relationship with their health care provider, and trust in their relevant authorities to provide accurate and timely information, it may not matter how much misinformation a person sees. They will be able to make good decisions for their health and take the necessary actions to protect themselves and their families.

Patient-Source of Information Trust

HPs in the study findings linked misinformation to trust, both between patients and their health care providers as well as between patients and the information provided by experts (eg, health organizations and accredited websites). Some of these official resources do not provide up-to-date information. Although this issue does not directly relate to HPs, it affects their practice in terms of patient-information trust. This mistrust is confirmed by Davis [36], as the rise of premature consent cases is that trust in the health care system has been undermined by instantaneously disseminated information about medically related errors without any details. Making an accurate diagnosis relies on the provision of reliable information [35]. Nonetheless,
this information leads the tech-savvy patient to be skeptical about the physician-employee’s management. Therefore, evaluating sources of medical information and advice are pathways to support patients to decide whether to believe and trust the provider.

Limitations
The study had 2 main limitations: difficulty in recruiting participants and the lack of patients’ voices.

Recruitment of Participants
This study was conducted during the pandemic when the majority of HPs were extremely busy and overloaded with work duties and pressure. Consequently, recruitment of a satisfactory number of participants to take part was 1 of the main limitations of this study. The further difficulty, after finding HPs willing to be interviewed, was to find a time slot in their agenda to schedule the interview in the middle of a global pandemic.

Patient’s Voice
Although HPs in this study could give an in-depth view about their patients’ misinformation, this is considered to be only 1 side of the coin. The other important aspect that needs to be explored in depth are the patients’ views about misinformation, including its drivers, perception, and how to confront it from their angle. With the limited time and funding for this pilot, we thought it would be more effective to speak to HPs about many different diverse experiences with patients, rather than collecting a small sample of patient views, at this time.

Future Work
Many HPs recommended that this study be complemented with another empirical study that incorporates patients’ voices and explores their views. According to several interviewees, patients’ views, understandings, beliefs, and attitudes can shed light on different angles from those narrated by HPs. Including those views will aid in understanding misinformation more thoroughly and in depth. However, recruitment of patients who have experienced misinformation might be a challenge in this study, because it may be difficult for some individuals to admit that they have been misinformed.

Conclusion
Misinformation affects patients’ decisions to follow a treatment or guidance prescribed by their HPs. According to the study findings, patients follow misinformation resources for 3 reasons: (1) available resources (eg, Google); (2) meaningful resources, as they reflect their personal or cultural beliefs; and (3) authorized resources, as they have been disseminated by a source of power for the patient (eg, a political party). The qualitative research presented in this paper revealed that patients do not always trust their HPs or the authorities about health-related information. As a result, they may choose not to follow HP advice on matters that impact their health, including COVID-19. The lack of trust in HPs was identified as a prominent theme in this study, and it was attributed to several factors, including trusting other sources of information (eg, social media), patient’s doubts about HP experience (eg, a junior doctor with only a few years’ experience), and patients’ doubts about the available sources of information that are provided by the HP (eg, out-of-date resources). There are 2 dimensions of trust: patient-HP trust and patient-information trust. There are 2 necessary actions to address the issue of lack of trust in these dimensions: (1) building trust and (2) maintaining trust. The main recommendations of the HPs are to listen to the patients, to give them more time, and to seek evidence-based resources. Finally, misinformation is an ongoing phenomenon; it is not solely manifested during the pandemic and the spread of fake news where some patients resisted COVID-19 vaccination. Misinformation has been shown for patients with other chronic diseases (eg, bowel cancer). These patients, because of misinformation, resisted following the chemotherapy protocol recommended by the HPs. Consequently, for HPs, finding out the sources and drivers of misinformation is a pathway to identify, track, and confront misinformation.
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Abstract

Background: The Dutch CoronaMelder (CM) app is the official Dutch contact-tracing app (CTA). It has been used to contain the spread of the SARS-CoV-2 in the Netherlands. It allows its users and those of connected apps to anonymously exchange warnings about potentially high-risk contacts with individuals infected with the SARS-CoV-2.

Objective: The goal of this mixed methods study is to understand the use of CTA in the pandemic and its integration into the Municipal Health Services (MHS) efforts of containment through contact tracing. Moreover, the study aims to investigate both the motivations and user experience–related factors concerning adherence to quarantine and isolation measures.

Methods: A topic analysis of 56 emails and a web-based survey of 1937 adults from the Netherlands, combined with a series of 48 in-depth interviews with end users of the app and 14 employees of the Dutch MHS involved in contact tracing, were conducted. Mirroring sessions were held (n=2) with representatives from the development (n=2) and communication teams (n=2) responsible for the creation and implementation of the CM app.

Results: Topic analysis and interviews identified procedural and technical issues in the use of the CTA. Procedural issues included the lack of training of MHS employees in the use of CTAs. Technical issues identified for the end users included the inability to send notifications without phone contact with the MHS, unwarranted notifications, and nightly notifications. Together, these issues undermined confidence in and satisfaction with the app’s use. The interviews offered a deeper understanding of the various factors at play and their effects on users; for example, the mixed experiences of the app’s users, the end user’s own fears, and uncertainties concerning the SARS-CoV-2; problematic infrastructure at the time of the app’s implementation on the side of the health services; the effects of the society-wide efforts in containment of the SARS-CoV-2 on the CM app’s perception, resulting in further doubts concerning the app’s effectiveness among MHS workers and citizens; and problems with adherence to behavioral measures propagated by the app because of the lack of confidence in the app and uncertainty concerning the execution of the behavioral measures. All findings were evaluated with the app’s creators and have since contributed to improvements.

Conclusions: Although most participants perceived the app positively, procedural and technical issues identified in this study limited satisfaction and confidence in the CM app and affected its adoption and long-term use. Moreover, these same issues negatively affected the CM app’s effectiveness in improving compliance with behavioral measures aimed at reducing the spread of the SARS-CoV-2. This study offers lessons learned for future eHealth interventions in pandemics. Lessons that can aid in more effective design, implementation, and communication for more effective and readily adoptable eHealth applications.
INTRODUCTION

BACKGROUND

One of the measures that numerous countries have implemented to mitigate the spread of the SARS-CoV-2 is the use of contact-tracing apps (CTAs) [1], defined as “software that can be installed on a user’s personal device, such as a smartphone to notify the user when they come into contact with a person or persons infected with SARS-CoV-2” [2]. Studies have revealed epidemiological impact; large numbers of cases of COVID-19 infection would be averted by this digital contact tracing [3] mainly through the potential increase in speed of the contact-tracing process. However, estimates show that more than half of the population must simultaneously use the app for it to be effective [4].

THE DUTCH CORONAMELDER APP

The Dutch government has developed a CTA called CoronaMelder (CM) based on the Google Apple Exposure Notification system jointly developed by Apple and Google [5]. The app was implemented and made available to the public in October 2020. The Dutch CM app aimed to (1) relieve the Municipal Health Service (MHS) in contact tracing, (2) identify and trace high-risk contacts earlier and faster than manual contact tracing of the MHS, and (3) inform the users who have been in the proximity of an infected app user about the measures that were strongly advised to be taken (eg, undergo a polymerase chain reaction test, quarantine, not to have visitors at home, and social distancing) [6] to avoid (further) potential spread of the virus. The basic mechanism of the app is to classify the prolonged (for at least 15 minutes) proximity of one app user to a second app user who has tested positive for COVID-19 infection as a high-risk contact. The app will then anonymously send the first user a notification, alerting them about their high-risk contact in the app. This notification recommends that the user undergo a test at the MHS and quarantine until the test result is received. If the user receives a positive test result, the app offers the user the ability to notify other app users with whom they in turn have been in contact. In the Dutch situation, the MHS is a linking pin in most cases, that is, in the case of a positive test, the user is flagged as infected in the MHS’s systems and contacted to start the (manual) contact-tracing process. The MHS official (health official) subsequently asks the end user to read a code generated by the app, which the health official then adds to their system to be validated as a code for an infected individual. Next, the end user can choose to send a notification to warn others through the app [7]. Alternatively, since October 2021, the user can validate the code themselves through a 2-step verification–protected MHS website that provides them with positive test results [8].

STATE OF CTAS AND RESEARCH

This study is the second qualitative study on the Dutch CM app and part of a larger effort to evaluate the effectiveness of the app as a tool during the COVID-19 pandemic. Earlier research [9] focused on the usability and user-centeredness of the app during its initial release. Changes were made to the app because of this first study. CTAs have also been introduced in other countries. Although algorithmic improvements were made to increase the accuracy of CTAs in some countries (including the Netherlands), most countries relied on the Google Apple Exposure Notification reference framework. The implemented possibilities to contact the authorities after a positive test differ by country, and adoption rates vary by country as well. Before the spread of the omicron variant of the SARS-CoV-2, epidemiological studies in the United Kingdom have found that CTAs are effective when adopted by the public [3]. A German study [10] found that a higher level of education led to improved adoption of pandemic apps. In Belgium, a survey found a large majority of nonusers This refusal of use was largely due to privacy concerns and ambivalence about the app’s utility [11]. In Greece, an in-depth additional contact-tracing training study found that contact-tracing efforts work best in a systematic and coordinated manner, and systematic and organized training of contact-tracing workers can greatly increase its effectiveness [12]. Thus, it is important to consider not only the app but also the privacy concerns and embedding in the public health infrastructure.

THE DUTCH CM APP AND CONTACT-TRACING PROCESS OVER TIME

The Dutch app is continuously being monitored and evaluated by the Dutch Ministry of Health, Welfare and Sport for its adoption and effectiveness. Studies have revealed that approximately one-third of the Dutch population downloaded the app approximately 1 year after its launch [13]. The lowest adoption has been found among people with lower education levels, lower monthly incomes, and those aged >80 years [6]. The CM app has proven to trace and alert a substantially higher number of contacts than MHSs; 77% of those who were notified by the app had not been contacted by the MHS [14] in their manual contact-tracing process. The results are less positive regarding behavioral outcomes, such as adherence to measures designed to prevent the spread of the virus that are provided in the app. Only 45% of the users stayed at home after notification, and only 41% of the users applied for a polymerase chain reaction test. Little is known about the causes of behavioral outcomes. For example, no insights have been gained at that point into the user friendliness of the app and its comprehensibility [9]. This changed after the initial usability study of the CM app by Bente et al [8]. The same goes for the extent to which the behavioral measures (presented as recommendations to users, such as self-isolation) the app provides are perceived as both clear and unambiguous and to
what degree the app’s notifications might trigger potentially unintended and undesired effects (eg, anger or panic). Finally, it was not known why users might have chosen not to follow these measures and how the app’s integration with the work processes of the MHS might have affected the app’s effectiveness. However, these insights are essential to determine whether and why the app is used correctly and does or does not enforce the proposed behavioral measures. Eventually, such information is vital for improving the CTA and its integration into the contact-tracing process of the MHS and ultimately, to support its sustainability and scalability. The latter will remain of paramount importance as the COVID-19 pandemic has been shown to be persistent with periodically fluctuating levels of infections and social control measures. Digital contact tracing remains an important part of the strategy to suppress the spread of the SARS-CoV-2.

Challenges From Privacy by Design

Because the app was designed in accordance with the privacy by design principle, it is complicated to gather the aforementioned information quantitatively via the app. Moreover, options for data collection that do exist are limited to numbers, such as the number of notifications sent in a period, which do not shed light on underlying motives or causes for behavior, such as adherence to behavioral measures or a lack thereof. This study builds upon and follows up on the results from the evaluation of the CM app and is part of the continuous evaluation of the CM CTA [8,13]. The integration of the CM app in contact tracing of the MHS will also be explored. As such, this study takes 2 viewpoints into account: those of end users and employees of the Dutch MHS involved in the contact-tracing process. Moreover, the study uses a mirroring approach on the development and communication teams involved in the creation and implementation of the app to gain insights into the context of the findings and the feasibility of implementing improvements that are advised. The research questions are as follows: (1) What hinders, deters, or motivates end users (citizens) in adopting the app and their adherence to the app’s instructions and advice (behavioral measures)? (2) How is the app implemented in the work processes of the Dutch MHS’ contact-tracing teams? (3) How does CTA use affect adherence to isolation and quarantine measures?

Methods

Overview

To gain the necessary insights into the first and third research questions (use of the app, adherence of CM app users, and user friendliness), 3 methods were applied. First, a topic analysis (n=56) to get a first understanding of the pain points encountered when using the app was conducted using emails sent by users of the app. Second, a short web-based survey (n=1802) was conducted to gain insights into the adoption of the app and the degree to which app notifications were received and sent and to gather the contact information of positively tested individuals who used the app and who would be invited to participate in in-depth interviews. Third, semistructured interviews (n=48) were conducted to gain deep insight into adherence to behavioral measures and perceptions of the app. The second research question was studied through semistructured interviews with contact-tracing employees of the MHS. The findings were then discussed with the teams of the Dutch Ministry of Health, Welfare and Sport and the MHS responsible for building and maintaining the app and communicating about the app. The design and procedures of this study were evaluated by the responsible ethics committee (Multimedia Appendix 1) of the University of Twente’s BMS faculty.

Topic Analysis on Emails Sent by Users of the App

The topic analysis was based on 56 participants who reacted by email on a call in a regional newspaper (November 11, 2020, Twentsche Courant Tubantia) [14], which requested that they share their experiences with the CM app as part of scientific research. Out of 63 mails, 56 (89%) met the inclusion criteria. Participants were included if they had installed and activated the CM app, received a notification, and possibly shared their app’s (MHS) key with MHS employees to warn other CM app users. The 56 participants selected formed a varied sample from across the Netherlands. The sentiment in their emails was analyzed using manual coding. This means that 2 coders would independently read each email and determine whether the sentiment of the email was generally positive, negative, or neutral. Similarly, a list of possible topics was identified in the first round of analysis and then coded by 2 independent coders in the final analysis. Conflicting assessments of coders were resolved through a third reviewer’s evaluation or the email in question.

Web-Based Survey

A web-based survey was sent between December 1, 2020, and December 21, 2020, via a Dutch panel service called “Panelclix.” The main goal of this survey was to recruit potential participants for the interviews. The selection criteria were age (>18 years) and education; the aim was to have a sample group in which 70% of the participants had a lower and middle level of education. Participants were asked 9 questions concerning the use of the CM app, whether they had received a notification or, in case of a corona infection, whether they had shared their CM app MHS authentication key with the MHS. Panel members who received notification were asked to participate in the interviews (on the web or by phone). The full set of questions from the survey is included in Multimedia Appendix 2 and is in the Dutch language.

Interviews

Interviews With CM App Users

A total of 48 web-based interviews were conducted between December 1, 2020, and January 21, 2021, with participants who used the CM app, received a notification (38/48, 79%) or had tested positive for COVID-19 infection, after which they had or had not shared the MHS key with the MHS (8/48, 16%). Some participants (3/48, 6%) fulfilled both the criteria. The targeted sample consisted of individuals from the general population, with a focus on hard-to-reach groups, such as individuals with low education levels, limited reading or digital skills, a migration background, and adults over the age of 65 years. Multiple recruitment channels were used, such as the media (outreach through the newspapers), the CM app helpdesk,
schools, companies, a library, a football club, a health care organization, and organizations that support individuals with a low level of literacy such as “Pharos” and “Stichting ABC.” Participants were asked questions about factors that influenced their adherence behavior regarding COVID-19–related behavioral measures, their underlying motivations for their adherence (or lack thereof), and the limiting or facilitating factors they experienced within the CM app during their use. Moreover, questions were asked to explore their experience with the work processes of the MHS if the interviewed individual was contacted by an MHS contact-tracing employee. Important factors (eg, technical problems) identified during the topic analysis and the survey were used in the design of the questions for the interview with contact-tracing employees. The full list of interview questions and subjects can be found in Multimedia Appendices 3 and 4 and are in the Dutch language.

**Interviews With Contact-Tracing Employees**

To explore the embedment of the CM app in the contact-tracing process at the MHS, 11 semistructured web-based interviews were conducted with contact-tracing employees of the Dutch MHS. The interviews were conducted between January 28, 2021, and February 10, 2021. The participants were recruited through a network of researchers, and an open invitation was posted at 2 MHS locations. Participants were asked about the process of contact tracing, the manner in which they communicated with the index (person tested positive for COVID-19), the extent to which the CM app was embedded in this process, the limitations and difficulties they experienced in their work, and how these could be reduced. Moreover, the results of both the topic analysis and interviews with CM app users served as a basis for the questions in the interviews with MHS employees. Issues identified by users in the MHS processes and uncertainties about the MHS practices were integrated into the interview questions.

All interview participants, both app users and MHS employees, received a gift card after the interview in exchange for their time investment. The overall results were communicated and mirrored by the designers and creators of the CM app and the communication team of the Dutch Ministry of Health, Welfare and Sport responsible for the campaigns concerning the CM app to gain additional insights and aid in the app’s further development and implementation campaign. The app and the workflow and training of the MHS employees were adapted because of this mirroring (see Discussion).

**Analysis of Both Interview Series**

Semistructured interviews were conducted in accordance with the list of subjects and questions. The interviews were recorded, transcribed verbatim, and coded by 2 independent coders. The subjects mentioned and statements made by the participant related to the questions, and subjects on the list were coded and then added to the count of the appropriate code on the coding scheme or added as a new code. Because of this method, the sum of the frequencies of individual codes under a code group (subject) does not always correspond to the total number of participants. There are 2 reasons for this finding. First, frequencies represent the counts of codes in statements made by the participant. Not all participants made statements that qualified for a code for each code group, resulting in a lower sum of frequencies than the total number of participants. Second, some participants may have made statements to which multiple codes of the same code group applied, resulting in a higher sum of frequencies. The coding scheme consisted of a limited set of codes created beforehand based on the characteristics of the app (thematic coding), procedures from the contact-tracing teams, and information and adherence recommendations that were provided in the app and input from both topic analyses, which were supplemented with codes identified while analyzing the interviews. Coders returned to previously analyzed transcripts to verify that statements to which newly created codes would apply were not missed. Conflicts between coders were resolved through discussion and a third coder that could weigh in.

**Feedback by Stakeholders**

The findings of the 3 substudies were presented to and discussed with the teams responsible for the realization and implementation of the app (MHS, design team, and communication team). In total, 2 sessions were held for approximately an hour with 2 representatives from the development team and 2 from the communication team of the Dutch Ministry of Health, Welfare and Sport. This allowed them to apply the findings to the redesign of the CM and implementation of the CM in the work processes of the MHS and to tailor the communication campaign. Moreover, it provided this study with the opportunity to incorporate the challenges faced from a policy, technical and communication perspective in the realization, implementation, and use of the CM app and its processes. Thus, this study incorporated insights from various stakeholders.

**Ethical Considerations**

Participants of all 3 substudies were informed about their participation beforehand and could withdraw their participation at any point of time. In the case of topic analysis, this was done by explicitly mentioning that the emails sent to researchers would be analyzed and experiences distilled and anonymously used for scientific research. In the case of both the survey and interviews, an informed consent procedure was followed, as outlined in the application to the University of Twente’s Ethical Review Board (approval number 201323) for the Behavioral Sciences (Multimedia Appendix 1). The purpose of this evaluation was to independently assess and address (potential) ethical concerns regarding the study or its compliance with applicable legislation.

**Results**

The results of the topic analysis are presented first, followed by the interviews with the CM app users and the results of the interviews with the contact-tracing employees. Selected quotes from participants were translated literally and used to illustrate the results. The original untranslated quotes are provided in Multimedia Appendix 5.
Topic Analysis

Overview

In total, 56 people sent usable emails after the publication of a call (outreach) to share their experiences with the CM app. Of the 56 participants, 22 (39%) were male, 30 (54%) were female, and of the remaining 4 (7%) participants, sex could not be determined with certainty from the contents of their email. Participants were aged between 20 and 80 (mean 55, SD 15.0388) years. A relatively large group (10/56, 18%) was ≥65 years. The contents of the emails were unprompted and thus reflected the experiences that were most focal to the participants.

All but one of the participants (55/56, 98%) indicated that they had received a notification from the CM app warning them of high-risk contact with an individual who tested positive for COVID-19 infection. Initial responses to the notification were mostly emotional and strongly negative and manifested in the form of anger, fear, and disbelief. A common theme in the emails was the uncertainty participants felt regarding the contact that triggered the notification and the meaning and implications of the notification (eg, How high is the risk? When was the contact exactly? What to do now?). Moreover, during the early phases of the app’s use, the phone’s operating system would periodically send notifications that confused the participants. The notifications would inform the user that they had spent a week without having any high-risk contact. These notifications were often mistaken for notifications intended to warn about past high-risk contacts and caused dissatisfaction and anger:

On Monday 31 Augustus, I read on my CoronaMelder that I had been close for more than 15 minutes to someone who reportedly was infected. It was a big shock! That, according to me, wasn’t possible! But, anyway, I called the phone number that was provided. I got the advice to go in quarantine and to call my general practitioner or the MHS if symptoms developed. I called my friends and family! The Monday afterwards I received another notification from the CM app. I had not been in contact with anyone infected according to the app. I didn’t understand this at all! [MAIL0116]

Notifications regarding high-risk contacts were often perceived as arriving too late. Most commonly (17/56, 30%), participants indicated that they had received a notification within 5 days of their high-risk contact. However, a significant group was indicated to have received the notification between 5 and 10 days (11/56, 20%) or more than 10 days after the high-risk contact:

After reading your article in the newspaper, I would like you to know that I have removed the app [CM] from my phone and this is why: On 2 November I received a message that I had been in contact for more than 15 minutes with someone that has corona and that I had to stay inside until 30 October. [MAIL0072]

Response to Notifications

Participants (7/56, 13%) expressed severe doubts about the validity of the notification they received. For example, participants knew that they had not left the house on the day of the supposedly high-risk contact. Others could identify the source of the notification as their neighbor they had not seen in person. They then deduced that the Bluetooth signal must have traveled through the walls of their homes. A different subsection consisting of 7 (13%) participants indicated that their first course of action after receiving a notification was to verify its validity because of doubts. Participants indicated that these occurrences undermined their confidence in the validity of the notifications and the CM app, which resulted in a more complicated decision-making process regarding whether they should go into quarantine or isolation:

My experience is that the phones of the neighbours and myself had been in contact. ... It can happen that people get a notification [from CM] that is incorrect, but better this than the other way around. [MAIL0074]

To relieve anxiety and doubts created by the receipt of notifications, participants, for example, chose to contact the MHS or their general practitioner. Their aim was to remove some of the uncertainty and gain insights into the meaning and implications of the notification and actions to be taken:

After yet another sleepless night I concluded that I still did not experience any symptoms. To get rid of all the brooding, I made an appointment with the branch of [a commercial test provider] in [the city of] Hengelo. [MAIL0209]

When participants were able to secure a COVID-19 test and received a positive test result, the MHS had to contact them to start the contact-tracing process. However, participants indicated that this contact moment had not occurred, and others indicated that when this did happen, the MHS did not ask about their use and thus the possibility of sending a notification through the CM app.

Overall Sentiment

Of the emails analyzed, 34 were coded as containing a primarily negative sentiment regarding the CM app. By contrast, 12 emails were coded as having neutral and 10 as positive sentiments.

Web-Based Survey

An invitation to fill in the web-based survey was sent to 7489 individuals in the Netherlands who were selected based on their age (>18 years) and education level (mainly those with medium or lower education level were targeted). In total, 1802 (24.06%) people participated in the survey (Table 1). A total of 54.61% (984/1802) of the participants had never installed the CM app at that point in time (autumn 2020). A large group of 692 (38.40%) participants had the app installed at that moment, and a smaller group of 126 (6.99%) participants indicated that they had installed the app at some time but had removed it since then. Participants that had never installed the app were from here on out excluded from the analysis. Of the participants that had the app installed at one point (n=818), most participants had received a notification...
(728/818, 89%) had not received a notification about high-risk contact from the app, while 55 (6.7%) participants received 1 notification and 26 (3.2%) received multiple notifications. A small group of participants (37/818, 4.5%) tested positive at some point before completing the survey. At the time of the survey, most participants (755/818, 92.2%) had not tested positive for COVID-19. Some participants (5/818, 0.6%) did not wish to divulge this information or provided no answer (9/818, 1.1%). Of the 37 participants who tested positive, 22 (59%) decided to share the app’s key with the MHS to anonymously notify their contacts, while 15 (41%) did not. Of the 22 participants who decided to share the key with the MHS, 3 (14%) decided not to warn their contacts through the CM app. Participants who had installed the app at some point, received a notification or had tested positive (86/818, 11%) were asked to provide demographic data and participate in the follow-up interviews. Of the 86 participants, most were male (45/86, 52%). The participants had a mean age of 44.8 (SD 17.2) years. A total of 40.7% (35/86) of the participants had a low education level, 38.3% (33/86) had a medium education level, and 20.9% (18/86) had a high education level.

Table 1. Overview of results from the web-based survey (N=1802).

<table>
<thead>
<tr>
<th>Subject and code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count, n (%)</td>
</tr>
<tr>
<td><strong>Installation of app (n=1802)</strong></td>
</tr>
<tr>
<td>Never</td>
</tr>
<tr>
<td>Currently installed</td>
</tr>
<tr>
<td>Installed at some point</td>
</tr>
<tr>
<td><strong>Received a notification (n=818)</strong></td>
</tr>
<tr>
<td>None</td>
</tr>
<tr>
<td>One notification</td>
</tr>
<tr>
<td>Multiple notifications</td>
</tr>
<tr>
<td>No answer</td>
</tr>
<tr>
<td><strong>Tested positive (n=818)</strong></td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Other or do not want to share</td>
</tr>
<tr>
<td>No answer</td>
</tr>
<tr>
<td><strong>Shared key with Municipal Health Service (n=37)</strong></td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

The CM App User Interview Results

The results of the app user interviews were grouped and presented for each subject. Each subject is briefly introduced and a table with the results can be found at the end of each section.

Sample Characteristics

In total, 48 CM app users were interviewed. They were recruited using various methods. A large group was recruited through outreach efforts by various organizations, such as local newspapers (33/48, 69%), low-literacy support organizations (2/48, 4%), and local professional football club supporters (4/48, 8%). Furthermore, a web-based panel (2/48, 4%, derived from the aforementioned survey), the Dutch CM app helpdesk (2/48, 4%), a local trade school (1/48, 2%), and other means (5/48, 10%) provided the remaining participants. Of the participants who were interviewed, a little more than half were identified as female (27/48, 56%) and the rest as male (21/48, 44%). Participants were aged between 21 and 80 years with a mean age of 51 (SD 16.2) years. The level of education among the participants was not representative of the Dutch population and skewed toward a high level of education (34/48, 71%) as opposed to middle (7/48, 15%) or low (7/48, 15%). The recordings of 3 (6%) interviews were not usable because of technical problems. Thus, these participants were excluded from the analysis, leaving 45 interviews for this analysis.

Installation of the App

Table 2 displays the division of the installation date across the sample. Among the CM app users that were interviewed, there were 3 major points in time at which the app could be installed. First, when the app was in a local pilot-testing stage (22/49, 46%). Second, when it initially became available to the public in September 2020 (22/45, 49%). Third, after December 1, 2020 (1/45, 2%), at which point in time a major update was released for the app and the associated MHS processes [13]. The major update included the ability for CM to exchange codes with CTAs from other European countries, changes to texts in the app, and the update to MHS procedures, which allowed people to schedule a COVID-19 test if they indicated not to experience any COVID-19–related symptoms. A small group (5/45, 11%)
decided to uninstall the app between its initial release and the interview period, and a slightly larger group (7/45, 16%) predicted that they would uninstall the app in the near future: *My daughter in law owns a hair salon in [city], which is now closed as well. She had 5 people working for her and had the CoronaMelder. She removed it. She indicated that the app drove her crazy.* [CME008, male, 71 years, high level of education]

Table 2. Overview of results on installation and deletion of CoronaMelder app (N=45).

<table>
<thead>
<tr>
<th>Date of installation</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>During pilot</td>
<td>22 (46)</td>
</tr>
<tr>
<td>After pilot and before</td>
<td>22 (46)</td>
</tr>
<tr>
<td>December 1, 2020</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Removed app</td>
<td></td>
</tr>
<tr>
<td>Before December 1, 2020</td>
<td>5 (11)</td>
</tr>
<tr>
<td>After December 1, 2020</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Will remove app in future</td>
<td>7 (16)</td>
</tr>
</tbody>
</table>

Receiving a Notification

Users of the Dutch CM app received a notification if the app determined that they were at an increased or high risk of being infected with the SARS-CoV-2. This is the case when the app registered that the user was near (closer than 1.5 meters) another app user for a prolonged (>15 minutes) period who had tested positive for COVID-19 infection through an official Dutch test center. The notification becomes visible in the notification bar of the user’s phone and in the main menu of the CM app (Figure 1). The results regarding this subject are found in Table 3. Most participants (30/45, 67%) received 1 notification, some (8/45, 18%) received multiple notifications, and a smaller group (7/45, 16%) did not receive a notification.

Figure 1. Screenshot from the main menu of the app when the user was warned about a high-risk contact containing 4 main elements: (1) Title reading “You have been in the vicinity of someone with corona”. (2) Description reading “You were at an increased risk of infection on <date> (x days ago).”. (3) Button reading “What can I do now?”. (4) Button reading “Delete notification”.

![Figure 1](https://example.com/image1.png)
Table 3. Overview of results on receipt of notifications (N=45).

<table>
<thead>
<tr>
<th>Subject and code</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of notifications received</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>7 (16)</td>
</tr>
<tr>
<td>One notification</td>
<td>30 (67)</td>
</tr>
<tr>
<td>Multiple notification</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Prevalence of symptoms at the time of notification (n=38)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>30 (79)</td>
</tr>
<tr>
<td>Some</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Prevalence of symptoms after receiving the notification (n=38)</td>
<td></td>
</tr>
<tr>
<td>None developed</td>
<td>26 (68)</td>
</tr>
<tr>
<td>Some did develop</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Already had symptoms</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Actions with notification (n=38)</td>
<td></td>
</tr>
<tr>
<td>Removed notification</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Saved notification</td>
<td>12 (32)</td>
</tr>
<tr>
<td>First response about notification (n=38)</td>
<td></td>
</tr>
<tr>
<td>Negative (eg, angry or upset)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Fear or anxiety</td>
<td>23 (61)</td>
</tr>
<tr>
<td>Disbelief or amazement</td>
<td>14 (37)</td>
</tr>
<tr>
<td>Beliefs about validity of notification (n=38)</td>
<td></td>
</tr>
<tr>
<td>Doubtful or invalid</td>
<td>26 (68)</td>
</tr>
<tr>
<td>Valid</td>
<td>12 (32)</td>
</tr>
<tr>
<td>First action after receiving notification (n=38)</td>
<td></td>
</tr>
<tr>
<td>Contacted friends or family</td>
<td>18 (47)</td>
</tr>
<tr>
<td>Contacted work</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Investigated the validity and origin of notification</td>
<td>29 (76)</td>
</tr>
<tr>
<td>Removed the CoronaMelder app</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Contacted a medical professional (eg, Municipal Health Service or general physician)</td>
<td>18 (47)</td>
</tr>
<tr>
<td>Requested test</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Remained watchful of symptoms developing</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Response to advice given in notification (n=38)</td>
<td></td>
</tr>
<tr>
<td>Followed fully or partially</td>
<td>23 (61)</td>
</tr>
<tr>
<td>Not followed</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Advice was read</td>
<td>6 (16)</td>
</tr>
</tbody>
</table>

Among those that had received a notification (n=38), the most common initial responses to receiving a notification were shock (23/38, 61%) and anger and outrage (4/38, 11%). The latter response was largely due to notification being perceived as arriving very late by the participants (9/38, 24%). This was days after the participants had already received news of high-risk contact through other channels or thought that they had already endangered others:

I had already received a WhatsApp message in the morning from someone whom I had exercised with that they were positive. Therefore, I already knew that I had to take action. I had a sore throat ache, but I doubted a bit. Then the CM notification came and that felt more serious. [CME0146, female, 58 years, high level of education]

I was scared to death. You receive a notification that you were in contact with someone who was infected with corona on the 17th of October. That made me think: Where was I on that Saturday? What was I doing? I don’t go to the market or store. I started thinking and I really thought hard about it. It gave me sleepless nights and I never figured out where I
had been and who I had been in contact with. [CME0017, male, 65 years, middle level of education]

Participants reported problems in the process of receiving notifications, such as receiving notifications late at night that woke them up or scared them. Others attempted to contact the MHS and were unable to do so, owing to busy lines or contact information that was misunderstood. Most participants (26/38, 68%) doubted whether the notification was accurate or justified, while only 12 (32%) participants were convinced of its correctness:

I know that I was supposed to have had a contact on 29 October and that I received the notification on the Sunday (8 November) afterwards. This, on the moment when my quarantine period had elapsed, I received the notification. [CME0109, female, 45 years, middle level of education]

Because that same day I also called the MHS, but it was not possible to get through. So, then I called again the next day. [CME0104, male, 59 years, high level of education]

Participants undertook various (and often multiple) actions after receiving a notification and often mentioned multiple actions. These actions varied from trying to verify the notification’s correctness (29/38, 76%), contacting a branch of the health services or a general practitioner (19/38, 50%), contacting friends and family (18/38, 47%), contacting work (4/38, 11%), being watchful of symptoms (4/38, 11%), and uninstalling the app (3/38, 8%). Overall, participants indicated that they were uncertain or completely unaware of what to do:

But I did call all those people in the meantime. And those people were not afraid either, they were happy that I had called them and that was it. [CME0008, male, 71 years, high level of education]

What do you do: You are going to think about where I had been and what I had done that day. And you can’t figure it out properly and you thus become irritated. [CME0125, female, 67 years, low level of education]

Perception of and Complying With Isolation and Quarantine Advice

The Dutch CM app provides information on whether one should go into quarantine after receiving a notification or should isolate themselves when receiving a positive COVID-19 test result. The advice was shown to all participants (n=45) in the study. Most of the advice given was understood, and the participants indicated that they had complied with them in general (23/45, 51%). Table 4 provides the values per advice. Participants, however, indicated that they did not understand the advice to keep distance from coinhabitants of the same house; in-depth interview questions revealed that they misunderstood the advice (7/45, 16%). The participants did not follow up on this advice (15/45, 33%):

Yes, but my husband and I live with just the two of us, so that’s not applicable. ... My husband and I lie next to each other in 1 bed, so that is not going to work out. [CME0006, female, 62 years, high level of education]

It was my daughter’s birthday when my son was infected. My daughter then sat downstairs with some friends and my son was upstairs. We didn’t say, at that point in time: No one is allowed into the house. [CME0031, female, 50 years, high level of education]
Table 4. Overview of results on response, understanding, and adherence to advice provided in the CoronaMelder app (N=45).

<table>
<thead>
<tr>
<th>Subject and code</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advice to stay at home</strong></td>
<td></td>
</tr>
<tr>
<td>Was recognized</td>
<td>35 (78)</td>
</tr>
<tr>
<td>Was executable</td>
<td>24 (53)</td>
</tr>
<tr>
<td>Did follow</td>
<td>28 (62)</td>
</tr>
<tr>
<td>Did not follow</td>
<td>8 (18)</td>
</tr>
<tr>
<td><strong>Advice to have others do grocery shopping</strong></td>
<td></td>
</tr>
<tr>
<td>Was recognized</td>
<td>28 (62)</td>
</tr>
<tr>
<td>Was executable</td>
<td>24 (53)</td>
</tr>
<tr>
<td>Did follow</td>
<td>24 (53)</td>
</tr>
<tr>
<td>Did not follow</td>
<td>3 (7)</td>
</tr>
<tr>
<td><strong>Advice to maintain distance from room- and housemates</strong></td>
<td></td>
</tr>
<tr>
<td>Was recognized</td>
<td>27 (60)</td>
</tr>
<tr>
<td>Not recognized or interpreted wrongly</td>
<td>7 (16)</td>
</tr>
<tr>
<td>Was executable</td>
<td>17 (38)</td>
</tr>
<tr>
<td>Not executable</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Did follow</td>
<td>13 (29)</td>
</tr>
<tr>
<td>Did not follow</td>
<td>15 (33)</td>
</tr>
<tr>
<td><strong>Advice to have not visitors</strong></td>
<td></td>
</tr>
<tr>
<td>Was recognized</td>
<td>32 (71)</td>
</tr>
<tr>
<td>Was executable</td>
<td>20 (44)</td>
</tr>
<tr>
<td>Did follow</td>
<td>23 (51)</td>
</tr>
<tr>
<td>Did not follow</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Advice to seek medical help when symptoms worsen</strong></td>
<td></td>
</tr>
<tr>
<td>Was recognized</td>
<td>20 (44)</td>
</tr>
<tr>
<td>Was executable</td>
<td>13 (29)</td>
</tr>
<tr>
<td>Did follow</td>
<td>19 (42)</td>
</tr>
<tr>
<td><strong>Advice to get tested for COVID-19 infection when symptoms present themselves</strong></td>
<td></td>
</tr>
<tr>
<td>Was recognized</td>
<td>25 (56)</td>
</tr>
<tr>
<td>Was executable</td>
<td>12 (27)</td>
</tr>
<tr>
<td>Did follow</td>
<td>16 (36)</td>
</tr>
<tr>
<td>Did not follow</td>
<td>2 (4)</td>
</tr>
</tbody>
</table>

**Acquiring a COVID-19 Test and the Test Result**

A key mechanism of the process behind the Dutch CM app is the acquisition of an official COVID-19 test after receiving a notification. A total of 24 people requested a test (Table 5), of which 13 (54%) did so at a branch of the Dutch MHS, of which 4 (31%) participants did so at a location run by general practitioners. The other 9 (69%) participants went for a COVID-19 test at another type of location, run either commercially or by their employers. Most participants (8/11, 73%) who did not go to a testing location run by the Dutch MHSs indicated that the reason for this was the perceived unavailability and slowness of the Dutch health services in scheduling tests and communicating results. Most participants received their test results between 24 and 48 hours (7/24, 29%) or within 24 hours (6/24, 25%) after the test. Results regarding the receipt of test results are found in Table 6. Some participants (5/24, 21%) received their test results after 48 hours. Most participants (13/24, 54%) acquired their results through a protected government website, indicating that this was the easiest way. Participants who tested positive (13/24, 54%) were all called by the health services, which served as the start of the contact-tracing process. A total of 14 participants reported having gone in isolation sometime after a positive test, 11 (79%) of whom reported having received a notification from the app before going to the test:
At the MHS, the problem at that point in time was that their capacity was too limited for the number of requests they received. It was known at that time to be the case. That was quite a big hassle and irritator. However, it was easily arranged at a commercial test centre, so that was a good experience. [CME0227, male, 35 years, high level of education]

So, then I was tested, but my symptoms weren’t severe enough. I also couldn’t get a test immediately. Well, that was what the girl on the phone said, “You don’t have symptoms.” However, I then told her that I had been in contact with someone that had been infected and that I’d like to be tested to be sure. I said that I might have experienced mild symptoms in the throat, but I don’t think that I would have had myself tested with those symptoms under normal circumstances. I did it to make the situation more severe so I could get tested. [SME 0042, female, 62 years, high level of education]

He was tested on Tuesday evening and was called on Thursday afternoon that his results were negative. In the meantime, we had drawn the conclusion that his test result would be negative, but it caused him a lot of stress in the meantime. Particularly because he knew the test result was available. But that they then waited for 1.5 days to call him, was pretty frustrating. [CME0028, female, 36 years, middle level of education]
Table 5. Overview of results on requesting COVID-19 tests (n=45).

<table>
<thead>
<tr>
<th>Subject and code</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19 test requested</strong></td>
<td></td>
</tr>
<tr>
<td>Test requested</td>
<td>24 (53)</td>
</tr>
<tr>
<td><strong>Method or channel of request (n=24)</strong></td>
<td></td>
</tr>
<tr>
<td>Employer</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Coronatest website (MHS(^a)-run website)</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Phone</td>
<td>7 (29)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Unknown or uncertain</td>
<td>9 (38)</td>
</tr>
<tr>
<td><strong>Reason for use of method or channel of request (n=24)</strong></td>
<td></td>
</tr>
<tr>
<td>Speed or ease of web-based channel</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Ease of starting a call from the CoronaMelder app</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Higher availability</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Priority or employer arranged</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Unknown or other</td>
<td>7 (29)</td>
</tr>
<tr>
<td><strong>Type of testing facility used (n=24)</strong></td>
<td></td>
</tr>
<tr>
<td>MHS</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Facility run by general practitioners</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Commercial</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (17)</td>
</tr>
<tr>
<td><strong>Reason for using a non-MHS test (n=11)</strong></td>
<td></td>
</tr>
<tr>
<td>Speed or capacity of the MHS test insufficient</td>
<td>8 (72)</td>
</tr>
<tr>
<td><strong>Time between receipt of notification and execution of test (n=24)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;24 hours</td>
<td>6 (25)</td>
</tr>
<tr>
<td>&lt;48 hours</td>
<td>2 (8)</td>
</tr>
<tr>
<td>&gt;48 hours</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Not applicable (no notification)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Unclear or uncertain</td>
<td>11 (46)</td>
</tr>
<tr>
<td><strong>Isolation (n=24)</strong></td>
<td></td>
</tr>
<tr>
<td>Went into isolation after test</td>
<td>14 (58)</td>
</tr>
<tr>
<td>In isolation after notification and test</td>
<td>11 (46)</td>
</tr>
</tbody>
</table>

\(^a\)MHS: Municipal Health Service.
Table 6. Overview of the results on receipt of test results (n=24).

<table>
<thead>
<tr>
<th>Channel through which test result was received</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone</td>
<td>4 (17)</td>
</tr>
<tr>
<td>SMS text messaging or email</td>
<td>2 (8)</td>
</tr>
<tr>
<td>On the web</td>
<td>14 (58)</td>
</tr>
<tr>
<td>Test result</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Positive</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Time between COVID-19 test and test result</td>
<td></td>
</tr>
<tr>
<td>&lt;24 hours</td>
<td>5 (21)</td>
</tr>
<tr>
<td>24-48 hours</td>
<td>7 (29)</td>
</tr>
<tr>
<td>&gt;48 hours</td>
<td>5 (21)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Actions after test result</td>
<td></td>
</tr>
<tr>
<td>Removed app</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Informed acquaintances or work</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Searched for support (eg, Municipal Health Service)</td>
<td>3 (13)</td>
</tr>
</tbody>
</table>

**Sending a Notification After a Positive Test Result**

The Dutch CM app offered the option of warning others to whom a user had been in close proximity after they had received a positive test result for COVID-19 infection themselves. See Table 7 for the actions taken by participants regarding sharing their result and sending a notification. In total, 13 participants received positive test results. Participants were divided with regard to the action to be taken after receiving a positive test result. Some participants removed the app (4/13, 31%); sought help from branches of health services or general practitioners (3/13, 23%); or immediately started contacting relatives, friends, and colleagues (1/13, 7%). The participants could send notifications to their contacts. They first had to share their app’s key (“the MHS key”) with the health services while on the phone, which 11 (85%) participants did. They then had to send the notification through the app (Figure 2). In total, 5 out of 11 (46%) participants succeeded in doing so and thus completed the notification-sending process. In several cases (5/11, 45%), the option to send a notification was either not offered or unavailable. Overall, 2 out of 13 (15%) participants reported a positive experience in sending notifications:

*Because of this, you also start doubting the effectiveness of other things, like the CM app. I had assumed that the hospital would have shared the positive test result. ... But in my case, the hospital hadn’t communicated the positive test result with the MHS.* [CME0426, male, 69 years, education unknown]

*And that was the next day, so on Monday the 19th I had a person on the phone about contact tracing.* [CME0426, male, 69 years, education unknown]

They asked whether I had been in contact with people. I told them that I hadn’t been in contact with many people, I had been in contact with the physical therapist. They asked me if I could inform them myself and wanted to hang up. I then said that I had the CM app and asked if I could do something with it. They told me to provide the code, so they could report it. That I did. However, if I hadn’t told them ... Then they would have just asked me to inform others and nothing else. [CME0179, male, 70 years, high level of education]

No, because I assumed that the MHS would do that. ... Because the MHS asked me for the key and it wasn’t clear to me that I had to finish the rest of the procedure. [CME0179, male, 70 years, high level of education]

The screenshot in Figure 2 has been translated as follows: (1) title: “sending a notification.” (2) description: “Have you been tested, and do you have COVID-19 infection? Then an MHS employee will call you. The employee will help you warn others who have been in your vicinity. You will need the MHS key for this.” (3) blue hyperlinked text: “How does this work?” The 3-step plan needed for notification sending and reading, “1. Pass this MHS key through to the employee: A56-34F. 2. Wait on the MHS employee for the next step. 3. Warn others by sending an anonymous notification.” (4) A button saying “Continue,” which allows users to continue the process and afterward confirm the sharing of their anonymously gathered codes through a pop-up from the operating system.
Table 7. Overview of results on sharing of the Municipal Health Service (MHS) key with the MHS (n=13).

<table>
<thead>
<tr>
<th>Subject and code</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shared MHS key with MHS</td>
<td></td>
</tr>
<tr>
<td>Did share</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Did not share</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Did not mention or uncertain</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Experience with sharing the key</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>9 (69)</td>
</tr>
<tr>
<td>Negative</td>
<td>4 (31)</td>
</tr>
<tr>
<td>Send notification</td>
<td></td>
</tr>
<tr>
<td>Did send</td>
<td>5 (38)</td>
</tr>
<tr>
<td>Did not send</td>
<td>5 (38)</td>
</tr>
<tr>
<td>Did not mention or uncertain</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Experience with sending notification (n=11)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Negative</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Reason for not sending notification</td>
<td></td>
</tr>
<tr>
<td>MHS will take care of this</td>
<td>5 (45)</td>
</tr>
</tbody>
</table>

Figure 2. Screenshot showing the screen where CM app users would start the process of sharing their anonymously gathered keys. The screen shows the three steps needed before a notification is send and other users are warned. The translation of the steps is as follows: "1 Give this MHS key to the MHS employee", "2 Wait on the MHS employee for the next step" and "3 Warn others by sending an anonymous notification.".
Overall Attitude Toward the App and the Improvements in and Strengths of the App

Most participants (37/45, 82%), as shown in Table 8, perceived the app positively overall:

*But if you get a notification and you stay inside, then you cannot infect anyone else and then it won’t spread as much. So yes, absolutely.* [CME0006, female, 62 years, high level of education]

However, a significant group (13/45, 29%) had doubts (also among those that perceived the app positively) about its effectiveness or was decidedly negatively inclined (3/45, 7%) toward the CM app. Participants experienced much uncertainty in case they received a notification and indicated (5/45, 11%) that they wanted clarification on when and why notifications were sent and the level of certainty that the high-risk contact could be determined:

*My brother-in-law, for example, received a notification as well, but afterwards it turned out that he wasn’t infected. You have to be close to someone for 15 minutes, but he says he wasn’t. So that makes you doubt a bit, whether that was good. Is it [CM app] functioning 100%?* [CME0006, female, 62 years, high level of education]

Others (4/45, 9%) noted that the time between the contact for which they received a notification and the actual moment of receiving the notification was too long (eg, sometimes more than 4 days later). Respondents indicated that this undermined their confidence in the CM app’s efficacy. The notification-sending process itself was unclear to some extent (4/45, 9%). Some wanted more functionality or capability (5/45, 11%) of the app and better and more graphically oriented content (5/45, 11%). Finally, some expressed that CM app use (5/45, 11%) or adherence to the recommendations provided by the app after a notification (2/45, 4%) needed to be communicated and stimulated among the public. Participants classified the app’s ease of use (18/45, 40%) and user friendliness and the recommendations provided by the app as its strengths.

Table 8. Overview of results on overall attitude, strengths, and points for improvements of the CoronaMelder (CM) app (n=45).

<table>
<thead>
<tr>
<th>Subject and code</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall attitude toward the CM app</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>37 (82)</td>
</tr>
<tr>
<td>Had doubts on effectiveness</td>
<td>13 (29)</td>
</tr>
<tr>
<td>Negative</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Potential improvements to the CM app</td>
<td></td>
</tr>
<tr>
<td>Clarify sending of notification</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Reason and process of receiving notification is unclear</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Time between high-risk contact and notification is too long</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Increase functionality</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Stimulate app use</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Stimulate adherence to advice</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Add more graphics in the CM app</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Strengths of the CM app</td>
<td></td>
</tr>
<tr>
<td>Clear advice</td>
<td>7 (16)</td>
</tr>
<tr>
<td>Easy to use or clear</td>
<td>18 (40)</td>
</tr>
<tr>
<td>User-friendly and good layout</td>
<td>9 (20)</td>
</tr>
<tr>
<td>Anonymity or privacy</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Results of the Interviews With Contact-Tracing Employees

In total, 14 interviews were conducted with the employees of the Dutch MHS. Of these participants, 13 (93%) worked as contact-tracing employees who were responsible for contacting individuals with a positive COVID-19 test result and finding their source of infection and those that they might have infected. A participant worked as a medical adviser for the policy branch of Dutch MHS and was involved in the writing and creation of protocols and procedures for contact-tracing employees. The results are presented in text without tables, as the relatively low number of participants did not warrant the use of tables. Most participants that were active in contact tracing had worked in their roles for between 3 and 6 months (9/13, 69%). Others had worked as contact-tracing employees for <3 months (2/13, 15%). Most participants (8/13, 61%) indicated to have worked for the health services of a single region, while a single participant indicated that they had worked for more than one region. All participants that were active in contact tracing indicated that they had received some form of training in contact tracing. Most participants (10/13, 77%) indicated that their training involved some form of training on using the Dutch CM app. Of those, 7 (70%) indicated that they had been sufficiently trained in both
their primary contact-tracing process and the use of the Dutch CM app. The most often cited reason for those that reported to have received insufficient training (n=6) is that they lacked practical examples and ways to handle them (4/6, 67%) and that they would have liked more training in conversations (2/6, 33%) or parts of the CM app (4/6, 67%):

And the training is very theoretically good, and you think that this is how it will go. And then you start working, and you notice that it doesn’t go like they said in the instructions. So you do learn useful skills, but in the end those conversations are different. Mainly because they are less scary. The instruction makes it seem like everyone is constantly angry and is going to threaten your life, but I never experienced this. [CME 1008, male, 26 years, high level of education]

What we are missing, and we pointed that out yesterday, is that we need more depth. It all remains a bit superficial. [CME1007, female, 28 years, high level of education]

Overall, 9 out of 14 (64%) interviewed participants had a generally favorable attitude toward the Dutch CM app, and 4 (28%) had a neutral or negative attitude. Only half of the participants (7/14, 50%) were app users.

Most participants (11/14, 79%) indicated that the app was only helpful in some cases, was never helpful, or that they were unsure about the app’s effectiveness. The most often cited reason for this (4/11, 36%) was that participants experienced that only a small portion of their contact-tracing indexes using the app:

I don’t use the [CM] app myself because I have the idea that it gets used too little to be truly useful. I think, that if I were to be injected, that I wouldn’t be warned through the app. [CME1008, male, 26 years, high level of education]

CM App in the Contact-Tracing Employee’s Work

Procedures and Workload

Once on the phone with their contact-tracing subject (“index”), the participants that worked in contact tracing (n=13) had to walk through extensive checklists and procedures that took >2 hours on average per subject, according to most contact-tracing employees (7/13, 54%). Only 3 (23%) contact-tracing employees reported spending <2 hours on average per index:

Lately, I have conversations of an hour and the time needed for administration is at least an hour as well. Sometimes even longer, depending on where someone has been. Thus, it is very hard for me to make an estimation of it [time spent per index]. Often, it takes longer than expected. [CME1009, female, 25 years, high level of education]

Participants indicated that they were often (6/13, 46%) able to contact their indexes between 24 and 48 hours after the positive test result. Moreover, 2 (15%) participants reported that they often had to contact indexes well after 48 hours had passed since the positive test result was known. For most indexes, this was their first opportunity to learn about test results.

A majority of participants (5/13, 38%) reported working according to the procedures provided by the National Office of the Health Service or a local variation in these procedures (2/13, 15%). A total of 3 (13%) participants reported that they found the procedures and their status to be unclear. Only 2 (15%) participants indicated that there was a clear set of instructions to use the CM app. A majority participants (10/13, 77%) reported that they had inquired about whether the CM app was installed by the contact-tracing indexes who they contacted. However, inquiries were of limited scope, as only 4 (30%) participants reported asking whether the contact-tracing indexes had received a notification from the app themselves. Moreover, the registration of these data about the app was also reportedly limited. Only 2 (15%) participants indicated that they had asked for the first day of the onset of the symptoms, and only 8 (62%) inquired whether the app was currently in use by the contact-tracing subject:

The way in which I do my contact tracing, I do not explicitly ask for it [use of CM app]. Maybe a link could be added that if you make an appointment and it is because of the CM app, that it automatically adds this in the system. When we get the test results, it then reads “This person is warned by the app.” That would be a way to make that clear. At this moment there are several ways into the test centres. You can call because you experience symptoms, you can also call because you were warned by the CM app or because you are in quarantine for 5 days. We currently do not see information about this in the system. [CME1000, male, 29 years, highly educated]

Participants working in contact tracing reported that they had to register data about the CM app in a myriad of different systems, but most commonly in one of the following systems called the “HP zone” (10/13, 77%), “CoronIT” (7/13, 54%), or special checklists (4/13, 31%). They reported that they often had to register the same data in multiple systems, and hence, the overlap in reported counts. When asked to estimate the percentage of their contact-tracing indexes using the CM app, most reported <15% (5/13, 38%) or between 15% and 30% (4/13, 31%). Moreover, according to 4 (31%) participants, a data breach at the health services at a certain moment in the CM implementation period lowered the willingness of people to share the required code to send a notification.

Only 4 (31%) MHS contact tracing employees who were interviewed reported that they had no difficulties with the CM app. Participants reported providing information about the CM app to contact-tracing indexes only to a limited degree. A total of 8 (62%) participants reported that they emphasized the importance of the subject sharing the MHS key, of which 2 (25%) participants reported explaining the process behind it as well. Only 5 (38%) participants indicated that they had separately mentioned the importance of the subject pressing the button in their CM app to send the actual notification. Participants (3/13, 23%) reported that the indexes would change their willingness to share their CM app key after having the process explained to them. A total of 8 participants reported having encountered troubles with the key sharing and notification-sending process. Most often (3/8, 38%), it was...
owing to a (temporary) disruption of service; other times (2/8, 25%), the subject fell into a demographic (eg, high-school students) who at that time were not asked to share their key, and 2 (25%) participants reported having trouble completing the process itself:

> The reason why they don’t share the keys is because they didn’t know that they had to provide information. Why they don’t know that, is something I don’t know.  
> [CME1006, male, 44 years, high level of education]

### Improvements to the Contact-Tracing Process and CM App

The participants (n=14) were asked to describe the weaknesses of this system and some improvements. A total of 6 (43%) participants reported that the process was too slow. Some of these participants (3/6, 50%) thought that part of the process or workflow concerning the CM app could be shortened. They suggested achieving this by allowing users of the app to share their keys themselves and notify their contacts without needing contact with the MHS. Moreover, 5 (36%) participants would have liked to pay more attention to the CM app in the protocol for contact tracing. They indicated that they saw potential leads for their contact-tracing work by inquiring more deeply about CM app use; for example, on whether the index had decided to have themselves tested because of a notification. Moreover, 5 (36%) participants liked to see the app use promoted among the public.

### Results Mirroring the Approach

The results of the combined research methods were discussed during 2 meetings with both the team responsible for developing and implementing the app and the team responsible for the (mass media) communication about the CM app. The results were discussed chronologically and resulted in the following changes to the CM app.

First, both end users and contact-tracing employees pointed out that the need for the MHS to be on the phone with an index to send a notification through the CM app was a limitation of the app’s mechanisms. Delays were introduced into the MHS chain during periods when the number of infections was very high. Consequently, the delay between the initial infection and the moment of notification sending would increase to such a degree that it would hamper the CM app’s ability to send out the warning in a timely manner. An update in December 2021 made it possible for infected individuals to send their MHS code to the MHS through a website on which they could see their test results to speed up notification.

Second, early in the interviews, it became apparent that hospitals that administer their own COVID-19 tests did not share their results in such a way, with the MHS, that a CM app notification could be sent to the patient’s contacts. It was made part of the hospital protocols to participate in the CM app notification-sending process before January 2021.

Third, the mirroring sessions with the build and communication teams revealed that there was a lack of awareness concerning the importance of the total time between the first and second generations of potentially infected individuals going into quarantine. In other words, the time between individual A being infected and being notified about this and individual B, who had been in contact with A, receiving a notification from individual A about their own potential infection is a crucial time window. Stakeholders, such as build and communication teams, often used a narrower definition of this window, which excluded the part where individual B would be informed and quarantined. This resulted in an underestimation of the time window and a delay or prioritizing of changes that could shrink the time window. Both the communication and build teams embraced this broader definition, and measures were taken to reduce delays at each step of the process as a result.

Fourth, notifications sent during the night were perceived as annoying and scary. Participants would wake up from it and would not be able to go back to sleep. The app now takes the time of day into account and does not send notifications during the night.

Fifth, fears, misconceptions, and concerns identified to be prevalent among the CM app users were addressed on various information channels. The CM app’s in-app information was updated, processes clarified, and the information provided by the official Dutch (government) channels was amended.

### Discussion

#### Overview

This study investigated the implementation, adoption, and use of the Dutch CM app using a mixed methods approach. The app provides a set of features that, in theory, can greatly enhance the capability to perform contact tracing to control the spread of an infectious disease as, for example, studies of this app [8,13] and international equivalents [15] have shown. Adoption of the app and adherence to the advice (behavioral measures) are, however, key elements in the app’s effectiveness. This study identified issues within the app that undermine the adherence (use of the app) and implementation (adoption). This chapter answers the main research questions, makes comparisons to earlier work, discusses the strengths and weaknesses of the study, and provides a conclusion.

#### Principal Findings

Findings are discussed using the 3 research questions posed in the Introduction.

#### Factors Affecting End-User Adherence and Adoption of the App

First, the elements of the app, such as the way notifications were structured, the time of day at which notifications would appear, and the seemingly high error rate of notifications as reported by a large majority of participants, caused distress and dissatisfaction and undermined user trust.

Second, because of a lack of understanding of the mechanisms behind the app on the side of the users and MHS personnel, users reported not starting or aborting the key sharing and notification-sending processes. Moreover, MHS personnel were not adequately trained and motivated to consistently explain and encourage the use of key sharing and notification-sending functionalities.
Third, the interval between an individual getting tested, receiving a positive result, sending out a notification, and their contact receiving the notification and quarantining was key to creating and maintaining confidence in the app’s effectiveness. Participants reported intervals longer than desired. Various technical and administrative actions have been suggested to reduce this interval and have since been implemented. This illustrates the importance of paying attention to the larger system and context in which the app exists. Participants indicated that they had lost (parts of) adherence to behavioral measures as a result.

Finally, the scope of the CM app was limited to an app that could warn potentially infected contacts. Users expected and indicated that they desired more of the app. A study by Blasimme et al [16] shows that adding new features may “be seen as one way to deliver more personal utility to app users, thus incentivizing participation.” Instead of adding features, the reopening of society was, for example, facilitated by a separate app “CoronaCheck,” and the needs around the psychological aspects of isolation were not met at all [17]. Thus, the opportunity to enhance the CM app was missed, which the German “CoronaWarn,” for example, used.

**Implementation in the MHS Work Processes**

The CM app is intended as a tool within the broader contact-tracing process in which its purpose is to speed up parts of this process, allow for earlier warning, and reduce the load on the MHS. However, this study found that it was underused. This was especially relevant in times when infections were high, and the manual contact-tracing process was less effective. Hence, the integration with the MHS systems and processes is important for its effective functioning. However, the CM app received too little importance within the MHS; training in using and understanding the value of the app was perceived as inadequate, the data provided by the app were scarcely used, and motivation among MHS employees in using the CM app and trust in the app’s effectiveness were lacking. Moreover, the overall MHS processes were perceived as fragmented and cumbersome by the employees, which further negatively affected the MHS employees’ motivation to include and use the CM app. As a result, the CM was not consistently part of the MHS process, and its potential strengths in allowing for faster and earlier contact tracing did not materialize in full. Here, an app such as the CM offers a unique value that was not used.

**CTA Use and Adherence to Quarantine and Isolation**

The COVID-19 pandemic presents the first case in the Netherlands, in which technologies such as the CM app were used as a society-wide intervention to increase adherence to behavioral measures. As a result, this study brought to light lessons on the mistakes and importance of integration between different interventions and communication campaigns from different organizations. First, the CM app itself provided coherent and consistent messaging on behavioral measures, and its users were motivated to follow this. Second, the effectiveness of the CM app was partly dependent on its inclusion in a wider narrative set through communication campaigns and health policies. Conflicting or changing narratives and changing and nontransparent policies contributed to a lowering of trust in the CM app as a tool and adherence to its advice. Moreover, the reverse was observed during the study, and the performance of the CM app affected the overall perception of those narratives and policies. Third, the mirroring and action research approach used in this study served as an effective method to achieve rapid change and helped stakeholders in the app improve their understanding of both the daily use and reality of the app’s users and the broader context in which they were the stakeholders themselves. Such changes can help increase adherence in situations such as during the COVID-19 pandemic, where uncertainty is high and change rapid. The effectiveness of the CM app in encouraging adherence behavior was limited, but its potential was great.

**Comparison With Prior Work and Strengths**

This mixed methods study provided a broad and in-depth insight into the functioning of the CM app, adherence to the actions, and contact-tracing process of MHS. To our knowledge, this study is the first to provide such a broad and simultaneously deep view. Other studies have focused on singular aspects, such as usability [9], its epidemiological impact [14], and factors contributing to the adoption of similar apps [9,16]. This study provides both a deep and broad view of the app and the environment in which it exists.

A strength of this study is the “mirroring approach.” The results have been translated into concrete recommendations for optimization of the CM app for designers as well as for the national system for contact tracing under the MHS care. Recommendations were discussed within and between these teams and resulted in feasible and actionable changes that affected users’ adherence. For example, sharing the key has changed, which means that users can upload the key without contacting the MHS. The findings were also used to set up a novel communication campaign to improve the adoption of the CM. Thus, this study has proven to be a valuable contribution to better use of the CM and optimization of the contact-tracing process. To our knowledge, this is the first study to have attempted such an approach in the context of a global health crisis.

**Limitations**

This study had several limitations. The first limitation is that a major part of the interviews with the CM users and the entire topic analysis relate to the period before December 1, 2020; the influence of changes in the test policy and the app after that date could not be properly determined. The second limitation was the representativeness of this study. People with a migration background, middle and lower education levels, and those aged >70 years were underrepresented. This is pertinent because these groups are less likely to work from home [18] and run a higher risk of developing a more severe illness because of lower vaccination coverage or age [19]. Another issue related to generalizability is that critical CM users may have participated in the study. The latter is related to our enrollment procedure. A third limitation related to the sample was that all interviewees had reasonable to good digital skills. It is expected that problems identified with the app will be greater or might differ for people with more limited digital skills and people with a low educational level, mild intellectual disability, or migration
background. Although the issues mentioned here negatively affect generalization, the results from the first CM evaluation study [9] and quantitative studies [6] show a picture similar to this second qualitative study. Finally, the contact-tracing study was conducted among only 3 of 25 geographically spread MHSs, which may also limit generalizability.

Conclusions
The evaluation of the CM app with end users, designers, and the MHS provided useful recommendations for the CM CTA. The lessons learned can be used to position CTAs as digital solutions for the next global health crisis and provide insights for the development and implementation of digital solutions in general.

The CM app is a CTA that is easy to use and supports intuitive use. However, the adherence to the prescribed actions (eg, sharing a “key” in case of being infected to alert other users) is low, owing to misunderstanding of the working mechanism of the app, a design that is not based on the mental logic of the end user, problems with the accuracy of notifications in 2020, the testing policy, and the uncertainty associated with receiving notifications in general. Issues that could have, at least in part, been foreseen and proactively tackled by an intervention in the technical or communication domain. Moreover, Blasimme et al [16] showed that (national) governments and health departments are responsible for the infrastructure and education on CTAs, which strongly affects the end user’s adoption and use. For example, choices made during the build process of the app allow for the minimization of collected data and a fluent user experience through a sufficient level of infrastructure, thereby lowering barriers to use. Moreover, the choices made in the area of communication result in a level of education on CTAs that affects the user’s familiarity and trust in such techniques [20]. In these areas, this study shows shortcomings in the approach of the (national) government and where future eHealth initiatives can improve.

The added value of the CM app is tracing risks at an earlier time than traditional contact tracing and through this, increasing the chances of breaking the chain of infections. To realize this, CM should complement or relieve traditional contact tracing. However, this potential was not realized because the interaction between the infected individual and the MHS was problematic and slow, and embedment of the CM app in MHS processes was too severely limited.

The adoption of the CM app was low. In particular, the use of the app among older adults and younger people is low [6]. The CM app was prototyped by those with lower digital literacy skills. However, the communication campaigns did not motivate younger people to use the app [21]. The incentives to download the app were based on solidarity and vulnerability to protect others, such as the older adults, which now seem to be less effective among the young.

Lack of leadership and fragmentation in governance (between the Dutch Ministry of Health, Welfare and Sport, MHS, and local government) caused distrust in the COVID-19 measurements. Besides, there was no attention by the Dutch Ministry of Health, Welfare and Sport in press conferences to the added value of the CM app, for example, to use the app as an instrument that facilitates reopening society when people increasingly come into contact with others (van’t Klooster et al [17]).

Overall, this study is a testament to how a coherent strategy and process in the design, implementation, and embedment of eHealth apps, especially digital CTAs, can contribute to pandemic preparedness. To that end, Multimedia Appendix 6 [14,16,19,22,23] contains a proposal about how the lessons of this study can contribute to a strategy of that increases pandemic preparedness. Moreover, the mirroring and action approach used in this study and the focus on distilling actionable improvements to both the procedure and app provides a template for a mechanism through which future eHealth apps can rapidly be evaluated and improved even during a crisis.
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Abstract

Background: The COVID-19 pandemic was accompanied by the accelerated uptake of virtual care, leading to a proliferation of virtual ward models as alternatives to facility-based care. Early in the pandemic, our program implemented a virtual mental health crisis ward (vWard) to provide options for individuals requiring intense psychiatric and/or crisis support but who preferred to remain in the community and were deemed safe to do so.

Objective: The aim of this study was to identify early learnings from the vWard, which was implemented rapidly in a resource-constrained environment, to inform the future state should it be sustained beyond the pandemic.

Methods: Mixed methods of data collection were used to evaluate provider perspectives on the vWard, develop archetypes for individuals who are a good fit for the vWard model, and create a driver diagram. Data sources included an anonymous survey of clinical and managerial staff involved in the vWard, a service planning workshop, and program discharge forms for all individuals admitted between March 2020 and April 2021. Survey responses were coded for themes under categories of “benefits” and “challenges.” Discharge forms where the team indicated that the vWard was a good fit for an individual were examined for characteristics common to these admissions. These findings were reviewed in the service planning workshop and refined with input from the participants into patient archetypes. A driver diagram was created for the future state.

Results: Survey respondents (N=60) represented diverse roles in crisis services and the vWard team. Ten providers took part in the service planning workshop. A total of 467 discharge forms were reviewed. The vWard was felt to be a model that worked by 39 survey respondents, one respondent felt it did not work, and the remaining participants had no response. Several benefits for the individual and the system were identified alongside challenges, including certain processes and materials related to the nature of rapid implementation during the pandemic, and others due to lack of fit for certain individuals. The model was felt to be a good fit for 67.5% of admissions. Four patient archetypes representing a good fit with the model were developed. The driver diagram connected the program aim with primary drivers of (1) reduce barriers to care; (2) improve outcomes; and (3) provide collaborative, patient- and family-centered care to secondary drivers and interventions that leveraged virtual technology among other crisis care interventions.

Conclusions: Despite some challenges, the vWard demonstrated high levels of provider acceptance and a range of mechanisms by which the model works for a variety of patient archetypes. These early learnings provide a foundation for growth, sustainability, and spread of this model going forward beyond the pandemic.

(JMIR Form Res 2022;6(11):e39861) doi:10.2196/39861
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Introduction

The COVID-19 pandemic drastically accelerated the uptake of virtual care [1-3], as many health systems sought ways to continue to provide care in accordance with new public health guidelines and to prevent the spread of SARS-CoV-2. The mental health field was uniquely positioned as a leader in telemedicine, as telemental health had a strong real-world evidence base for its effective use prior to the pandemic [2]. This was in part facilitated by the fact that physical exams are generally not required for mental health visits, whereas this is a frequently cited concern among practitioners in other fields when faced with the transition to telemedicine [3-5]. Therefore, as physical spaces in medical facilities closed or reduced capacity to accommodate physical distancing during the pandemic, mental health care programs around the world, aided by relaxed regulatory constraints, were able to rapidly transition to or expand virtual-based care that supported patients in their homes [2,6].

The pandemic also saw the proliferation of virtual ward models that leveraged technology to reduce the need for hospitalization. Examples of virtual wards specifically designed to assess and manage individuals with COVID-19 infection emerged across the globe, with studies reporting on these models in the Americas, Europe, Australia, and Asia [7]. Virtual ward models are expansions of hospital-at-home models, where a health care team provides treatment to a patient with an acute condition in the patient’s home [8]. A recent systematic review of hospital-at-home programs showed evidence of benefit on patient/family- and system-level outcomes for chronic respiratory and cardiac disease, with greater cost-savings potential in the admission avoidance models compared to the models aimed at accelerating discharge from hospital [8]. Mental health crisis outreach models represent another form of hospital-at-home models in that they target individuals at high risk of hospitalization to offer crisis stabilization through in-person care in the community [9]. Prior to COVID-19, technology-enhanced virtual wards were building momentum but were not widely adopted and were largely serving individuals with chronic medical diseases [7]. While virtual mental health care delivery to individuals in their homes was increasing prior to the pandemic with the use of personal videoconferencing [10-12], there were no examples of virtual wards specifically designed for the management of a mental health crisis that leveraged technology for remote assessment and intervention.

Within weeks of the COVID-19 pandemic reaching Winnipeg, Manitoba, Canada, our center rapidly opened two virtual mental health crisis units aimed at avoiding admission to the corresponding facilities: one focusing on high-acuity psychiatric presentations to avoid admission to hospital, and the other being a lower-acuity unit to replace several beds on the Crisis Stabilization Unit (CSU) that were closed to adhere to public health guidelines for social distancing. The CSU is a community-based voluntary short-stay facility, staffed by a multidisciplinary team that acts as an alternative to hospitalization for individuals experiencing a mental health crisis [13]. The virtual units (collectively referred to as the virtual ward [vWard]) were designed to deliver all care remotely by email, text messaging, telephone, and/or videoconferencing to patients who were deemed suitable to remain in their homes.

We here report on the early learnings from the rapid implementation and delivery of these collective models in a low-resource environment. We examined the strengths and challenges of the model from the perspectives of the health care teams and the profiles of patients who were felt to be the best fit for the model. Based on these findings, we further developed a driver diagram for the future vision of a comprehensive virtual mental health crisis ward that can act as an alternative to hospital- and facility-based care in the post-COVID era, where the objective is no longer limited to keeping individuals in their homes for public health reasons. Going forward, understanding the mechanisms by which the virtual crisis ward model can be effective and for whom will inform the future of home-based virtual mental health care crisis.

Methods

Study Design

This study employed a mixed methods approach to data collection and an integrated analysis to achieve the objectives. Data sources included a voluntary online survey of providers, a service planning workshop, and discharge forms completed on all patients who accessed the virtual ward programs between March 2020 and April 2021.

Ethics Approval

Research ethics approval for this study was obtained from the University of Manitoba (HS23878 [H2020:196]).

Setting

The study was based in Winnipeg, the capital city of Manitoba, Canada. Winnipeg has a population of ~780,000, which is served by 3 emergency departments (EDs) and 3 urgent care centers offering 24/7 service. Adults can access mental health crisis care in Winnipeg via these centers or the centrally located Crisis Response Centre (CRC). The CRC is a stand-alone 24/7 walk-in mental health center, which also offers a telephone crisis line, postcrisis follow-up services, and is linked with the CSU. The virtual wards were housed at the CRC and CSU. Eligible individuals were assessed at the CRC, EDs, or urgent care centers in the city, and were deemed safe to remain in the community. This required that the individual was not at imminent risk of harm to themselves or others, participated actively in safety planning, and, when possible, had a secondary contact who would be involved in their care. The higher-acuity vWard required that individuals were assessed by the psychiatry team at the referring sites prior to referral. There were no restrictions on diagnosis or concomitant care.
Referrals were submitted to the vWard teams and patients were contacted the next day for an initial consultation. Initial contact was made by phone or email to arrange a detailed assessment, which was conducted via videoconferencing or phone when video was not available. At this assessment, a plan was made for the individual’s stay, including treatment goals, safety planning, and program offerings. Families and other supports were often involved in these meetings. The higher-acuity beds were managed by a rotation of physician assistants and psychiatrists working at the CRC who offered assessment up to multiple times a day as needed, including diagnostic assessment, risk monitoring, medication management, and supportive care. This team was usually also responsible for providing care at the CRC for individuals presenting on site in crisis. The lower-acuity vWard was managed by a dedicated crisis clinician 7 days a week, usually having training in nursing or social work. The crisis clinician provided 1:1 daily virtual crisis assessment and support, along with optional group classes teaching skills derived from cognitive behavioral therapy and dialectical behavioral therapy. Psychiatric support was available to the lower-acuity beds as required. All patients had access to the 24/7 crisis phone line at the CRC for after-hours support. Medication management, when applicable, was coordinated with the individual’s community pharmacy. vWard admissions were documented in the same electronic patient record used by the CRC, facilitating common access to clinical care details. The target length of stay for the virtual beds was 3-5 days. On average, there were 2 higher-acuity beds and 6 lower-acuity beds available at a given time.

Although the virtual wards operated independently of one another, we have examined them collectively with the natural progression being the merging of the units with shared infrastructure and management to provide a more collaborative, full-spectrum model of care with a dedicated team.

**Data Collection**

**Provider Survey**

A voluntary, anonymous open online survey was created using SurveyMonkey and distributed to all clinical and managerial staff who were involved with the vWard anywhere from the point of referral through discharge. An invitation to complete the survey was sent out through the email listservs for the involved services by the principal investigator of the study and forwarded by service leads who encouraged participation. The survey was open for a period of approximately 2 weeks (mid-June to early July 2021). There was no monetary incentive to participate. The survey items were developed by the principal investigator with input from the research team. Respondents were asked to identify their roles, indicate whether they felt that the vWard worked as a model of care (yes/no), and answer a series of free-response questions that included: (1) Who does the virtual unit serve? Describe the patient population. (2) What does the virtual unit do? (3) Why does it work? (4) Why doesn’t it work? (5) What impact of the virtual unit do you perceive for the health care providers?

**Patient Discharge Forms**

Each individual admitted to the vWard had a discharge form completed by a clinical team member at the time of discharge. The discharge forms captured the key elements of the individual’s condition and care delivered during the virtual admission. At the end of the form, the team member was asked to rate if the vWard was a good fit for the individual on a 5-point Likert scale (“strongly disagree” to “strongly agree”), and comment on specific successes and challenges in free text.

**Service Planning Workshop**

An invitation to participate in a virtual service planning workshop was emailed to the same recipients of the provider survey. Survey completion was not required to participate. Workshop recruitment favored a diversity of roles within crisis services to gain a breadth of perspectives. The workshop aimed to expand on findings from the survey and discharge forms by presenting some results for discussion. Participants were engaged in several rounds of feedback as well as a series of planned exercises drawn from quality improvement toolkits (eg, driver diagram, generating change ideas, impact vs feasibility matrix). The main objectives of the workshop were (1) to refine profiles of patients who were felt to be best suited to this model of care and (2) to create a driver diagram for a future virtual crisis ward building on the identified benefits and mechanisms from the survey. In addition to participating in the 2-hour workshop, participants were required to do some preparatory work and participate in some postworkshop follow-up totaling approximately another 2 hours. Compensation was provided in the form of a Can $200 (approximately US $140) electronic gift card to a retailer of their choosing. The 2-hour workshop was held over Zoom, facilitated by a psychiatrist and a medical student who presented the survey results, engaged deeper discussion of those results to develop the impacts and mechanisms of the vWard model for specific patient profiles, and led the participants through the planned exercises. The facilitators were also active participants in the exercises. The workshop was recorded, and all whiteboards, PowerPoint slides, and chat content were saved.

**Data Analysis**

The roles and involvement of survey and workshop participants were summarized descriptively. All survey respondents were included regardless of whether every question was answered. Qualitative survey responses were reviewed by 2 study team members and coded for themes pertaining to “benefits” and “challenges” of the vWard. We reviewed responses to all questions and extracted the responses that specifically addressed a benefit or challenge of the intervention. We then used a qualitative content analysis approach [14] to code individual responses and group them into thematic categories. All discharge forms where the fit rating was “agree” or “strongly agree” were selected and reviewed for demographics, clinical presentation, and the free-text comments from the team to cluster into profiles that shared common features. The preliminary profiles were presented to the workshop participants for validation, and feedback was incorporated to further develop them. In addition, a list of individual and clinical features that were generally felt to fit well with the vWard were developed. A driver diagram
was drafted during the workshop, which the investigators then further developed with reference to survey responses and workshop participant input. A complete draft was circulated back to the workshop participants for additional feedback prior to finalizing.

### Results

#### Survey and Workshop Respondents

In total, there were 60 survey responses, including those in a role of decision-maker/manager/leadership, psychiatrist/physician assistant, crisis unit clinicians, CRC clinical staff, and other/unspecified. There were 10 participants in the provider workshop (Table 1).

<table>
<thead>
<tr>
<th>Virtual ward role</th>
<th>Survey participants, n (%)</th>
<th>Workshop participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision-maker/manager/leadership</td>
<td>10 (16)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Psychiatrist/physician assistant</td>
<td>8 (13)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>CSU&lt;sup&gt;a&lt;/sup&gt; clinical staff</td>
<td>16 (26)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>CRC&lt;sup&gt;b&lt;/sup&gt; clinical staff</td>
<td>17 (28)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Peer support&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Other/unspecified</td>
<td>9 (15)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (100)</td>
<td>10 (100)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CSU: Crisis Stabilization Unit.  
<sup>b</sup>CRC: Crisis Response Centre.  
<sup>c</sup>Peer support did not receive the survey invitation; this role was not formally involved in the virtual units at the time of the study.

#### Discharge Forms

Discharge forms were reviewed for 335 admissions to the lower-acuity unit and for 132 admissions to the higher-acuity psychiatric unit. Responses to the statement “Virtual care was a good fit for this patient” were missing for 7 low-acuity and 1 high-acuity admissions. In the remaining admissions, staff agreed or strongly agreed that the lower-acuity unit was a good fit in 214/232 cases (65.2%) and the higher-acuity unit was a good fit in 95/131 cases (73.3%).

#### Provider Perspectives: Benefits and Challenges

Survey respondents mostly stated that the vWard worked as a model of care (39/60 responded yes, 1 responded no, and the remaining 20 did not provide a response). Provider perspectives on the benefits of the vWard fell into five thematic categories: (1) provides support to stabilize acute crisis, (2) allows patients to stay in their homes, (3) increases options for patients and care providers, (4) acts as an entry point into the mental health system, and (5) can have better outcomes compared to usual care (Table 2). Providers identified the vWard’s immediate and daily check-ins (for support, monitoring, and early detection of deterioration) and ease of medication support as key factors that facilitated stabilization of acute mental health crises. Providers stated that allowing patients to remain in their homes acted to reduce some of the common patient barriers to typical care, with stated examples including caregiving/work responsibilities, physical distance from the care site, disabilities, and stigma. Furthermore, allowing patients to remain in their homes had the added benefits of reducing overall hospitalizations; maximizing inpatient beds for other users; respecting patient choice; and avoiding patient-oriented risks of inpatient care, such as communicable diseases, violence, and trauma. Providers identified that having vWards available increased the number of options and flexibility of care that they could recommend to patients by offering increased hours in which appointments could occur, different types of care options, and various communication modalities (phone, videoconferencing, virtual resources). Providers also liked having the option to work remotely within the vWard. Regardless of whether the structure of the vWard met the needs of a given patient, providers also identified the benefit of having communication with patients to facilitate referrals to community supports, follow-up care, and/or inpatient care as needed. Lastly, providers identified several potential ways that vWards could provide better outcomes for patients compared to usual care. These included allowing provider assessment of the patient’s function in their usual environment, encouraging practice of coping strategies in real-life situations, facilitating family involvement in care, and creating a smoother transition to the community following discharge.

Despite survey respondents agreeing with the vWard as a model of care, participants outlined several challenges with the existing program. These fell into 4 categories: (1) staff and resource limitations, (2) need for process refinement, (3) limitations of the virtual model compared to usual care, and (4) potential lack of fit for certain individuals (Table 2). The staff and resource limitations outlined by providers included concerns about redeployed and insufficient staff, inadequate equipment/resources due to a limited budget, as well as frustrating technical issues and a steep learning curve associated with the rapid pivot to virtual-based care. The category of “limitations of virtual model compared to usual care” included responses where the virtual model was contrasted with usual inpatient care in terms of assessment/diagnostic accuracy,
patient-provider rapport, ability to observe patient behavior, and access to interprofessional supports (eg, social work, nursing).

Providers identified several changes they felt were needed in the administration of the vWard process, including having scheduled appointments to reduce the administrative burden on the provider, and having a standardized protocol for admission, care delivery, and discharge. Providers also felt that the length of stay should be extended for patients needing longer periods to stabilize their crises. Provider responses captured several types of individuals that the vWard model may not be a good fit for. Referred individuals must be self-motivated and actively engaged to see improvements. The virtual aspect of care may be “too convenient” in some cases and lead to disengagement. Patients may also choose virtual care despite a clinical recommendation for inpatient care due to other factors such as social anxiety. Finally, providers highlighted clinician presentations where treatment is more suited to a supervised/closed environment, such as addictions, active suicidal intent/other safety concerns, mania and psychosis, and crises that are a result of the individual’s environment (eg, intimate partner violence, problematic relationships). Additionally, the issue of access to virtual-enabled devices (ie, telephone, internet) was identified.
Table 2. Provider perspectives on virtual crisis wards with representative quotes.

<table>
<thead>
<tr>
<th>Perspectives</th>
<th>Description</th>
<th>Supporting quotes</th>
</tr>
</thead>
</table>
| **Benefits** | • Immediate and daily check-ins for support and monitoring  
• Daily assessment promotes early detection of deterioration  
• Regular medication support (reminders, adjustments) | • “With daily monitoring it serves as an access point to clients who may require further support if their current mental health further deteriorates” |
|              | • Respects patient preference  
• Reduces barriers to typical care (eg, caregiving or work-related responsibilities, physical distance, disabilities, stigma)  
• Avoids patient-oriented risks of inpatient care (communicable diseases, violence, trauma)  
• Reduces hospitalizations and frees up inpatient beds | • “This provides individuals with the opportunity to continue with their daily activities and/or remain in their personal environment and still attain support” |
|              | • More flexible care (hours, types of care)  
• Integrates technology (phone, videoconferencing, virtual resources)  
• Allows providers to work remotely | • “It allows providers to see patients in their home environment and make sustainable treatment plans” |
|              | • Facilitates referral to community supports and follow-up care  
• Seamless transition to inpatient care if needed | • “The opportunity to bring a client into the in-person unit if they aren’t doing well is a further advantage…” |
| **Challenges and limitations** | • Additional responsibilities contribute to staff burnout  
• Learning curve for providers to pivot to virtual care  
• Technical issues can be frustrating  
• Lack of adequate staffing leads to limited capacity and increased wait times  
• Lack of adequate equipment due to limited budget | • “Adding it on to an already very busy service can overwhelm health care providers and contribute to burnout/resentment of the work. These services would likely benefit from their own dedicated team”  
• “Having a ‘waitlist’ defeats the purpose of access to virtual care to those in community requiring supports” |
|              | • Standardized protocols for admission, care delivery, and discharge  
• Optimization of strategies required for scheduling appointments  
• Maximum length of stay should be extended  
• Risk of shifting individuals who require inpatient care being shifted to virtual due to bed shortages | • “A concise procedure/process in writing regarding what to do if there is no contact with a client; how long/how many attempts [to] make”  
• “Reevaluating the length of stay—considering longer” |
|              | • Challenges with virtual assessment accuracy and rapport  
• Lacks observation level of inpatient care  
• Patient must be self-motivated and engaged with care (ie, can be difficult to connect)  
• Lack of typical inpatient interprofessional supports (eg, social work, nursing) | • “It’s easy for someone to ‘tune-in’ via Zoom, but also ‘tune out.’ Virtual lacks accountability that one would have with in-person stay”  
• “Sometimes you are stuck trying to manage a very complex case without any of the actual supports you would’ve gotten in the in-person setting” |
|              | • Certain mental health presentations may require a supervised environment and/or closer observation  
• Addictions (sober environments)  
• Active suicidal intent/other safety concerns  
• Mania and psychosis  
• Crises that are a result of the environment (eg, relationship issues)  
• Patients who clinically require inpatient care may opt for virtual (eg, due to social anxiety)  
• Lack of access to resources needed for virtual care  
• Those without access to phone or internet | • “[Virtual ward] does not work for patients whose acute crisis presentation had to do with their environment—you can’t always send the patient who [overdose]’d after an argument with tumultuous partner right back to that environment and call them the next day”  
• “Unfortunately, the use of virtual services and the requirement of technology excludes a significant portion of our client population, including those who have lower [socioeconomic status] or experience homelessness” |
Patient Profiles and General “Good” Fit Factors

Individuals who were felt to be a good fit for the vWard fell into four profiles (Figure 1): (1) barriers to care and “predictable” mental health needs; (2) acute and transient crisis; (3) system-aware and avoidant; and (4) high needs, system-naïve. The first profile (barriers to care and “predictable” mental health needs) represents an individual who typically has a common mental disorder likely to be responsive to treatment with medication and/or supportive intervention (ie, depression or anxiety), who has a strong support network and/or is highly reliable to engage and follow through, and who has barriers to seeking traditional hospital- or clinic-based care. A high proportion of this group were females in the postpartum year or with young children. Other barriers to typical care pathways included work and physical disabilities.

Figure 1. Profiles of patients who were a good fit for the virtual ward (vWard) model.

- **Barriers to care and ‘predictable’ mental health needs**
  - Typically younger
  - Often female and/or has work/caregiving obligations
  - Good network of family/friends
  - Most often depression and/or anxiety responsive to support and/or medication management

- **System-aware and avoidant**
  - Severe persistent mental illness
  - Preference not to go to hospital
  - Good supports
  - Has insight and is engaged in treatment
  - History of known response to treatment where possible
  - Often already connected with professional supports

- **High needs, system-naïve**
  - Typically younger
  - Very involved family
  - First presentation (often includes mania/psychosis)
  - Anxiety/stigma about hospital

- **Acute and transient crisis**
  - Psychosocial crisis
  - Impulsive suicide attempt with high remorse
  - Self-motivated
  - Will benefit from linkage to resources

**Good fit factors that span all profiles:**
- Self/family-motivated
- Involvement of family/personal supports
- Preference to be at home and receive care virtually
- Barriers to usual hospital/clinic-based care: school/work/other obligations/physical disabilities, etc.
- Complicated follow-up plan or needing transitional support: benefits from touchpoints to engage follow-through on plan
- Client and/or family need psych education/navigation support
- Able to access and use videoconferencing (particularly if diagnostic clarity needed and or concern about risk assessment)

The “acute and transient crisis” group is one with a specific event or interpersonal difficulty precipitating the crisis admission that was amenable to brief intervention. This ranged from events such as a relationship breakup to an impulsive suicide attempt with high remorse. This group was motivated to move forward and was open to support and assistance with navigating resources for the longer term.

The “system-aware and avoidant” and “high needs, system-naïve” groups represent individuals who usually have more severe mental health presentations, including severe depression, personality disorders, bipolar, and psychotic disorders. The system-aware and avoidant group was very familiar with the system, often with prior hospitalizations, but preferred not to go to hospital. They were often connected with community resources, including psychiatrists and other mental health professionals, and if experiencing a recurrence of a preexisting problem, had some insight into what the trigger was and/or what would work to improve the symptoms based on prior experience. Conversely, the system-naïve group had little to no prior contact with mental health services; were experiencing a new-onset, usually severe problem; and were...
very opposed to the idea of hospitalization. These latter two profiles often necessitated the involvement of community-based supports such as family. In a significant number of cases, these presentations did lead to hospitalization, but these transitions were smoother and more acceptable to the individuals and the families who benefitted from the time to attempt recovery at home, receive more education, and collaboratively make the decision that hospitalization was needed.

A list of general “good” fit factors that crossed all patient profiles regarding vWard fit was also created (Figure 1). These included patient factors such as preference for virtual and home-based care, ability to use videoconferencing, self-motivated, involvement of family/personal supports, and the presence of barriers to seeking usual hospital-based care (eg, school or work obligations, mobility challenges). Additionally, the vWards were beneficial to patients and/or families requiring increased support, whether due to a complicated follow-up plan that required points of engagement to ensure follow-through or an increased need for psychoeducation/navigation.

**Driver Diagram**

A driver diagram (Multimedia Appendix 1) for the vWard program was developed that included an overall aim (aspiration and scope of the effort), primary drivers (key system components that contribute directly to accomplishing the system aim), secondary drivers (components that contribute to achieving the primary drivers), and interventions (action ideas that can be implemented with the purpose of achieving the aim, with relationship to the drivers). Provider workshop participants identified the overall aim of the vWard:

> To deliver an alternative, home-based, collaborative model for acute mental health crisis care that works flexibly with patients and families to reduce barriers and improve outcomes.

The primary drivers that contributed to the aim were identified as (1) reduce barriers to care; (2) improve outcomes; and (3) provide collaborative, patient- and family-centered care. The primary driver of “reduce barriers to care” included both the secondary drivers of system factors such as total system capacity and wait times, and patient “convenience and privacy” factors such as home-based, flexible, personalized, and low-stigma care options. These factors leveraged virtual technology for interventions in communication, direct care delivery, and other program components such as psychotherapy and recreational programming. The primary driver of “improve outcomes” linked to the secondary drivers of promotion of self-management techniques/in vivo stabilization (ie, stabilization in the home environment), stabilization of mental health crises, and seamless transition to other services such as follow-up and in-patient care. The transitions are further aided by providing informational continuity to patients, family, and other care providers. Finally, the primary driver of “collaborative, patient- and family-centered care” links to the secondary drivers of involving a multidisciplinary team and family members/social supports in patient care, as well as performing a patient- and family-centered needs assessment.

**Discussion**

**Principal Results**

In this paper, we report on our learning from the rapid implementation of vWards for individuals in mental health crises as alternatives for admission to in-person facilities. These models were low-resource, created in response to the public health restrictions imposed by the pandemic, and can provide the foundation to plan for more comprehensive models based on early success and evidence of feasibility. Providers from diverse roles who were involved with care delivery overwhelmingly perceived these to be models that worked and provided benefit to the patient and system. These benefits included patient choice, reduction of barriers to care, improved transitions to other services, and avoidance of risks of in-patient care such as violence or communicable disease. On a system level, the benefits included increased system capacity, improved access, and potential cost-savings. Limitations noted reflected the rapid nature of the implementation with limited resources and a sudden transition to virtual care delivery, in addition to limitations inherent to virtual acute care delivery. Distinct and diverse patient profiles that could particularly benefit from the virtual model were developed. Together, these findings allowed the development of a driver diagram for a comprehensive model that could be delivered in a higher-resource setting beyond the pandemic driven by patient choice, outcomes, and optimization of resources.

**Comparison With Prior Work**

Not surprisingly, many of the benefits and mechanisms of impact that were identified mirror those reported in the implementation of community-based crisis resolution teams [9]. Some additional advantages of the virtual model included the ability to reach patients in settings beyond the home to include workplaces. However, the availability of community outreach options was noted as a desired intervention for a future model, recognizing the need to connect more directly with individuals in person whose condition is deteriorating or who are unreachable. To address this, virtual models could partner with police-involved crisis outreach teams [15] as a way to increase the spectrum of care that could be offered and to provide additional comfort for the team when managing more acute presentations. Furthermore, many of the positive effects of the vWard align with those reported in the home-based telemental health literature. The general benefits included decreased barriers to treatment (eg, stigma, social anxiety, physical disabilities), patient convenience, safer environment for providers and patients at risk of violence/behavioral issues, reduced disease transmission, and the option of remote work for providers [4,5,12,16]. It has been noted that the patient-centered approach of telemental health (ie, focusing on removal of barriers and patient convenience) can lead to improved treatment adherence as patients are more satisfied with their care [10,12]. Improved treatment adherence is one of the possible mechanisms by which the vWard could result in improved mental health outcomes compared to usual care.

While providing low-barrier, flexible options for care is beneficial, there were also situations where the vWard was not
felt to be appropriate or introduced limitations to proper assessment and management of certain individuals. The model relies on patients being self-motivated and engaged with their care, as there are more distractions in the home environment that could impede focus on self-improvement. If a patient missed virtual appointments, there were few options to contact them for follow-up. Home disturbances and interfering factors have been previously described in the virtual care literature [17] and for mental health care specifically [11], and require attention if care outcomes are to be optimized. Patients who require contained environments, such as those with highly agitated and disorganized presentations, or those needing sober environments will also not be good candidates for vWard admission. Zimmerman et al [18] reported on the virtual transformation of a partial hospitalization program during the pandemic, demonstrating feasibility and retention compared to a historical comparison cohort; however, the users of the virtual model did have lower levels of psychosis, and presence of a primary substance use disorder was an exclusion criterion. Access to virtual care is also a limitation as there is a risk to expose inequities [19]. While the majority of Canadians do have access to virtual technology, a portion do not, and this is often correlated with other measures of marginalization and poor health [19]. This is an area that requires more attention at a population level to ensure equitable access for all.

Many of these factors were also identified in our patient profile based on good fit. The generally “good” factors capture the presence of barriers and preference, ability, and motivation for the virtual care model compared with in-person care. The specific profiles that were elucidated from the data exemplify the diversity of individuals who can be managed in this model, recognizing that each profile likely needs a unique approach necessitating a team with a wide skill set. Some studies have discussed individual patient characteristics that are suitable to outpatient virtual care, including transportation issues (eg, living far from the location of service or lack of vehicle), busy work or family schedules that make seeking in-person care difficult, and those whose conditions impair treatment-seeking (eg, anxiety, agoraphobia) [20]. The patient profiles identified from our data hone in on the archetypes that benefit most so that services can be designed and delivered with the needs of these groups in mind. Depending on priority areas, gaps in other services, or availability of resources, the model could pivot to focus more or less on certain groups [21].

In addition to limitations of the model itself, providers also identified challenges with resources and processes. Many of these were a result of the model being rapidly deployed due to the threat of COVID-19 and relatively low availability of resources, not necessarily a limitation of the vWard model itself. Staff were encountering rapid change alongside uncertainty about infection risk, leading to increased stress and potential for burnout [22,23]. Prior to COVID-19, the learning curve associated with the pivot to delivering care virtually had been documented as a common limitation to the general adoption of virtual care [3,21]. This model was resourced with minimal levels of equipment and staffing, as well as a lack of the interprofessional teams typical of hospital care. Although these resource limitations were significant, the model was sustained through dedicated staff, a shared vision, and adaptive leadership styles. As discussed by Laur et al [21], these facets are critical to managing rapid change in the health care system. Going forward, these limitations could be rectified with additional investment. There is evidence of cost-effectiveness for home-based virtual care delivery compared to in-person care [12,24]. Beyond savings to the health care system, patients also report direct savings when able to receive care at home [25]. This makes a case for greater investment in the growth of these models beyond the pandemic, alongside ongoing evaluation of impact.

Through the creation of the driver diagram, we propose a blueprint for the future vWard as an alternative model of care that leverages technology. The COVID-19 pandemic has had a negative impact on the mental health of the population due to increased stress, isolation, and reduced treatment access [26]. Additionally, in our region, we have a higher burden of mental illness in the population and a higher rate of mental health presentations to EDs compared to the rest of Canada [27]. New strategies are needed. Furthermore, our province experiences significant regional variation in access to mental health care, with disparities increasing when moving north toward rural areas [27]. Although this has not been a focus to date, virtual models of care could address geographical barriers to access with the vWard having the potential to fill a major service gap. Urgent telemental health programs have been developed in rural settings to provide assessment, with some programs offering follow-up care [28]. The vWard expands on this with the goal of reducing hospitalization that often takes individuals away from their communities and families, aiming to provide intensive care to support crisis resolution. The ability to refer to a follow-up service provides additional options for emergency mental health teams; for example, access to a telephone-based peer-led navigation service reduced the rate of admission following emergency telepsychiatry assessment to urban and suburban areas in North Carolina, United States. Although not significant, this low-resource intervention provided a signal of possible impact [29]. Drawing on the evaluation of home-based crisis resolution teams in the UK National Health Service [9], a follow-up service that includes a prescriber and well-trained multidisciplinary team members to support a range of health and social needs may be most successful at reducing rates of admission and repeat acute care use.

Limitations

One limitation of this study is the unique circumstance under which this model was developed and launched. The catalyst for virtual care delivery and innovation provided by the pandemic was indeed an opportunity but also created conditions that do not normally exist in health care service design [30]. The survey was voluntary and thus subject to response bias; however, we achieved a very good representation of roles and range of perspectives as evidenced by the variety of staff respondent groups, which are proportional in size to the total number of individuals working in these roles. We did not collect demographic or other respondent characteristics to assess representativeness across the workforce profile. A significant gap in this work is the lack of patient perspectives, which we were unable to comprehensively collect due to resource limitations.
Conclusions

The COVID-19 pandemic advanced an opportunity to develop a novel model by leveraging technology to provide care virtually to a high-acuity population. Despite some challenges with resources in a rapidly changing health care context, we have demonstrated high levels of provider acceptance and a range of mechanisms by which the model works for a variety of patient archetypes. These findings highlight barriers to be anticipated and overcome in the design of similar models and identify the patients who may benefit most from virtual crisis intervention as an alternative to staying in a facility, be it a hospital or CSU-type environment. There is still room to improve and optimize this model. These early learnings provide a foundation for growth, sustainability, and spread going forward beyond the pandemic to increase access to quality care using novel means that are highly patient-centered. Other jurisdictions interested in developing similar initiatives may use these learnings as a starting point in the design and implementation of local programs.
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Abstract

Background: Despite continuing efforts to improve the inclusion of underserved groups in clinical research, gaps in diversity remain. Participation of special populations is especially important when facing problems of unprecedented complexity such as the COVID-19 pandemic. A better understanding of factors associated with the immune response in diverse populations would advance future preventive and curative approaches.

Objective: The objective of this study was to investigate the factors potentially responsible for adverse events following COVID-19 immunization. The study population included adults from rural areas, transitional countries, and those with medically understudied conditions, across a broad age range.

Methods: The study evolved from peer support networks developed during the COVID-19 pandemic. Participants were recruited digitally through online neighborhood and health communities. Some of the participants volunteered as study investigators assisting with offline recruitment and safety monitoring. Individuals who consented to participate were asked to share their vaccination experiences either using constantly evolving web-based surveys or via one-on-one communication. Inferential statistical analysis to estimate differences between study groups was performed using parametric and nonparametric tests.

Results: Of 1430 participants who shared their vaccination experiences, 648 had outcome measures at their 1.5-year follow-up. Significant differences were found between age groups, types of vaccine adverse events (VAEs), incidences of breakthrough infections, and health conditions linked to the microbiome. Pairwise comparisons showed that VAEs interfering with daily activities were significantly higher in both younger (18-59 years) and older age groups (80-100 years, \( P < .001 \)) than in the 60-79-year age group. Short-term VAEs were associated with lower incidence of breakthrough COVID-19 infections relative to those who reported either minimal or long-term adverse events (\( P < .001 \)). A genetic origin was suggested for some adverse reactions.

Conclusions: The findings of this study demonstrate that vaccine adverse reactions in older individuals are being overlooked, and the incidence of VAEs impairing immunity may be higher than previously perceived. Better preventive measures are needed for all those at risk for life-threatening and long-term adverse events due to vaccination. Supportive community-based studies focusing on these populations could add important data to the current body of knowledge. Further and more comprehensive studies should follow.

Trial Registration: ClinicalTrials.gov NCT04832932; https://clinicaltrials.gov/ct2/show/NCT04832932
International Registered Report Identifier (IRRID): RR2-10.1101/2021.06.28.21256779

(JMIR Form Res 2022;6(11):e41914) doi:10.2196/41914
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Introduction

Background

While COVID-19 vaccines are highly effective, they can lead to a range of vaccine adverse events (VAEs). The mechanisms underlying VAEs and their association with vaccination efficacy are not completely clear.

Traditional clinical trials are essential for understanding the safety profiles of new interventions, but many people would not enroll themselves. The COVID-19 Citizen Science study [1] and social media analytics [2,3] address some knowledge gaps, but not social- and age-related barriers to participation. Passive surveillance data [4] are subject to the same limitations and insufficient follow-up. Alternative research strategies are needed to complement the existing evidence base.

Research Objectives

The idea for this study evolved as minority populations were struggling to make vaccination appointments owing to digital inequality, or seeking answers to questions about their pre-existing conditions, which were not addressed by funded research. A previously reported protocol for an ambispective study [5] hypothesized that the safety profile and immune response to COVID-19 vaccines depend on pre-existing health conditions, metabolism, and microbiomes. The objective of this study was to investigate the factors influencing adverse events following COVID-19 immunization in communities that include underrepresented groups.

Methods

Study Population

Participants were recruited from private e-neighborhood networks and health support groups via direct emails and social media posts. Particular efforts were made to recruit populations underrepresented in existing research data sets. Individuals with socially debilitating metabolic body odor (MEBO) [6], including extraostral halitosis, “People Allergic to me,” and trimethylaminuria were invited to contribute to the goals of this study along with their relatives. Support groups for autoimmune disorders, neuropathy, tinnitus, and irritable bowel syndrome were also contacted. To ensure the inclusion of digitally disadvantaged individuals, several volunteers served as study investigators providing face-to-face support. To prevent double-counting, investigators had access to lists of subjects maintained by other investigators in their community but not to personally identifiable information. Cookies were not used to guarantee the anonymity of those sharing information without enrollment. To boost engagement, research insights were periodically communicated via the internet. Data collection was automated using rule-based parsing of emails, alerts from social networks, survey spreadsheets, and group application programming interfaces. An inquiry into medical history was made at initial and follow-up data collections.

Inclusion Criteria

Inclusion criteria were age≥18 years, intention to get vaccinated, and intended availability throughout the study period. No one was excluded for reasons other than age.

Outcomes

The study’s primary outcome was the incidence of adverse reactions within 14 days of immunization. The secondary outcome was long-term health conditions and the incidence of breakthrough COVID-19 infections that occurred post vaccination with either a single dose of a COVID-19 vaccine or with 2 or more doses.

Ethical Considerations

Details of the study procedures (the optional nature of all questions, how the information will be used, the ability to withdraw from research, risks, and benefits) were explained to the participants, and informed e-consent was obtained. Ethics approval for primary and secondary analysis was granted by the institutional review board of MEBO Research (IRB00010169, protocol 20210103MEBO). To ensure participant confidentiality, all their data were coded and stored in a decentralized manner with no individual having complete access to sensitive information. All identifiable data were removed from survey and interview responses. Neither participants nor investigators were compensated.

Data Analysis

Demographic and clinical characteristics of study groups were compared using the Fisher exact test and relative risk calculations for categorical variables and the Mann-Whitney U test for continuous variables. All statistical tests were 2-sided, for which a P value of ≤0.05 and a 95% CI were used to indicate statistical significance. All analyses were conducted using Python (version 3.10).

Results

Participant Characteristics

Participant characteristics are described in Table 1. Of the 1430 vaccinated adults and the 648 participants who were followed up, 51% (n=732 and n=329, respectively) were female. Prevalence of chronic disease was age- and sex-matched between the study cohort and the general population. The age at vaccination ranged from 18 to 119 years. The age group of ≥100 years includes 20 vaccinated semisuper- and supercentenarians (10 men and 10 women) with official social media and Gerontology Wiki accounts [7]. These individuals were added to the study database and followed up from early 2021. Since no information is available about their
postimmunization symptoms, this group is not included in the VAE analysis.

### Table 1. Basic descriptive and inferential statistics of the study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Vaccinated (n=1430)</th>
<th>1-year follow up (n=648)</th>
<th></th>
<th>All-cause mortality (n=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (n=1430)</td>
<td>No or minimum VAEs&lt;sup&gt;a&lt;/sup&gt; (n=317)</td>
<td>VAEs (n=31)</td>
<td>P value</td>
</tr>
<tr>
<td>Age at receipt of the first dose (years), median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>62 (40-70)</td>
<td>65 (49-72)</td>
<td>42 (30-61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>63 (41-70)</td>
<td>65 (49-72)</td>
<td>45 (31-64)</td>
<td>Ref.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Male</td>
<td>62 (38-71)</td>
<td>65 (46-72)</td>
<td>40 (27-55)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>732 (51)</td>
<td>558 (50)</td>
<td>174 (55)</td>
<td>Ref.</td>
</tr>
<tr>
<td>Male</td>
<td>698 (49)</td>
<td>555 (50)</td>
<td>143 (45)</td>
<td>.20</td>
</tr>
<tr>
<td>Adverse events, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-term</td>
<td>174 (12)</td>
<td>0 (0)</td>
<td>174 (56)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Long-term</td>
<td>143 (10)</td>
<td>5 (0)</td>
<td>138 (44)</td>
<td>N/A</td>
</tr>
<tr>
<td>No or minimal</td>
<td>1113 (78)</td>
<td>1113 (100)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age groups (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>169 (7)</td>
<td>97 (9)</td>
<td>72 (23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-39</td>
<td>173 (9)</td>
<td>102 (9)</td>
<td>71 (22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>40-49</td>
<td>139 (12)</td>
<td>93 (9)</td>
<td>46 (15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-59</td>
<td>164 (17)</td>
<td>127 (11)</td>
<td>37 (12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60-69</td>
<td>401 (24)</td>
<td>356 (32)</td>
<td>45 (14)</td>
<td>Ref.</td>
</tr>
<tr>
<td>70-79</td>
<td>301 (20)</td>
<td>272 (24)</td>
<td>29 (9)</td>
<td>.50</td>
</tr>
<tr>
<td>80-100</td>
<td>62 (7)</td>
<td>45 (4)</td>
<td>17 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;100</td>
<td>21 (4)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>VAE: vaccine adverse event.

<sup>b</sup>Ref.: Reference.

<sup>c</sup>N/A: not applicable.

### Evaluation Outcomes

The CONSORT (Consolidated Standards of Reporting Trials) flow diagram in Figure 1 shows the progression of the study, including that of the 1430 subjects who received their first vaccine dose between December 2020 and August 2022 and the 648 individuals whose most recent update was between May and October 2022.

The bar charts in Figure 1 illustrate a balanced representation of both sexes in all age groups, which is also evident in Table 1. Out of 1430 study participants who self-reported outcomes after vaccination, 317 (22%) experienced side effects that prevented them from performing daily activities after receiving at least one of the doses (Table 1). The overall Kruskal-Wallis comparison of VAEs in all age groups was significant (P<.001).

Pairwise comparisons showed that while the rate of adverse events was similar in the 60-69-year and 70s-79-year age group, the incidence of VAEs in both younger (18-59 years) and older age groups (80-100 years) was significantly higher (P<.001).

Figure 2 displays the distribution of 648 participants by adverse events, or the absence thereof, for each age group.

Incidence of breakthrough infections was significantly higher in participants younger than 40 years (Figure 3), as observed previously in many different healthy cohorts [8-10].

Another significant association was found between adverse reactions and the ability to avoid infection, but only if symptoms did not last longer than a week (Table 1). We observed higher incidence of pulmonary VAEs in the MEBO [6] subgroup of individuals with halitosis when compared to the group with the
second highest prevalence ($P=0.03$). We also identified 5 pairs of first-degree relatives with nearly identical sets of VAEs including cardiological events or severe nausea.

Overall, 5%-10% of individuals in chronic disease groups experienced exacerbation of their respective conditions following COVID-19 immunization. The difference in the incidence of VAEs between healthy individuals and those with chronic conditions was not significant for all age groups ($P>0.05$). There were no significant gender differences in the incidence of VAEs, but age distributions revealed significant differences: a greater risk of VAEs among younger males and higher all-cause mortality in older individuals (Table 1).

**Figure 1.** CONSORT (Consolidated Standards of Reporting Trials) flow diagram. Participant flow through the study. Asterisks denote data for the centenarians with publicly available profiles, followed up from early 2021. The population pyramid chart (blue: males; pink: females; transparent shades: no follow-up) shows age and sex distribution of vaccinated individuals (n=1430) and those who were recently followed up (n=648). VAE: vaccine adverse event.

**Figure 2.** Distribution of participants by adverse event. A white background indicates no or minimal VAEs, while an orange background depicts participants who reported VAEs that prevented them from performing daily activities, diagonal stripes denote breakthrough COVID-19 infection, and solid black represents fatal outcomes. VAE: vaccine adverse event.
Discussion

Principal Findings

In summary, we found that adverse events following the COVID-19 immunization are likely to be influenced by a combination of demographic, genetic, and environmental factors. The principal findings of this study were (1) higher incidence of VAEs in both younger and the “oldest old” groups than in “younger old” populations, (2) association of VAEs with immunogenicity observed for short-term but not long-term adverse reactions, and (3) indications that disparities in host genetics and microbiomes in VAEs may exist.

Comparison With Prior Work

Age is a known factor contributing to reactogenicity. The heterogeneity is commonly addressed by splitting the sample in 2 groups with the cutoff age between 50 and 65 years [11]. Our study suggests that this simple assumption is not sufficient. Reporting of VAEs is higher in younger and more educated individuals [12], but it does not appear to translate to higher rates of hospitalization or life-threatening events [13]. We observed a higher incidence of VAEs in both younger and older age groups than in the “young old” populations. We speculate that more adverse events are identified when younger and more educated individuals monitor the oldest participants. The oldest-old participants were more likely to either ignore the side effects or attribute them to aging; for example, duodenal bleeding, markedly decreased appetite [14], and transient amnesia [15] following immunization.

Systemic adverse reactions have been found to be associated with a higher antibody response in mostly healthy younger [16,17] and diseased populations [18,19]. We observed this association across all age groups, health conditions, and genders, but only with respect to short-term effects of vaccination. An impaired humoral immune response was observed after longer-lasting neurological side effects [20,21]. Lower antibody titers were also associated with depressive symptoms after the first and before the second dose of mRNA vaccines [22]. We suggest that more studies are needed on all types of serious and longer-lasting side effects of vaccination.

Host genetic factors are known to contribute to the severity of COVID-19 [23] and stronger short-term reactions to COVID-19 vaccines [24]. Genetic contributions are also being considered for several serious adverse reactions [25,26]. Our preliminary data support the contributions of genetic and microbiome to cardiological and respiratory VAEs. More comprehensive multiomic analyses are needed to draw definite conclusions.

Limitations

The primary limitation of this study was that the data were obtained from self-reports.

Conclusions

Our results demonstrate that vaccine adverse reactions in older populations can be easily overlooked. Long-term effects of vaccination in all age groups could outweigh the benefits of this preventive measure in some populations. More research is needed for genetic, epigenetic, metabolome-, and microbiome-associated risk factors of serious VAEs. The prohibitive cost of comprehensive studies [16-24] disproportionally affects underserved populations. Observational trials such as this study therefore represent an effective alternative prescreening strategy for multimics research.
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Abstract

Background: The recent COVID-19 pandemic has highlighted the weaknesses of health care systems around the world. In the effort to improve the monitoring of cases admitted to emergency departments, it has become increasingly necessary to adopt new innovative technological solutions in clinical practice. Currently, the continuous monitoring of vital signs is only performed in patients admitted to the intensive care unit.

Objective: The study aimed to develop a smart system that will dynamically prioritize patients through the continuous monitoring of vital signs using a wearable biosensor device and recording of meaningful clinical records and estimate the likelihood of deterioration of each case using artificial intelligence models.

Methods: The data for the study were collected from the emergency department and COVID-19 inpatient unit of the Hippokration General Hospital of Thessaloniki. The study was carried out in the framework of the COVID-X H2020 project, which was funded by the European Union. For the training of the neural network, data collection was performed from COVID-19 cases hospitalized in the respective unit. A wearable biosensor device was placed on the wrist of each patient, which recorded the primary characteristics of the visual signal related to breathing assessment.

Results: A total of 157 adult patients diagnosed with COVID-19 were recruited. Lasso penalty function was used for selecting 18 out of 48 predictors and 2 random forest–based models were implemented for comparison. The high overall performance was maintained, if not improved, by feature selection, with random forest achieving accuracies of 80.9% and 82.1% when trained using all predictors and a subset of them, respectively. Preliminary results, although affected by pandemic limitations and restrictions, were promising regarding breathing pattern recognition.

Conclusions: This study represents a novel approach that involves the use of machine learning methods and Edge artificial intelligence to assist the prioritization and continuous monitoring procedures of patients with COVID-19 in health departments. Although initial results appear to be promising, further studies are required to examine its actual effectiveness.

(JMIR Form Res 2022;6(11):e36933) doi:10.2196/36933
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Introduction

Background
The recent COVID-19 pandemic has highlighted the weaknesses of health care systems around the world and has put and continues to put great pressure on public health organizations and, in particular, reference hospitals [1]. As the number of clinical cases increases, the COVID-19–related knowledge base becomes increasingly detailed. The vast majority of patients has a good outcome. However, since there are few effective drugs for COVID-19 treatment, some patients with COVID-19 get worse as a result of progressive pneumonia, severe dyspnea, or multiple organ failure and some of them die [2-4]; therefore, the strain on hospitals continues to be a major concern. With a view to improving the monitoring of cases admitted to emergency departments (EDs) or treated in the corresponding COVID-19 wards, it has become increasingly necessary to adopt new innovative technological solutions in clinical practice. This necessity is greatly reinforced in view of the chronic understaffing of health care wards in Greece.

The application of machine learning algorithms has been studied in a variety of fields related to COVID-19 including, but not limited to, the detection of outbreaks, the identification and classification of COVID-19 cases based on medical images, rapid diagnosis, mortality risk prediction, intensive care transfers prediction, and others [5-9]. Available machine learning techniques have promising prognostic added value. Fever and breathlessness (difficulty in breathing) are considered 2 of the main symptoms of patients infected with SARS-CoV-2 [2]; both symptoms can be objectively detected by monitoring vital signs, such as body temperature and respiratory rate or blood oxygen saturation levels, respectively. Currently, the continuous monitoring of vital signs is only performed in patients admitted to the intensive care unit (ICU). For COVID-19 cases in EDs or inpatient units, only sporadic checks are performed, depending on the availability of health care staff, which is usually limited and under enormous pressure.

Using the demographics and medical history of individuals who have tested positive for SARS-CoV-2 in combination with the continuous monitoring of inpatient cases via a wearable biosensor device [10], it is possible to overcome these issues. By considering the more detailed information provided at an individual level, as opposed to macroscopically variable information at a population level, it may allow for higher accuracy. We hypothesize that by using the continuous monitoring of important physiological variables to predict the progress and severity of each case, we can get more precise forecasting results, which are critical for optimized resource management in health care facilities.

Objectives
The aim of this study was to develop a clinical decision support system that will (1) dynamically prioritize patients through real-world data and the continuous monitoring of vital signs using a wearable biosensor device [10] and (2) estimate the likelihood of deterioration of each case using artificial intelligence (AI) models. More specifically, 2 discrete tools based on AI techniques will be developed: (1) a predictive model to estimate the probability of admission of a COVID-19 case from the ED to an inpatient unit and (2) a neural network (NN) for the respiration evaluation of inpatients in COVID-19 units.

Methods

Study Environment
The data for the study was collected from the ED and COVID-19 inpatient unit of the 2nd Propaedeutic Department of Internal Medicine, General Hippokration Hospital, Thessaloniki, Greece.

Timeline
The study took place over a period of 4 months, from September 2021 to January 2022.

Framework
The study was carried out in the framework of the COVID-X project (101016065), which was funded by the European Union.

Participants
In this study, participants were confirmed COVID-19 cases from the ED and COVID-19 inpatient unit, aged ≥18 years, and referred by a study partner physician, provided that they have signed the consent form authorizing the collection and processing of the data collected for the purpose of the study. Regarding the exclusion criteria, cases with a known chronic disease and a very short survival expectancy, which may adversely affect the purpose and aim of the study, were avoided.

Data Collection Plan

Overview
Data collection (clinical data, screening data, and vital sign recordings) was performed in the context of an observational cohort study, during which data were observed and collected randomly for selected COVID-19 cases in the ED or those hospitalized in a corresponding unit.

Data Collection From the COVID-19 ED
Upon entry of a confirmed COVID-19 incident into the COVID-19 ED, information relating to medical and social history, demographics, and patient screening data were recorded using a smartphone app. At the same time, reference values of vital signs were obtained, as well as test results used to assess the status of COVID-19 cases, based on the applicable protocols and guidelines.

Patients with COVID-19 that were indicated by a collaborating physician received a wearable biosensor device on their wrist, which continuously recorded heart rate, blood oxygen saturation, and skin temperature. The use of the wearable devices took place until the outcome of each incident—that is, discharge and home monitoring or admission to a COVID-19 inpatient unit.

Data Collection From Inpatient Units
For the training of the NN, data collection was performed from COVID-19 cases hospitalized in a respective COVID-19 inpatient unit. Cases were selected by a collaborating physician. A wearable biosensor device was placed on the wrist of each patient, which recorded the primary characteristics of the visual
signal related to breathing. At the same time, a certified medical device was also placed on the patient’s other hand to record the characteristics of breathing, which during the analysis process were used as a ground truth measurement to train the NN. As the wearable biosensor device had a certain battery life, in cases of extended monitoring time, more than 1 wearable device were used, which were sequentially replaced.

Provisions for the Ethical Conduct of the Study

Study participants were informed during the consent process regarding their rights over the collected data according to General Data Protection Regulation and Greek law (4624/2019). Each participant provided written consent with full knowledge of the procedures involved. Consent forms and procedures were fully explained by the investigator or a member of the study staff, including the study aims, methods, benefits, and risks, and signed by the subject before enrollment into the study. Prospective participants were informed that study participation is voluntary; they may withdraw at any time; choosing against participation will not affect the care received for treatment; and they have sufficient time to read the study information and consent form and ask any questions. Once the informed consent was signed, the participant received a copy of the document.
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This study was submitted and approved by the Research Ethics and Conduct Committee of the Aristotle University of Thessaloniki (219970/2021).

Data Management

All research data collected during this study are stored and encrypted, in pseudonymized form, in dedicated, password-protected computers of the Laboratory of Medical Physics and Digital Innovation of Aristotle University of Thessaloniki, with restricted access. Study hard-copy documents, including signed informed consent documents, are kept in locked cabinets with restricted access. All data will be kept for 5 years and deleted afterward.

Access to Data

Only investigators from the 2nd Propaedeutic Department of Internal Medicine of the Hippokration Hospital of Thessaloniki and the Laboratory of Medical Physics and Digital Innovation of Aristotle University of Thessaloniki who are authorized by the principal investigator have access to the acquired, deidentified data sets to ensure participant confidentiality. Data transfer over a computer network will take place through safe processes, and data will be stored in secure digital structures with limited access.

Study participants have access to the data they have contributed to the study, in compliance with the respective mandate of the General Data Protection Regulation. Participants are also able to request for their data to be deleted. Instructions for requesting, receiving, or deleting data were included in the study information sheet.

Data Analysis

Prediction of Admission to an Inpatient Unit

As a first step, a time series analysis of vital signs collected for COVID-19 cases via the wearable biosensor device (heart rate, blood oxygen saturation, and skin temperature) was performed. Through the analysis, an attempt was made to extract features concerning trends and statistically significant changes in the time series.

Next, machine learning algorithms, such as support vector machine (SVM), random forest (RF), and logistic regression (LR), etc., were studied, which was used for the training of the data set collected in the study. The outcome of each incident—0=discharge and home follow-up and 1=admission to a COVID-19 inpatient unit—was used as the predictor variable. The handling of missing values included k-nearest neighbor imputation. Regarding the training process, standard procedure was followed. Model evaluation was performed based on 2-fold cross validation. Initially, feature importance was computed based on RF. The DataSynthesizer [12] tool was exploited for increasing the initial training sample. Finally, the algorithm with the highest prediction accuracy was selected for use in the predictive model and was further studied along with dimensionality reduction based on Lasso penalty function.

Neural Network for Respiration Evaluation

An important innovation of the proposed solution is the use of AI techniques for the respiration evaluation of patients hospitalized in COVID-19 units. More specifically, a machine learning model using NNs was designed and developed to be executed locally on the wearable electronic biosensor device (wearable). The developed model is able to classify the breathing of patients with COVID-19, with minimal energy consumption, as no connection to the internet or third-party systems is required at any stage of data processing. The NN was trained to recognize 3 basic patterns regarding breathing: (1) normal breathing (12-18 breaths per minute), (2) tachypnea (more than 18 breaths per minute), and (3) bradypnea (fewer than 10 breaths per minute).

For the whole toolchain of creating the machine learning model optimized for embedded devices, the Edge Impulse platform [13] and, more specifically, the EON Tuner tool was used. The tool analyzed the inputted data, the signal processing blocks, and the available NN architectures and outputted an overview of possible model architectures that were able to fit the chosen device’s latency and memory requirements. For the raw photoplethysmography data acquisition and ingestion, a firmware application that exploits the open-source Edge Impulse API [14] was developed.

Results

The aforementioned evaluation process regarding the predictive algorithms involved a total of 157 registered patients that met the inclusion criteria (see Participants). Overall, 70 (44.6%) out of the 157 COVID-19 cases were admitted to an inpatient unit. The data collection questionnaire included the 48 variables presented in Table 1. The RF algorithm outperformed SVM and LR in predicting hospitalization outcome according to all the
metrics listed in Table 2; thus, it was selected for further evaluation using the feature selection method. The subset of predictors that was selected based on Lasso penalty function included 18 variables, namely age; smoking history; systolic blood pressure; oxygen saturation; heart rate; arrival category (ambulance, ambulatory, and other means); radiographic and computed tomographic findings; estimated glomerular filtration rate; and some chief complaints (pharyngalgia, general weakness, headache, fever, vomiting, cough, shortness of breath, obesity, and hypertension).

The results listed in Table 2 indicate that the RF algorithm might be able to satisfactorily predict which COVID-19 cases require hospitalization. Comparing the results before and after feature selection, there was a slight improvement in most of the metrics, namely accuracy, recall, $F_1$-score, receiver operating characteristic, and precision-recall area under the curve. Even though these differences are not quite significant, feature selection method might potentially benefit in terms of the required computational cost in case of an increase in the set of training data.

Regarding the respiration evaluation model development, due to COVID-19 pandemic limitations and restrictions (eg, the prohibition of entry to nonmedical personnel in COVID-19 inpatient clinics and ED, burdened clinical staff, and emerged shortages due to suspensions, etc), for the training process of the NN alongside with the collected data, an open-source photoplethysmography data set [15] was used additionally to enrich the training data set, which consisted of 53 recordings, each of 8-minute duration.

The confusion matrix of the selected trained model is presented in Table 3. The preliminary results, although based on small data set, seem promising. The $F_1$-score on the tachypnea label revealed that the accuracy on real-world conditions was lower for that label. The main issue is the small size of tachypnea data samples at the current point, since tachypnea is rarer than bradypnea in patients with COVID-19.
Table 1. Patient cohort characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (N=157)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, male, n (%)</td>
<td>88 (56.1)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.8 (19.6)</td>
</tr>
<tr>
<td>Systolic blood pressure, mean (SD)</td>
<td>140.4 (24.1)</td>
</tr>
<tr>
<td>Diastolic blood pressure, mean (SD)</td>
<td>82.1 (15)</td>
</tr>
<tr>
<td>Temperature (°C), mean (SD)</td>
<td>36.4 (3)</td>
</tr>
<tr>
<td>Blood oxygen saturation (SpO2; %), mean (SD)</td>
<td>94.6 (5.8)</td>
</tr>
<tr>
<td>Heart rate, mean (SD)</td>
<td>87.5 (18)</td>
</tr>
<tr>
<td>Estimated glomerular filtration rate, mean (SD)</td>
<td>80.8 (26.9)</td>
</tr>
<tr>
<td>C-reactive protein, mean (SD)</td>
<td>53.4 (69.7)</td>
</tr>
<tr>
<td>D-dimers, mean (SD)</td>
<td>1196.9 (3124.8)</td>
</tr>
<tr>
<td>History of alcohol use, n (%)</td>
<td>49 (31.2)</td>
</tr>
<tr>
<td>History of nicotine dependence, n (%)</td>
<td>64 (40.8)</td>
</tr>
<tr>
<td>Polypharmacy, n (%)</td>
<td>50 (31.8)</td>
</tr>
<tr>
<td>Radiographic findings, mean (SD)</td>
<td>2.2 (1)</td>
</tr>
<tr>
<td>Computed tomographic findings, mean (SD)</td>
<td>2.2 (1)</td>
</tr>
<tr>
<td>Generalized abdominal pain, n (%)</td>
<td>24 (15.3)</td>
</tr>
<tr>
<td>Shiver, n (%)</td>
<td>12 (7.6)</td>
</tr>
<tr>
<td>Fever, n (%)</td>
<td>93 (59.2)</td>
</tr>
<tr>
<td>Generalized fatigue, n (%)</td>
<td>41 (26.1)</td>
</tr>
<tr>
<td>Dyspnea, n (%)</td>
<td>52 (33.1)</td>
</tr>
<tr>
<td>Cough, n (%)</td>
<td>88 (56.1)</td>
</tr>
<tr>
<td>Anosmia, n (%)</td>
<td>14 (8.9)</td>
</tr>
<tr>
<td>Ageusia, n (%)</td>
<td>16 (10.2)</td>
</tr>
<tr>
<td>Cephalalgia, n (%)</td>
<td>25 (15.9)</td>
</tr>
<tr>
<td>Catarrh, n (%)</td>
<td>13 (8.3)</td>
</tr>
<tr>
<td>Nausea, n (%)</td>
<td>15 (9.6)</td>
</tr>
<tr>
<td>Emesis, n (%)</td>
<td>13 (8.3)</td>
</tr>
<tr>
<td>Diarrhea, n (%)</td>
<td>20 (12.7)</td>
</tr>
<tr>
<td>Dysphagia, n (%)</td>
<td>7 (4.5)</td>
</tr>
<tr>
<td>Pharyngalgia, n (%)</td>
<td>23 (14.6)</td>
</tr>
<tr>
<td>Thoracic pain, n (%)</td>
<td>26 (16.6)</td>
</tr>
<tr>
<td>Abdominal pain, n (%)</td>
<td>13 (8.3)</td>
</tr>
<tr>
<td>Type 1 diabetes, n (%)</td>
<td>7 (4.5)</td>
</tr>
<tr>
<td>Type 2 diabetes, n (%)</td>
<td>12 (7.6)</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>45 (28.7)</td>
</tr>
<tr>
<td>Heart failure, n (%)</td>
<td>7 (4.5)</td>
</tr>
<tr>
<td>Obesity, n (%)</td>
<td>11 (7)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease, n (%)</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>Bronchial asthma, n (%)</td>
<td>10 (6.4)</td>
</tr>
<tr>
<td>Coronary heart disease, n (%)</td>
<td>3 (1.9)</td>
</tr>
<tr>
<td>Ischemic stroke, n (%)</td>
<td>4 (2.5)</td>
</tr>
<tr>
<td>Arrhythmia, n (%)</td>
<td>8 (5.1)</td>
</tr>
</tbody>
</table>
Table 2. Random forest evaluation metrics.

<table>
<thead>
<tr>
<th>Metric (%)</th>
<th>All predictors</th>
<th>Selected predictors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random forest</td>
<td>Support vector machine</td>
</tr>
<tr>
<td>Accuracy</td>
<td>81</td>
<td>66</td>
</tr>
<tr>
<td>Recall</td>
<td>76</td>
<td>43</td>
</tr>
<tr>
<td>Specificity</td>
<td>85</td>
<td>89</td>
</tr>
<tr>
<td>Precision</td>
<td>80</td>
<td>79</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>87</td>
<td>66</td>
</tr>
<tr>
<td>ROC-AUC</td>
<td>78</td>
<td>75</td>
</tr>
<tr>
<td>Precision-recall AUC</td>
<td>81</td>
<td>66</td>
</tr>
</tbody>
</table>

$^a$ROC-AUC: area under the receiver operating characteristic curve.

$^b$AUC: area under the curve.

Table 3. Confusion matrix of the trained model.

<table>
<thead>
<tr>
<th>Actual case</th>
<th>Bradypnea</th>
<th>Tachypnea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bradypnea</td>
<td>99.8</td>
<td>0.2</td>
</tr>
<tr>
<td>Tachypnea</td>
<td>27</td>
<td>73</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.98</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we examined the effectiveness of a smart system that is able to (1) dynamically prioritize patients diagnosed with COVID-19 through the continuous monitoring of vital signs using a wearable biosensor device and recording of meaningful clinical records and (2) estimate the likelihood of deterioration of each case using AI models. The results showed that the developed predictive model appears to be able to function as an auxiliary tool, in conjunction with the statistical analysis of vital signs, offering an initial indication of the patient’s risk. By combining the predictive model with the continuous monitoring of the vital signs and augmenting the wearable with a NN classifier for breathing assessment to serve as a relapse detector, this integrated system can potentially reduce the time to manage patients at greatest risk.

Comparison to Prior Work

Several attempts to develop solutions that accurately predict deterioration among patients with COVID-19 at various levels have been made since the beginning of the pandemic. An observational cohort study developed in Brazil [16] attempted to evaluate the risk of severe forms of COVID-19, based on clinical, laboratory, and imaging markers in patients initially admitted to the ward. The data they used were acquired from the electronic medical records of inpatients, with laboratory confirmation of COVID-19. They concluded that the presence of some laboratory markers, clinical criteria, and findings in imaging exams as elucidated in the study may have a significant relationship with the patient’s evolution to the ICU. In Singh et al [5], a proprietary prediction model was used as an assessment of the Epic Deterioration Index (EDI), which is used in over 100 US hospitals to aid medical decision-making. A composite outcome of intensive care unit–level treatment, mechanical ventilation, or in-hospital mortality was predicted using EDI. They demonstrated that the EDI identifies small subgroups of individuals with high-risk and low-risk COVID-19
with strong discrimination, but its clinical application as an early warning system is restricted by its poor sensitivity.

A previously disclosed algorithm, Predicting Intensive Care Transfers and Other Unforeseen Events [17], which was originally designed to predict patient deterioration in general wards, was retrained to target the outcomes thought to be the most relevant to COVID-19, such as ICU level of care, mechanical ventilation, and death. The method was then tested on a group of patients with COVID-19. The algorithm was capable of accurately anticipating adverse events up to 24 hours ahead of time. They also compared the model to the aforementioned EDI and were able to show that using a head-to-head comparison, their model outperformed the EDI by a statistically significant margin. Another approach [6] looked into the possibility that machine learning could be used to provide reliable COVID-19 patient outcome predictions by combining data points from several sources, such as the electronic health record. The incorporation of electronic health record repositories in a combined model could improve risk prediction and disease driver identification at specific times of the year. In this scenario, they included diagnosed individuals outside of hospitals, including the complete SARS-CoV-2 spectrum. Their findings showed that by concentrating on a small number of demographic characteristics, such as age, gender, and BMI, it is feasible to predict the likelihood of hospital and ICU admission, mechanical ventilation usage, and mortality as early as the time of diagnosis.

Finally, on a similar note, in Gao et al [18], the authors developed a Mortality Risk Prediction Model for COVID-19 based on more complicated clinical data points from the admission of 2520 consecutive patients with COVID-19 with known outcomes to stratify patients by mortality risk. Their model was created using 4 machine learning methods: LR, SVM, gradient boosted decision tree, and NN. They demonstrate that the ensemble model can forecast physiological decline and mortality up to 20 days in advance. These findings provide support for the use of machine learning algorithms to create a real-time, predictive clinical support system that could assist in the monitoring and prediction of potential adverse outcomes based on previously identified risk factors and patient demographics.

In this study, the key differentiator—and possibly, the improvement—in patient screening, monitoring, and management processes is the use of a low-cost and energy-efficient wearable biosensor device. As previously mentioned, fever and dyspnea are considered 2 of the main symptoms of COVID-19 patients, and these 2 symptoms can be easily and objectively detected using a wearable biosensor device.

By aiming to improve the monitoring of COVID-19 cases that enter the EDs or that are hospitalized in the corresponding units, it becomes necessary to adopt new innovative technological solutions in clinical practice, such as the use of wearable devices. This need is substantially strengthened considering the chronic understaffing of health units in many countries around the world.

Limitations
The limitations of this study, as mentioned before, are mainly related to the difficulty in collecting data due to pandemic restrictions (eg, the prohibition of entry to nonmedical personnel in health units, burdened clinical staff, and shortages due to suspensions, etc).

Conclusions
This study offered the required data to guarantee that existing wearable initiatives could have great impact and efficiency in meeting pressing demands among COVID-19 response units. Moreover, the study will guide the next steps in our research to customize and test NN algorithms and predictive machine learning algorithms for the best accuracy and reach among caregivers in EDs and COVID-19 units. More precise and accurate estimates of each case’s chance of deterioration, as well as remote monitoring and the evaluation of respiration, will allow caregivers to timely respond. This improvement would also help minimize the danger to frontline health care staff working in EDs and COVID-19 units by potentially decreasing unnecessary traffic in these facilities. Furthermore, it will serve as additional evidence of how such wearable devices may be used to improve the efficiency of patient monitoring in general.
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Abstract

Background: The COVID-19 pandemic has greatly boosted working from home as a way of working, which is likely to continue for most companies in the future, either in fully remote or in hybrid form. To manage stress levels in employees working from home, insights into the stressors and destressors in a home office first need to be studied.

Objective: We present an international remote study with employees working from home by making use of state-of-the-art technology (ie, smartwatches and questionnaires through smartphones) first to determine stressors and destressors in people working from home and second to identify smartwatch measurements that could represent these stressors and destressors.

Methods: Employees working from home from 3 regions of the world (the United States, the United Kingdom, and Hong Kong) were asked to wear a smartwatch continuously for 7 days and fill in 5 questionnaires each day and 2 additional questionnaires before and after the measurement week. The entire study was conducted remotely. Univariate statistical analyses comparing variable distributions between low and high stress levels were followed by multivariate analysis using logistic regression, considering multicollinearity by using variance inflation factor (VIF) filtering.

Results: A total of 202 people participated, with 198 (98\%) participants finishing the experiment. Stressors found were other people and daily life getting in the way of work ($P$=.05), job intensity ($P$=.01), a history of burnout ($P$=.03), anxiety toward the pandemic ($P$=.04), and environmental noise ($P$=.01). Destressors found were access to sunlight ($P$=.02) and fresh air ($P$<.001) during the workday and going outdoors ($P$<.001), taking breaks ($P$<.001), exercising ($P$<.001), and having social interactions ($P$<.001). The smartwatch measurements positively related to stress were the number of active intensity periods ($P$<.001), the number of highly active intensity periods ($P$=.04), steps ($P$<.001), and the SD in the heart rate (HR; $P$<.001). In a multivariate setting, only a history of burnout ($P$<.001) and family and daily life getting in the way of work ($P$<.001) were positively associated with stress, while self-reports of social activities ($P$<.001) and going outdoors ($P$=.03) were negatively associated with stress. Stress prediction models based on questionnaire data had a similar performance ($F_{1}$=0.51) compared to models based on automatic measurable data alone ($F_{1}$=0.47).

Conclusions: The results show that there are stressors and destressors when working from home that should be considered when managing stress in employees. Some of these stressors and destressors are (in)directly measurable with unobtrusive sensors, and prediction models based on these data show promising results for the future of automatic stress detection and management.

Trial Registration: Netherlands Trial Register NL9378; https://trialsearch.who.int/Trial2.aspx?TriallID=NL9378

(JMIR Form Res 2022;6(11):e38562) doi:10.2196/38562
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Introduction

In March 2020, the World Health Organization declared the outbreak of COVID-19 a global pandemic, which lasted until the beginning of 2022 [1]. It forced people to work from home full-time to minimize the spread of the COVID-19 virus. Employees had to quickly adapt their way of working and their personal lives, as not only offices but also schools, sport facilities, and day cares were closed. This new way of working, however, was associated with social deprivation, lack of exercise, home confinement, and additional stress from managing work while taking care of children [2]. Even though some companies have returned to the office full-time, many companies continue to offer hybrid or completely remote work after the pandemic [3-5].

Prior to the pandemic, research into the link between stress and remote employment had yielded conflicting results, with small effect sizes [6-9]. Known mediators of remote work-induced stress were job autonomy, work-life conflict, and work-life balance [7,8]. Working remotely during the pandemic, however, differs radically from prior remote work arrangements, in that it is involuntary; independent of employees’ wishes, personal characteristics, and circumstances; independent of organizational culture; and coinciding with the staying at home of other members of the household. All this means that we can expect previously reported small effects of stressors and destressors (ie, factors reducing stress) on stress levels when working from home to be enhanced. Indeed, such results are currently starting to emerge in published literature, with findings that sometimes indicate increased stress responses [10-12] and sometimes reduced ones [13]; similarly, productivity is sometimes reduced [13,14] and sometimes increased [10]. This suggests a greater impact of stressors and destressors on stress levels when working from home during the pandemic.

When stress is prolonged, it can lead to mental and physical health issues, such as depression and burnout [15]. Burnout and even short-term stress lead to a decrease in overall performance and increased amounts of sick leave, costing companies billions of dollars every year [16]. The new hybrid working environment asks for accessible and dedicated solutions to help employees cope with their experienced stress at home. An effective solution would not only increase the mental well-being of employees but also significantly reduce costs for their employers. To create such solutions for stress management, insights into stressors or destressors when working from home are needed. A broad range of potential stressors and destressors have been included in recent research, most notably gender [10,12,17], age [17], the work-from-home experience [14,17], the presence of children [17], the fear of COVID-19 [11,17], work-life balance conflicts [17], social isolation [12,17], a distractive work environment [14,17], job characteristics [13], and sleep quality [12].

However, yet, by far, the greatest part of research on the relationship between stress and working from home has been panel studies with retrospective questionnaires [10-14,17]. No study has used unobtrusive measuring of stress levels, or in-the-moment polling of stress and other emotions through ecological momentary assessments (EMAs), a method of delivering short, recurring questionnaires at multiple times each day to tap into participant experiences without overburdening (see Ref. [18], page 98, for an overview of EMA use in a broad range of populations and research questions). In stress management, it is key to create solutions that require minimum effort for the employee to ensure extensive and effective use. The use of digital technologies that can sense and assess stress and its risk factors continuously, and EMAs for experience sampling, can be beneficial for both the growth of knowledge and the development of solution spaces.

The main aim of this study, therefore, was to find stressors and destressors when working from home using digital technologies (ie, questionnaires on a smartphone and physiological and activity state from a smartwatch). Both types of devices are increasingly prevalent in society and used to assess health. As a secondary objective, this study evaluated whether stressors or derivatives thereof can be assessed continuously and nonobtrusively by means of a smartwatch only. Continuous monitoring of stress and its risk factors on these devices would also allow for future intervention recommendations to avoid stressful moments, which could reduce the risk of developing long-term stress-related conditions [19].

The working-from-home conditions during the pandemic and the advancement and availability of smartwatches that measure physiology have created the possibility to conduct this study fully remote. Data of 202 participants from 3 different regions around the world (the United States, the United Kingdom, and Hong Kong) were collected within 12 weeks, without any physical meetings with the researchers and from the comfort of the participants’ own home.

Methods

Study Design

Recruitment

Participants were included if they were active employees of Cigna International (a global insurance company) at the time of the study and were working from home for at least 2 days a week. Only participants who met all inclusion criteria and none of the exclusion criteria (which can be found in Multimedia Appendix 1) could take part in the study. In total, 202 participants were included in the study: 50 (24.8%) in the United States, 70 (34.7%) in Hong Kong, and 82 (40.5%) in the United Kingdom. Participants were allowed to keep the Garmin smartwatch that they used in the study regardless of whether...
they had finished the study or stopped their participation before the end.

**Procedure**

The experiment was conducted in 12 weeks between April and September 2021. Measurements for the US participants were taken between April and June, UK participants between May and July, and Hong Kong participants in August. During these periods, there were no major COVID-19 infection peaks in any of the study regions; we therefore expected similar anxiety levels toward the virus during the entire measurement period [20]. Due to the COVID-19 pandemic, employees in all 3 regions were asked by their employers to work from home for at least a few days per week if work activities permitted this. The measurements lasted 7 days per participant, hereafter called “measurement week,” starting on Monday morning and ending on Sunday evening. A pre-experiment questionnaire was filled in the week before the measurement week, and a postexperiment questionnaire was filled in the week after the measurement week. See Figure 1 for a schematic overview of the study design.

During the measurement week, participants had to fill in the 5 daily questionnaires (EMAs) at set times. These EMAs were kept as short as possible to keep the participant burden as low as possible (see Ref. [21] for criteria). The EMAs were prompted in a questionnaire app on their smartphone. Participants wore the smartwatch continuously during the week (day and night) and got notifications in the questionnaire app to remind them to synchronize their watch to the smartwatch app on their phone.

**Study design**

They had finished the study or stopped their participation before the end.

**Procedure**

The experiment was conducted in 12 weeks between April and September 2021. Measurements for the US participants were taken between April and June, UK participants between May and July, and Hong Kong participants in August. During these periods, there were no major COVID-19 infection peaks in any of the study regions; we therefore expected similar anxiety levels toward the virus during the entire measurement period [20]. Due to the COVID-19 pandemic, employees in all 3 regions were asked by their employers to work from home for at least a few days per week if work activities permitted this. The measurements lasted 7 days per participant, hereafter called “measurement week,” starting on Monday morning and ending on Sunday evening. A pre-experiment questionnaire was filled in the week before the measurement week, and a postexperiment questionnaire was filled in the week after the measurement week. See Figure 1 for a schematic overview of the study design.

During the measurement week, participants had to fill in the 5 daily questionnaires (EMAs) at set times. These EMAs were kept as short as possible to keep the participant burden as low as possible (see Ref. [21] for criteria). The EMAs were prompted in a questionnaire app on their smartphone. Participants wore the smartwatch continuously during the week (day and night) and got notifications in the questionnaire app to remind them to synchronize their watch to the smartwatch app on their phone.

**Consumer Smartwatch**

The Garmin Vivosmart 4 was used, which measures the user’s heart rate (HR), steps, classification of activity, sleep duration, sleep stages, and stress measurements, as derived by Garmin’s algorithms. Except for sleep characteristics [22,23] and stress measurements, the Garmin sensors have proven to be fairly accurate [24-27]. Participants had to download the Garmin Connect app to their own smartphone to set up and synchronize the data of the smartwatch during the study. The used smartwatch has a thin band and was therefore expected to not have any influence on the daily life of a participant.

**Questionnaires**

There were 3 sets of questionnaires: a pre-experiment questionnaire, a postexperiment questionnaire, and daily questionnaires (all questionnaires are available as Multimedia Appendix 2). The pre-experiment questionnaire contained questions on stable determinants and traits known from the literature to affect work-from-home stress: age; gender; job type; children present; work-from-home facilities (ie, a dedicated office), work-family interference, and social support from the boss, colleagues, and family members, respectively; current mental well-being; impact of the pandemic; and fear of (the debilitating consequences of) COVID-19. Moreover, the questionnaire contained questions on stress-mitigating activities, such as mindfulness and yoga, which are known to reduce work-related stress, both before [28,29] and during [17,30] the pandemic. The postexperiment questionnaire focused on participants’ experiences with the protocol and wearable device during the measurement week, their mental state of the past week, outlook on working from home, and stress detection by means of a wearable. The pre- and postexperiment questionnaires were filled in through Castor electronic data capture (EDC), a digital clinical trial platform to which participants got a link through their email.
Daily questionnaires were delivered 5 times a day using EMAs. To keep the participant burden acceptable, the questionnaires contained single questions on participants’ mental state (perceived stress, focus, motivation, productivity), the occurrence of stressors (work, children, house chores and other daily life distractions, noise, distractions from family, technical issues, others), and the occurrence of destressors (breaks, going outside, access to sunlight and fresh air, physical activity, social contacts). Morning questionnaires (9:00 a.m.) also contained questions on sleep quality and outlook on the upcoming day, whereas the midday questionnaires (noon, 3:00 p.m., and 6:00 p.m.) contained questions on current stress levels and activities and the mental state over the past 3 hours. The evening questionnaire (9:00 p.m.) had additional questions regarding the overall outlook on the past day, work times, and activities. Where possible, items were delivered as visual analog scales (VASs), a “gliding” scale ranging from “not at all” to “extremely,” which participants could seamlessly set to their preferences. VASs are at least as discriminating as questionnaires when it comes to highlighting differences in experience (see Ref. [31]), and known strengths of VASs are their relatively low burden for participants [32], their responsiveness to change [33], and their reliability when used repeatedly [34]. All daily questionnaires were delivered through the imec Q app, which also notified the user when a new questionnaire was ready. This questionnaire was only available for 90 minutes after it was prompted. The imec Q app was downloaded from the app store (iOS or Android) on the participants’ own smartphone, and registration to the study was done by a participant-specific quick response (QR) code.

Ethical Considerations

This observational study was approved by the Western Institutional Review Board, USA (study number: 1303528; IRB tracking number: 20210874), and the Survey and Behavioral Research Ethics Committee at the Chinese University of Hong Kong, Hong Kong (study number: SBRE-20-798). No further approval was necessary for the United Kingdom. This study complies with the guidelines of the Declaration of Helsinki and is registered (registration ID NL9378) in the Dutch Trial Register (NTR).

To ensure anonymous participation of the subjects, recruitment emails were sent through the intranet of the company, asking employees to sign up by emailing the researchers from a personal email account of their choice. To make sure they understood the study design, participants had to correctly answer questions about the procedure of the study before being officially included in the study. All participants signed the informed consent form before participating in the study.

Statistical Analysis

Sample Size

The sample size calculation was based on the aim of finding at least 1 known stressor. Research shows that 82.5% of people with high stress levels experience high noise in their environment [35]. Only 55.3% of people with low stress levels had high noise in their environment. Additionally, we used an outcome of a public opinion poll of 2019 where 38% of employees were estimated to experience stress in the workplace [36]. A 2-sample, 2-sided equality sample size calculation ($p_A=0.553$, $p_B=0.825$, $k=0.62/0.38=1.632$, $1 – \beta=.95$, $\alpha=.05$) resulted in a minimal sample size of 162. A power of 95% was chosen to account for the potential differences in the participant group per location. Accounting for dropout (10%) and loss of compliance during the week (10%), similarly to Smets et al [37], the actual required sample size of 194 was obtained.

Data

The data from the 3 different regions were combined to obtain the necessary sample size. Due to limited data of people working in the office and low compliance during the evenings and weekends, only daily data when working from home during work hours were used for analysis, including the prequestionnaire data. All data were divided into 3-hour blocks: 9:00 a.m.-noon, noon-3:00 p.m., and 3:00 p.m.-6:00 p.m. Each 3-hour block was associated with smartwatch data collected during the corresponding period and a questionnaire filled at the end of the period (at noon, 3:00 p.m., and 6:00 p.m.). Smartwatch data were averaged over the 3-hour period. Sleep quality from the 9:00 a.m. questionnaire was added to all other data points for that weekday.

In the analysis, the stress level, as indicated by the participant, in the daily questionnaires on a VAS of 0 (no stress) to 100 (extremely stressed) was taken as the dependent variable, while the other daily questionnaire answers and smartwatch data were taken as independent variables. The independent variables were further divided into participant characteristics (ie, general demographics and environment) and environmental stressors (access to sunlight, access to fresh air, noise, distractions of daily life, and distractions of people), which were reported on a VAS of 0 (none) to 100 (a lot), and lifestyle stressors (taking a break, social interactions, going outside, and exercising), which were reported as a “yes” or “no” answer. Sleep quality was also part of the lifestyle stressors but was reported on a 0 (bad) to 100 (good) VAS. The smartwatch measurements of interest in the study were the HR, total sleep time, and activity data (step count and activity intensity). Activity intensity was scored by Garmin as “sedentary,” “active,” or “highly active” periods of maximally 15 minutes. No sleep stages were analyzed, due to the low or unknown performance in previous research characteristics [22,23]. Measurements from a 3-hour block were excluded in the analysis if either the smartwatch or the questionnaire data were missing. The percentage of excluded blocks is reported in the Results section.

Analysis and Modeling

In data exploration, a bimodal distribution of stress scores was observed (Multimedia Appendix 3). Furthermore, we found a relatively high frequency for stress scores of 50. Since the VAS was set to 50 by default in the questionnaires, there was a possibility of an unintentional increase of the scores corresponding to 50 in the case there was no answer from the participants or if the participants rushed though the questionnaire without moving the slider. The score distribution of various VAS variables also showed a relatively high frequency for the 50 values. We therefore excluded the exact value of 50 from the analysis, both for the stress scores and for the independent...
variables from the daily questionnaires. This exclusion emphasized the bimodal stress score distribution. Based on these findings and the increased interpretability of a binary outcome, we divided self-reported stress into 2 categories: low stress (stress scores lower than 50) and high stress (stress scores higher than 50). Furthermore, others have also reported robust findings after dichotomization of continuous questionnaire-based outcome variables [38,39] or binary stress classifications in wearable studies [40].

The variables from the pre-experiment questionnaire, daily questionnaire, and smartwatch were compared between the low- and high-stress groups by means of a univariate analysis and a multivariate analysis, as depicted in Figure 1.

Given the different data types for the low- and high-stress comparisons, different statistical tests were performed: a Mann-Whitney U (MWU) test for continuous/ordinal data, the Fisher exact test for 2 proportions, or a test of proportions for more than 2 proportions. The threshold for significance in all tests was set to $P < .05$.

Significant variables from the univariate analysis were used as input for the multivariate logistic regression. To minimize the effects of multicollinearity among the variables identified as participant characteristics, stressors, destressors, and smartwatch measurements in the univariate analysis, the variance inflation factor (VIF) was calculated. Stepwise reduction of variables was performed based on the VIF calculated on the initial set of significant variables; variables were dropped 1 by 1 (starting with the highest VIF) until a variable set with all VIFs less than 5 was obtained. A logistic regression model was trained on the resulting variables from the VIF analysis to classify instances as low stress (0) or high stress (1). The variables were scaled between 0 and 1 to make the coefficients comparable. Using the $P$ values and coefficients obtained from the logistic regression model, the most important characteristics, stressors, destressors, and smartwatch measurements were identified ($P < .05$). All data analyses were performed using Python (version 3.8), Scikit-learn (version 1.0), and Scipy (version 1.8).

**Results**

**Data Set Description**

This study included 202 participants from 3 regions. This number of participants was divided over the 3 regions relative to the number of employees at those locations; see Table 1 for the exact number of participants per location.

Table 1 shows the characteristics of the sampling population. This study had a low rate of dropouts during the study (n=4, 2%). Dropouts were mainly caused by irritations from the watch or no specified reason. The low data availability in Hong Kong was caused by a bug in the Garmin data retrieval, which caused a loss of smartwatch data for 9 (13%) of 70 participants. Overall, population characteristics were similar across regions. Trends in differences of more female participants in United States and more anxiety toward the pandemic and more stress in Hong Kong were found.
Table 1. Population and data set characteristics, also split per region.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>US participants (n=50)</th>
<th>UK participants (n=82)</th>
<th>Hong Kong participants (n=70)</th>
<th>Total participants (N=202)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants who completed the experiment, n (%)</td>
<td>47 (94)</td>
<td>82 (100)</td>
<td>69 (99)</td>
<td>198 (98)</td>
</tr>
<tr>
<td>Questionnaires completed during the workweek per participant (%), mean (SD)</td>
<td>92 (25)</td>
<td>80 (23)</td>
<td>73 (28)</td>
<td>81 (25)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43 (11.1)</td>
<td>41 (8.5)</td>
<td>38 (8.7)</td>
<td>40 (9.4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (23)</td>
<td>36 (44)</td>
<td>30 (43)</td>
<td>79 (39)</td>
</tr>
<tr>
<td>Female</td>
<td>38 (77)</td>
<td>46 (56)</td>
<td>40 (57)</td>
<td>123 (61)</td>
</tr>
<tr>
<td>Role, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manager</td>
<td>23 (46)</td>
<td>33 (40)</td>
<td>32 (46)</td>
<td>89 (44)</td>
</tr>
<tr>
<td>Analyst</td>
<td>12 (23)</td>
<td>25 (31)</td>
<td>15 (21)</td>
<td>51 (25)</td>
</tr>
<tr>
<td>Customer service</td>
<td>5 (10)</td>
<td>9 (11)</td>
<td>11 (1)</td>
<td>16 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (21)</td>
<td>15 (18)</td>
<td>22 (32)</td>
<td>46 (23)</td>
</tr>
<tr>
<td>Participants with children aged &lt;10 years in the house during the workday, n (%)</td>
<td>11 (21)</td>
<td>25 (30)</td>
<td>16 (23)</td>
<td>51 (25)</td>
</tr>
<tr>
<td>Job very to extremely demanding/ intense, n (%)</td>
<td>17 (33)</td>
<td>36 (44)</td>
<td>27 (38)</td>
<td>81 (40)</td>
</tr>
<tr>
<td>Moderate-to-extreme anxiety toward COVID-19, n (%)</td>
<td>18 (35)</td>
<td>23 (28)</td>
<td>36 (52)</td>
<td>79 (39)</td>
</tr>
<tr>
<td>Stress level throughout the workweek (0-100), mean (SD)</td>
<td>34.5 (26.2)</td>
<td>36.2 (27.7)</td>
<td>43.8 (22.8)</td>
<td>37.5 (26.4)</td>
</tr>
</tbody>
</table>

*The numbers could be more than the total because of rounding.

**Participant Characteristics Related to Stress**

Table 2 shows the statistics to indicate an enrichment of pre-experiment questionnaire variables for either the low- or the high-stress group based on the entire sampling population. Burnout experience, job intensity, whether family and everyday life events get in the way of work, and anxiety due to the pandemic were all significantly different between low- and high-stress groups. There was no significant difference in region between low and high stress levels.
**Table 2.** Differences in stress levels for participant profile items based on the entire population.

<table>
<thead>
<tr>
<th>Profile items</th>
<th>Low stress</th>
<th>High stress</th>
<th>Ratio</th>
<th>P value</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>Mean 40.9 (SD 9.0)</td>
<td>Mean 38.4 (SD 9.4)</td>
<td>0.94</td>
<td>.10</td>
<td>$U$ (^b)</td>
</tr>
<tr>
<td>Gender, male/female</td>
<td>0.39</td>
<td>0.31</td>
<td>0.81</td>
<td>.39</td>
<td>$F$ (^c)</td>
</tr>
<tr>
<td>Children, yes/no</td>
<td>0.35</td>
<td>0.26</td>
<td>0.75</td>
<td>.35</td>
<td>$F$</td>
</tr>
<tr>
<td>Dedicated office space, yes/no</td>
<td>0.81</td>
<td>0.74</td>
<td>0.90</td>
<td>.34</td>
<td>$F$</td>
</tr>
<tr>
<td>Experienced burnout in the past, yes/no</td>
<td>0.45</td>
<td>0.76</td>
<td>1.69</td>
<td>.03 (^d)</td>
<td>$F$</td>
</tr>
<tr>
<td>Perform stress reduction activities, yes/no</td>
<td>0.48</td>
<td>0.64</td>
<td>1.32</td>
<td>.09</td>
<td>$F$</td>
</tr>
<tr>
<td>Family/life events get in the way of work (0-4)</td>
<td>Mean 1.1 (SD 0.9)</td>
<td>Mean 1.3 (SD 0.8)</td>
<td>1.25</td>
<td>.05 (^d)</td>
<td>$U$</td>
</tr>
<tr>
<td>Support from colleagues (0-4)</td>
<td>Mean 2.7 (SD 1.0)</td>
<td>Mean 2.4 (SD 1.0)</td>
<td>0.91</td>
<td>.08</td>
<td>$U$</td>
</tr>
<tr>
<td>Job intensity (0-4), mean (SD)</td>
<td>Mean 2.2 (SD 0.8)</td>
<td>Mean 2.6 (SD 0.8)</td>
<td>1.18</td>
<td>.01 (^d)</td>
<td>$U$</td>
</tr>
<tr>
<td>Relationship with colleagues (0-4)</td>
<td>Mean 3.0 (SD 0.7)</td>
<td>Mean 2.8 (SD 0.5)</td>
<td>0.94</td>
<td>.08</td>
<td>$U$</td>
</tr>
<tr>
<td>Life affected by pandemic (0-4)</td>
<td>Mean 2.2 (SD 0.9)</td>
<td>Mean 2.4 (SD 0.7)</td>
<td>1.08</td>
<td>.17</td>
<td>$U$</td>
</tr>
<tr>
<td>Living a full life during the pandemic (0-4)</td>
<td>Mean 1.6 (SD 1.0)</td>
<td>Mean 1.7 (SD 1.0)</td>
<td>1.04</td>
<td>.67</td>
<td>$U$</td>
</tr>
<tr>
<td>Help from others in dealing with life (0-4)</td>
<td>Mean 1.9 (SD 1.1)</td>
<td>Mean 1.9 (SD 1.2)</td>
<td>0.98</td>
<td>.95</td>
<td>$U$</td>
</tr>
<tr>
<td>Anxiety due to pandemic (0-4)</td>
<td>Mean 1.2 (SD 0.8)</td>
<td>Mean 1.4 (SD 0.9)</td>
<td>1.24</td>
<td>.04 (^d)</td>
<td>$U$</td>
</tr>
</tbody>
</table>

**Region**

<table>
<thead>
<tr>
<th>Region</th>
<th>Low (n=59)</th>
<th>High (n=38)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hong Kong (n=59)</td>
<td>38 (64%)</td>
<td>21 (36%)</td>
<td>.55</td>
</tr>
<tr>
<td>United Kingdom (n=82)</td>
<td>65 (79%)</td>
<td>17 (21%)</td>
<td>.26</td>
</tr>
<tr>
<td>United States (n=43)</td>
<td>34 (79%)</td>
<td>9 (21%)</td>
<td>.26</td>
</tr>
</tbody>
</table>

\(^a\)The “Low stress” and “High stress” columns represent the mean (SD) values for continuous/ordinal variables, such as age, and a ratio of the participant count for binary variables, such as gender. The “Ratio” column represents the ratio of these values between high and low stress levels. Responses ranged from 0 for very low/little to 4 for very high/much. The P value is for the performed test that is depicted in the “Test” column.

\(^b\)U: Mann-Whitney U (MWU) test.

\(^c\)F: Fisher exact test.

\(^d\)P < .05

\(^e\)Pr: test of proportions.

**Identification of Stressors and Destressors**

Environmental and lifestyle factors that were subjectively scored 3 times per workday were compared between high- and low-stress groups. The results of these comparisons are depicted in Table 3. Significant stressors and destressors are also visualized in Figure 2. The significant environmental stressors when working from home were distractions of other people, distractions of daily life, and noise of the surroundings. The significant environmental lifestyle destressors were access to fresh air and sunlight, and the lifestyle destressors were taking a break, having social interactions outside of work, going outside, and exercising. There was no significant relationship found between low and high stress levels during work hours and the quality of sleep during the night before.
Table 3. Ratio of values of variables between low- and high-stress groups and the coefficients of stress prediction modeling.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Univariate analysis</th>
<th>Multivariate analysis</th>
<th>P value</th>
<th>B (LR)</th>
<th>VIF \textsuperscript{b} initial</th>
<th>VIF \textsuperscript{b} final</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family/life events get in the way of work (0-4)</td>
<td>Mean 1.1 (SD 0.9)</td>
<td>Mean 1.3 (SD 0.8)</td>
<td>1.25</td>
<td>.05\textsuperscript{d}</td>
<td>3.46</td>
<td>2.24</td>
</tr>
<tr>
<td>Job intensity (0-4)</td>
<td>Mean 2.2 (SD 0.8)</td>
<td>Mean 2.6 (SD 0.8)</td>
<td>1.18</td>
<td>.007\textsuperscript{d}</td>
<td>9.97</td>
<td>N/A \textsuperscript{g}</td>
</tr>
<tr>
<td>Anxiety due to pandemic (0-4)</td>
<td>Mean 1.2 (SD 0.8)</td>
<td>Mean 1.4 (SD 0.9)</td>
<td>1.24</td>
<td>.04\textsuperscript{d}</td>
<td>7.69</td>
<td>N/A</td>
</tr>
<tr>
<td>Experienced burnout in the past, yes/no</td>
<td>0.45</td>
<td>0.76</td>
<td>1.69</td>
<td>.03\textsuperscript{d}</td>
<td>4.98</td>
<td>3.37</td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sunlight (0-100)</td>
<td>Mean 47.2 (SD 32.3)</td>
<td>Mean 42.9 (SD 30.4)</td>
<td>0.91</td>
<td>.02\textsuperscript{d}</td>
<td>5.18</td>
<td>4.99</td>
</tr>
<tr>
<td>Fresh air (0-100)</td>
<td>Mean 40.7 (SD 33.6)</td>
<td>Mean 34.5 (SD 31.7)</td>
<td>0.84</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>4.99</td>
<td>4.93</td>
</tr>
<tr>
<td>Noise (0-100)</td>
<td>Mean 23.0 (SD 23.9)</td>
<td>Mean 26.2 (SD 25.0)</td>
<td>1.13</td>
<td>.008\textsuperscript{d}</td>
<td>2.70</td>
<td>2.65</td>
</tr>
<tr>
<td>Distraction of daily life (0-100)</td>
<td>Mean 22.2 (SD 23.4)</td>
<td>Mean 27.7 (SD 26.7)</td>
<td>1.24</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>3.50</td>
<td>3.49</td>
</tr>
<tr>
<td>Distraction of people (0-100)</td>
<td>Mean 18.4 (SD 22.2)</td>
<td>Mean 23.9 (SD 26.0)</td>
<td>1.30</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>3.22</td>
<td>3.21</td>
</tr>
<tr>
<td><strong>Lifestyle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social, yes/no</td>
<td>0.59</td>
<td>0.39</td>
<td>0.66</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>2.27</td>
<td>2.23</td>
</tr>
<tr>
<td>Outdoor, yes/no</td>
<td>0.41</td>
<td>0.27</td>
<td>0.66</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>2.86</td>
<td>2.85</td>
</tr>
<tr>
<td>Break, yes/no</td>
<td>0.57</td>
<td>0.44</td>
<td>0.77</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>2.47</td>
<td>2.40</td>
</tr>
<tr>
<td>Exercise, yes/no</td>
<td>0.29</td>
<td>0.16</td>
<td>0.55</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>2.37</td>
<td>2.35</td>
</tr>
<tr>
<td>Sleep quality of night before (0-100)</td>
<td>Mean 61.9 (SD 27.7)</td>
<td>Mean 61.5 (SD 27.1)</td>
<td>0.99</td>
<td>.64</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Smartwatch</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active intensity (0-12)</td>
<td>Mean 7.92 (SD 3.0)</td>
<td>Mean 5.99 (SD 2.9)</td>
<td>0.85</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>5.28</td>
<td>4.57</td>
</tr>
<tr>
<td>Highly active intensity (0-12)</td>
<td>Mean 1.87 (SD 2.2)</td>
<td>Mean 1.29 (SD 1.8)</td>
<td>0.83</td>
<td>.04\textsuperscript{d}</td>
<td>1.84</td>
<td>1.68</td>
</tr>
<tr>
<td>Steps (count)</td>
<td>Mean 1858 (SD 1863)</td>
<td>Mean 875 (SD 1203)</td>
<td>0.66</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>4.65</td>
<td>4.07</td>
</tr>
<tr>
<td>Mean HR\textsuperscript{1,3} (beats per minute [bpm])</td>
<td>Mean 78.78 (SD 9.5)</td>
<td>Mean 78.35 (SD 9.4)</td>
<td>0.99</td>
<td>.57</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SD HR\textsuperscript{4} (bpm)</td>
<td>Mean 10.9 (SD 6.5)</td>
<td>Mean 9.0 (SD 3.9)</td>
<td>0.82</td>
<td>&lt;.001\textsuperscript{f}</td>
<td>9.01</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleep duration (hours)</td>
<td>Mean 7.7 (SD 1.0)</td>
<td>Mean 7.8 (SD 1.2)</td>
<td>1.01</td>
<td>.66</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The “Low stress” and “High stress” columns represent the mean (SD) values. The “Ratio” column represents the ratio between high and low stress levels. Yes/no questions are presented as the ratio of “yes” answers. Responses ranged from 0 for very low/little to 4 for very high/much.

\textsuperscript{b}VIF: variance inflation factor.

\textsuperscript{c}B (LR): binary (logistic regression) weight.

\textsuperscript{d}P < .05.

\textsuperscript{e}U: Mann-Whitney U (MWU) test.

\textsuperscript{f}P < .001.
Measurements With the Smartwatch

The smartwatch measured and calculated variables for physical activity, HR, and sleep duration. We excluded 14% of 3-hour data blocks of questionnaire data due to missing smartwatch data. Table 3 shows the results of the comparisons made between low- and high-stress groups, and significant predictors are visualized in Figure 3. The SD of the HR, active and highly active intensity periods, and the number of steps of the past 3 hours were associated with stress. No significant relationships were found between the stress levels and the average HR and sleep duration.

Combining Predictors for Stress

All identified variables from participant characteristics, lifestyle, environment, and smartwatch that were significantly associated with stress were combined in a multivariate analysis to identify a set of independent predictors of stress. By calculating the VIF over this set of variables, 5 (29%) of 17 predictors (with VIF>5) were identified as predictors contributing significantly to multicollinearity (Table 3). Stepwise reduction of variables with VIF>5 resulted in a set of 14 variables that was used as input for binary logistic regression. Of these input variables, 4 (29%) were found significantly associated with stress in the regression model and they were all self-reported in the pre-experiment questionnaire or daily lifestyle questions. Higher stress was significantly associated with more disruptive family or life events while working (P<.001), previous experience with
burnout ($P<.001$), fewer social events ($P<.001$), and less outdoor time ($P=.03$).

Since all multivariate predictors for stress result from questionnaire data, the question arises whether continuous and nonobtrusive sensing of environmental conditions and human activity/physiology can replace repetitive questionnaires. To answer that question, we ran 2 logistic regression models with a 3-fold cross-validation scheme: one reference model with the significant questionnaire predictors from the original logistic regression (whether they had disruptive family or life events while working, experience with burnout, social events, and outdoor events) and another model with predictors that can be (potentially) continuously and passively sensed (fresh air, noise, sunlight, steps, SD of the HR, active intensity, highly active intensity, and the 2 participant characteristics of whether they had disruptive family or life events and experience with burnout). The questionnaire model resulted in $F_1$ scores of 0.66, 0.4, and 0.48 in the 3-fold cross-validation (mean $F_1=0.51$, SD $F_1=0.11$). The continuous sensing model resulted in $F_1$ scores of 0.59, 0.38, and 0.44, which were not much lower than those for the questionnaire model (mean $F_1=0.47$, SD $F_1=0.09$). In addition, both models were better than guessing randomly using known class distributions (mean $F_1=0.33$) or by majority class guessing (mean $F_1=0$). This indicates that continuous and nonobtrusive sensing has the potential to replace questionnaires when monitoring momentary stress.

**Bidirectional Relationship Between Stress and Sleep**

Results in Table 3 show that the sleep quality of the night before, as answered in the 9:00 a.m. daily questionnaires, was not associated with stress levels across an entire workday, the same counts for the smartwatch measurements of sleep duration. We additionally checked whether sleep quality affected experienced stress levels reported in the 9:00 a.m. questionnaire on all measured days (workdays and non-workdays). The average sleep quality was significantly higher ($P<.001$, MWU test) in the low stress samples (Mean: 66.8, SD: 26.3) than in the high stress samples (Mean: 55.7, SD: 28.5). Similarly, we checked whether stress reported at the end of the day (9:00 P.M.) was associated with sleep quality in the following night across all measured days. Low stress moments resulted in significantly ($P=.004$, MWU test) higher sleep quality scores (mean 65.1, SD 26.6) compared to the high-stress moments (mean 59.7, SD 26.8). These results indicate that high evening stress is related to poor sleep quality during the night after and that low sleep quality is correlated with higher-stress moments in the morning after.

**Discussion**

**Principal Findings**

This study had 2 main objectives: first, using EMAs to sample the effect of stressors on work-from-home–related mental well-being. The study showed that participants working from home had stressors and destressors related to their characteristics, environment, and lifestyle. Family and daily life getting in the way of work, job intensity, a history of burnout, and anxiety toward the COVID-19 pandemic were all related to higher stress levels. Environmental stressors were noise and distractions from both daily lives as well as other people. The destressors found to influence the stress levels of the participants were having access to sunlight and fresh air during workhours. Further destressors related to lifestyle were going outdoors, taking breaks, exercising, and having social interactions outside of work. These stressors and destressors are comparable to those found in previous research [17,41], reporting that decreased physical activity, social isolation, family-work conflict, and more distractions when working from home are significant predictors of decreased mental well-being. However, not all potential determinants in previous research showed to affect mental well-being were significant predictors in this study. Most notably, age, gender, the presence of children, a dedicated office space, social support from colleagues, impact of the pandemic, and sleep quality did not significantly impact stress levels. Further research, especially meta-analyses, should shed light upon the causes and value of these results. A major difference between this study and the greater part of previous research is that the latter made use of single, retrospective questionnaires, whereas this study applied recurrent, brief measurements to sample current experiences. Further research using experience sampling methodology, such as EMAs, could further elucidate the impact of measurement timing on determinant strength.

The second objective was to compare EMA measurements to more unobtrusive physiological measurements with a smartwatch. Our results indeed suggest that some of the activity-related stressors and destressors found in this study could be indirectly measured with a smartwatch. The significant activity measurements of the smartwatch, such as steps and activity classifications, were negatively related to stress and may represent destressors, such as exercise, breaks taken, and going outside, as these could all be represented by movement. The same reasoning can be applied for the significant negative relationship between the SD of the HR and stress. A potential hypothesis is that the HR will fluctuate more during activity compared to sitting still behind a desk, which is associated with lower stress levels, with the important notion that these associations were not tested for causality.

When all significant participant characteristics, stressors, destressors, and smartwatch measurements were combined into a model, only some participant characteristics and destressors remained significant in stress prediction. Two participant characteristics significantly contributed to the stress prediction model, namely the disruption of family and everyday life events and the previous experience of burnout. The former could be a direct effect of the working-from-home regime, where families are asked to stay and work from home to limit the spread of the COVID-19 virus, causing personal and work lives to no longer be separate. The latter could be a residual effect of low stress tolerance during the recovery of stress-related exhaustion [42]. These residual effects are shown to still be prevalent after at least 7 years since seeking help. Future research should examine whether these participant characteristics persist being significant or whether their influence is reduced due to the opening of schools, offices, and other locations. Two destressors significantly contributed to the model: having social interactions and being outdoors. These findings may indicate that...
encouraging employees to go outside during breaks and talking to people outside of work meetings could already have a beneficial effect on their mental state.

**Wearables and Stress**

This study showed a minimal influence of smartwatch data in the most optimal model when added to the questionnaire data. This redundancy could be the result of the questionnaires already covering the amount of time spent outdoors, for example, which would also be represented in the steps, active periods, and highly active periods measured by the smartwatch. Although performances for the prediction model based on questionnaire data alone and the model that uses smartwatch and contextual data were relatively low ($F_1$ score of 0.66 and 0.59, respectively), their similar performance could indicate that in the future, in potential, questionnaire measurements can be replaced by wearable or other unobtrusive sensor measurements.

Ideally, someone’s stressors and destressors could be automatically measured with a smartwatch such that no effort is needed from the employee to gather data of their mental state and surroundings. Even though the current state of smartwatches might not be able to inform accurate stress prediction models by themselves, it is expected that performance will improve in the future. As companies are adding better and more sensors to their smartwatches in nearly every new version, it is likely that more stressors and destressors can be measured automatically. Additional physiological sensors, such as skin conductance, skin temperature, and HR variability, could improve stress detection [37], while additional environmental sensors, such as sound levels and ambient light sensors, could measure noise, distractions, the environment, and outdoor activities and therefore replace questions to the user. Furthermore, additional sensing technology, such as smart chairs [43], smart glasses, office equipment use [44], and data collected with a smartphone [45] could improve stress detection.

However, future studies concerning the accuracy of devices in measuring physiological signals need to be conducted as previous studies have shown a wide variability in the accuracy of different consumer devices [22, 46-48]. Furthermore, more data must be collected to build reliable models for stress detection. So far, stress prediction models by means of wearables have shown promising, although not 100% accurate, results in a controlled environment with momentary stress tasks [49]. However, stress levels in daily life can be different from those in a controlled laboratory setting. Consequently, model performance of studies in daily life settings is lower [37, 40, 50].

Next steps in this field of research would need to focus on detecting stress by means of more and improved unobtrusive measurements in a daily dynamic setting. If stress detection models would eventually be reliable enough, it would provide the possibility to monitor stress levels and intervene when high stress levels are detected in order to prevent stress-related diseases in the long term.

**Limitations**

This study consisted of 202 participants from 3 different regions of the world: the United States, the United Kingdom, and Hong Kong. As Table 1 has shown, there are some differences between Hong Kong, the United States, and the United Kingdom, specifically in average stress levels reported and anxiety toward the COVID-19 pandemic in Hong Kong participants. Although these 2 can be related to each other, the reason could also be cultural differences. Cultural differences in norms and values might cause a difference in the definition or the view of mental health [51], which makes reported mental health scores hard to compare between regions. The higher stress levels in Hong Kong might also be due to the specific company location, which can be caused by a difference in organizational structures or the intensity of the assignments to be performed. The same counts for the anxiety toward the pandemic, as COVID-19 measures differed per region. Even though location (with their cultural and societal differences) might affect stress levels, we were still able to find common stressors and destressors, possibly due to the robust split in low- and high-stress groups. Regional differences in stress scores also did not differ significantly in any of the statistical tests. Furthermore, a difference between regions was accounted for in the sample size calculation by using a high power of 0.95.

Another limitation of this study is that the participant group consisted of employees of the same company, as certain stressors and destressors might be specific to this company. However, we expect the influence to be minimal. These employees were chosen due to the international character of Cigna International, representing multiple cultural backgrounds, and the wide variety of roles within the company. In addition, most employees went from working full-time in the office to working from home overnight similarly to a large part of the population. In addition, similar research among other companies has shown similar stressors and destressors when working from home [17, 41], showing similar influences on stress in different working environments. Furthermore, the significant stressors and destressors found in this study are largely unrelated to the job itself, except job intensity. However, job intensity has been proven to cause stress in a variety of job sectors worldwide [52-54]. Therefore, we expect similar results to be obtained performing this study with employees of different companies.

For many of the single-item measures used in the questionnaires, a broad range of longer, validated versions exist [55], such as the Perceived Stress Scale (PSS) [56]. However, we opted not to use those in order to reduce participant burden; especially in recurrent questionnaires, longer answering times and higher burden are known to significantly reduce adherence [18, 21]. This can be seen as a limitation of this study because unvalidated questionnaires could potentially be less valid and reliable. However, the literature shows that single-item questions, especially the VASs used in this study, are well suited to measure a multitude of constructs, often as effectively as longer, multi-item questionnaires [57, 58]. We therefore argue that the current questionnaires, with shorter, repetitive measurements, often in the form of VASs, have sufficient reliability and validity to aptly sample participants’ experiences. Future replications and further studies can support (or, of course, reject) this assumption.

Finally, the dichotomous split in stress scores can be argued. Our first argument is that the stress score distributions were bimodal in nature. Second, a clear and interpretable outcome
of both univariate and multivariate analyses was preferred, also to standardize the analysis design. These arguments were considered having more weight than a potential slight loss of statistical power that dichotomization may cause. Third, previous studies have followed a similar dichotomous approach to continuous questionnaire-based outcomes and have made robust findings [38,39].

**Remote Study**

This study showed that valuable results can be obtained in research that is conducted fully remote in different regions of the world. Participants lived their normal daily lives and participated in the study from the comfort of their own homes, without any effort to go to a specific research location, therefore minimizing moderator and recall bias. They always had the possibility of asking questions and requesting video calls, and data were monitored by the researchers to make sure everything was still working. Even though contact was limited, the dropout rate was low and the average percentage of filled-in questionnaires per participant was high (81%). Furthermore, many participants could be measured at the same time, significantly reducing time investments of the researchers and also reducing the influence of the measurement period. In this case, all participants had to be measured within the same COVID-19 time frame to have comparable situations for all participants. However, even future studies will benefit from simultaneous measurements. It is shown that mental states are affected by outside temperature or the duration of sunlight during the day [59,60], and measuring all participants within a short time frame could limit this effect.

These results show that the fast advancement of digital technology, including wearables or other unobtrusive sensors, secure communication platforms, and smartphone applications, extend our possibilities of conducting daily-life research with large sample sizes. A small note must be made in that relying on technologies also brings dependencies on the reliability of that technology as access to backups or support is often limited. This was demonstrated by the smartwatch issue we had in Hong Kong, causing us to lose a small part of data in that region.

**Conclusion**

This study shows that people have different stressors and destressors when working from home; these should be considered when managing stress in employees. Some of these stressors and destressors are (in)directly measurable with unobtrusive sensors, and prediction models based on these data show promising results for the future of automatic stress detection and management.

These findings may contribute to people optimizing the home office environment (enough sunlight, fresh air, and low noise levels) and activity suggestions during work hours (having social interactions, going outside, and exercising during breaks) to reduce stress levels.
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Abstract

Background: Mental health care pivoted to telemedicine during the COVID-19 pandemic, and there is uncertainty around the sustainability of this rapid shift.

Objective: This study examined how intentions to continue using telemedicine after the COVID-19 pandemic are influenced by provider perceptions of usefulness, ease of use, and professional social influence, facilitating organizational conditions.

Methods: We conducted a web-based, cross-sectional survey of 369 telemental health providers between February and March 2021. A hierarchical linear regression analysis was conducted to predict intentions to continue using telemedicine after the COVID-19 pandemic.

Results: Most providers began using telemedicine in March 2020 or later (257/369, 69.6%) and attended to ≥50% of their clients via telemedicine (299/369, 81.0%). Intention to continue using telemedicine after the COVID-19 pandemic was predicted by the telemedicine caseload (β=.10; P=.005), perceived usefulness in general (β=.10; P=.008), ease of use (β=.08; P=.04), social influence (β=.68; P<.001), and facilitating conditions (β=.08; P=.047).

Conclusions: Exploration of the predictors of telemedicine usage beyond the COVID-19 pandemic aids in surveillance of telemedicine usage, integration with future clinic workflows, and the shaping of public policy. It is important to consider telemedicine services as not only a response to a crisis but also an effective and useful solution for everyday life. Our results suggest widespread, sustainable telemedicine adoption.

(JMIR Form Res 2022;6(11):e39634) doi:10.2196/39634
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Introduction

The COVID-19 pandemic significantly impacted mental health (MH) care systems, leading providers to transition rapidly to remote care delivery [1]. In early 2020, in-person mental health care decreased by 50%-70% [2,3] as telemedicine usage increased as much as 6500% [3,4]. This required MH providers to adjust to new technology and loss of in-person care [5] but proved satisfactory for patients owing to decreased wait time, travel time, and absenteeism from work [6,7]. Increased access to patients in rural regions and those with practical barriers to access mental health care may encourage providers’ long-term integration of telemedicine into their practice [8]. Telemental health (TMH) emerged as a response to a crisis and has proven to be an effective, useful, and sustainable form of health care delivery [9]. However, widespread adoption of telemedicine was largely due to emergency regulations providing coverage during the pandemic. There is some concern of a telehealth cliff,
or sudden reversal of TMH usage once emergency regulations are lifted [10,11]. Toward this end, we aim to examine how TMH providers perceive the general and pandemic-specific usefulness of TMH and how this relates to their intention to use it in the future.

Behavioral intention is one of the strongest predictors of sustaining or changing a behavior [12]. Studies from both early 2019 [13] and August 2020 [14] found that TMH providers intended to use telemedicine more often in the future. In a study conducted several months before the COVID-19 pandemic, TMH providers voiced concerns about security and technological difficulties but indicated that the benefits to care and workflow strengthened their intentions to use it in the future [13]. Providers have reported other benefits such as improved work-life balance, more flexibility in scheduling, and being able to deliver innovative care [13,15]. During the pandemic, providers who served rural areas and were reimbursed through self-pay methods reported the greatest intentions to use telemedicine in the future, which may be attributed to greater comfort with using the technology as a result of more frequent use [14]. Further, one study found that psychologists anticipated a 5-fold increase in telemedicine usage from prepandemic rates [16]. There is a need to continue to understand MH providers’ experiences and intentions as the pandemic evolves.

There are many barriers to integrating telemedicine services into regular care, including technology acceptance [17-19]. The Technology Acceptance Model [20] (TAM) and Unified Theory of Acceptance and Use of Technology [21] (UTAUT) are applied commonly to understand MH providers’ use of telemedicine, but not all constructs in the TAM and UTAUT have equal predictive weight. Perceptions about the usefulness of telemedicine are grounded in how the technology can improve care [20,21]; that is, usefulness can be thought of in terms of the benefits the technology brings to providers (eg, reducing no-show rates, reducing costs or overhead, and improving work-life balance) [20,22]. Furthermore, perceptions about ease-of-use are generally based on design features and functionality to facilitate tasks such as coordinating care plans or effectively communicating with patients, patient families, and other health care providers [19]. Effort expectancy has been used synonymously with ease of use [23,24]. The effect of these perceptions on intentions to use telemedicine in the future have yet to be explored among mental health providers after COVID-19 uptake.

Previous studies have found that perceived usefulness was the strongest predictor of telemedicine adoption among MH providers along with perceived ease of use, social influence, and attitude [24,25]. Perceived usefulness from the telemedicine provider perspective refers to quality of care, diagnosis, and monitoring [24,26,27]. Social influence is the degree to which an individual’s decision to use a technology is influenced by others’ perceptions of the technology [24]. Social influence from other providers may shape intention to integrate a technology into one’s own practice, especially when driven by the competitive desire to deliver cutting-edge, innovative care [28]. Thus, the effect of social influence from one’s peers on TMH adoption warrants continued investigation [29].

MH providers report that they are still providing high-quality care and effectively communicating with their patients despite the abrupt transition to telemedicine during the COVID-19 pandemic [30]. However, the effect of facilitating conditions (ie, the amount of support, resources, and training available from one’s organization to effectively practice their specialty via telemedicine) on this relation has received limited attention [24,31]. To optimize resources dedicated to increasing high-quality telemedicine use in MH care, there is a need to identify the “active ingredients” that predict providers’ intentions to use telemedicine in the future.

Providers are the gatekeepers of telemedicine [32,33], warranting continued investigation into provider preferences of usage beyond the COVID-19 pandemic. Knowing the characteristics of MH providers who intend to use telemedicine after the COVID-19 pandemic is important for surveillance of telemedicine utilization and for efforts directed toward strengthening hesitant providers’ intentions. Therefore, the purpose of this study is to further investigate determinants of TMH providers’ intentions to continue using telemedicine beyond the COVID-19 pandemic.

Methods

Recruitment

Providers were invited to participate in a cross-sectional, web-based survey between February and March 2021, the primary results of which are published elsewhere [34]. Eligible providers included English-speaking, adult (≥18 years of age), mental health providers in the United States. Providers were registered with Doxy.me Inc [35], a commercial telemedicine company that offers secure telecommunications technology for providers to use in their own practice. In total, 495 providers agreed to participate in the study, 369 of whom had complete data for the purposes of this analysis (74.5% completion rate) [36]. The demographic characteristics of providers in the sample were consistent with those of providers in the mental health industry in the United States [13,14,30,34,37,38].

The survey was distributed to participants through email and administered via Qualtrics (Qualtrics Inc). The survey began with an electronic consent form detailing that deidentified data would be used for publication and that 1 free month of a Doxy.me professional membership account would be offered in compensation for time spent completing the survey.

Ethical Considerations

The study was reviewed and deemed exempt by the institutional review board of the University of South Florida (IRB#002053).

Survey and Measures

Overview

The research team iteratively refined and developed the survey exploring several aspects related to TMH practice before, during, and after the COVID-19 pandemic. Participants were asked to provide personal (eg, age, gender, race, and ethnicity) and clinical (eg, practice type, specialty, reimbursement, and treatment paradigm) demographics. They were then asked about their perceptions toward telemedicine relating to perceived
usefulness, perceived ease of use, social influence, facilitating conditions, and intention to use telemedicine after the pandemic. Multimedia Appendix 1 provides the survey questions and response frequencies.

Several demographic variables were recoded during analysis. Professional title and practice type variables were recoded to incorporate responses in the “other” category. Telemedicine caseload was dichotomized to “<50%” (including choices of <25% and 25%-49%) versus “≥50%” (including choices of 50%-75% and >75%). Further, the onset of telemedicine usage was dichotomized to “before March 2020” (combining “December 2019 or earlier” and “January or February 2020”) versus “March 2020 or later.”

**Perceived Usefulness**

Perceived usefulness was assessed using 2 scales. The first scale included the average of 3 items measuring provider perspectives about the general benefits of telemedicine (questions 27-29 in Multimedia Appendix 1). The second scale included the average of 3 items measuring provider perspectives about the benefits of telemedicine specifically in relation to COVID-19 (questions 24-26 in Multimedia Appendix 1). Responses to all items were anchored on a 5-point Likert scale (1=Not at all to 5=Extremely). Both scales had adequate internal consistency (Cronbach =.70-.81).

**Perceived Ease of Use**

Perceived ease of use was assessed using the System Usability Scale (SUS) [39], which includes 10 items that are alternatingly worded positively (eg, “I think telemedicine is easy to use in my practice”) and negatively (eg, “I find telemedicine unnecessarily complex”). Responses were anchored on a 5-point Likert Scale (1=Strongly Disagree to 5=Strongly Agree), and the SUS score was determined by rescaling the responses, resulting in a single score between 0 and 100. Internal consistency was adequate for the SUS scale (Cronbach =.77). The SUS items are detailed in Multimedia Appendix 1 (questions 14-23).

**Social Influence**

Social influence by other mental health providers was measured using 1 item (ie, “After the COVID-19 pandemic is resolved, I expect telemedicine to continue to be used by others in my profession”), which was anchored on a 5-point Likert scale from 1=Much less to 5=Much more (question 34 in Multimedia Appendix 1).

**Facilitating Conditions**

Facilitating conditions were measured by calculating the mean of 4 items asking about the extent to which providers felt comfortable, supported, trained, and adequately resourced by their practice relative to providing telemedicine services (questions 30-33 in Multimedia Appendix 1). Responses were anchored on a 5-point Likert scale from 1=Strongly disagree to 5=Strongly agree. Internal consistency was adequate for the facilitating conditions scale (Cronbach =.78).

**Intentions to Continue Using Telemedicine After the COVID-19 Pandemic**

Intentions to continue using telemedicine after the COVID-19 pandemic were measured using 1 item (ie, “After the COVID-19 pandemic is resolved, I expect to use telemedicine in my practice…”). Responses were anchored on a 5-point Likert scale from 1=Much less to 5=Much more (question 35 in Multimedia Appendix 1).

**Statistical Analysis**

SPSS (version 28; IBM Corp) was used for all analyses. Significance was determined with a 2-tailed α of <.05. We conducted independent samples t tests to examine differences in intentions to use telemedicine post the COVID-19 pandemic, based on telemedicine caseload (either <50% or ≥50% of patients served remotely), the onset of telemedicine usage in relation to the COVID-19 pandemic (either before March 2020 or during and after March 2020), gender (male or female), and ethnicity (Hispanic or non-Hispanic).

We conducted a 1-way ANOVA to determine differences in intentions to use telemedicine post the COVID-19 pandemic by race. Next, we conducted a correlation analysis to examine the relation between age and intentions to continue using telemedicine after the COVID-19 pandemic. Lastly, we conducted a 5-step hierarchical linear regression analysis to examine the predictive power of provider characteristics (ie, telemedicine caseload, onset of telemedicine usage in relation to the COVID-19 pandemic, and age) and perceptions toward telemedicine (ie, perceived usefulness, perceived ease-of-use, social influence, and facilitating conditions) with respect to intentions to continue using telemedicine after the COVID-19 pandemic. Each step in the regression analysis added a block of variables, determining incremental prediction above and beyond variables in the previous steps. Telemedicine caseload (0=<50%; 1=≥50%), onset of telemedicine usage (0=before March 2020; 1=March 2020 or later), and age were included in step 1 of the model as covariates because they were significantly associated with the intention to use telemedicine after the COVID-19 pandemic. The next step included perceived usefulness variables (eg, general perceived usefulness and perceived usefulness related to the COVID-19 pandemic), with step 3 adding ease of use, step 4 adding social influence, and step 5 adding facilitating conditions. ANOVAs were conducted to determine model comparisons.

**Results**

**Sample Characteristics**

The mean age of providers was 52 (SD 13.0) years. Most providers identified as female (300/369, 81.3%), White (298/369, 80.8%), and non-Hispanic (339/369, 91.9%). Professionally, most providers were mental health counselors (179/369, 48.5%), psychologists (108/369, 29.3%), or social workers (54/369, 14.6%) working in individual practice settings (279/369, 75.6%) and primarily treating adult patients (18-64 years old; 308/369, 83.5%). More details regarding provider and practice characteristics are reported elsewhere [34].
Characteristics of Telemedicine Practice and Measures

As shown in Table 1, a total of 257 of 369 (69.6%) providers began using telemedicine in March 2020 or later, and 299 (81.0%) reported that more than ≥50% of their caseload was attended to via telemedicine. With respect to intentions to continue using telemedicine after the COVID-19 pandemic, 173 (46.9%) intended to use it more, 66 (17.9%) intended to use it about the same, and 130 (35.2%) intended to use it less. Most providers (193/369, 52.3%) expected telemedicine to be used more by others in their profession, while fewer providers (115/369, 31.2%) expected their colleagues to use it about the same (61/369, 16.5%) or less.

Providers who attended to ≥50% of clients via telemedicine reported stronger intentions to continue using telemedicine after the COVID-19 pandemic (mean 3.4, SD 1.4) than those who attended to <50% of clients via telemedicine (mean 2.6, SD 1.3; $t_{367}=-4.07; P<.001$). Providers who began to use telemedicine before March 2020 also reported stronger intentions to continue using telemedicine after the COVID-19 pandemic (mean 3.5, SD 1.3) than those who began using it in March 2020 or later (mean 3.1, SD 1.4; $t_{367}=2.46; P=.01$). Provider age was negatively correlated with intentions to continue using telemedicine after the COVID-19 pandemic ($r_{367}=-0.11; P=.03$). There were no significant differences in intentions to use telemedicine after the COVID-19 pandemic by gender ($t_{365}=-0.84; P=.40$), race ($F_{3,360}=0.431; P=.86$), or ethnicity ($t_{367}=0.26; P=.80$). In subsequent analyses, telemedicine caseload, duration of usage, and age were included as covariates to be controlled for in the hierarchical regression analysis. Multimedia Appendix 2 shows the correlation table of covariates and measures.

Table 1. Characteristics of telemedicine practices and measures (N=369).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Onset of telemedicine usage, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Before March 2020</td>
<td>112 (30.4)</td>
</tr>
<tr>
<td>March 2020 or later</td>
<td>257 (69.6)</td>
</tr>
<tr>
<td><strong>Telemedicine caseload, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;50%</td>
<td>70 (19.0)</td>
</tr>
<tr>
<td>≥50%</td>
<td>299 (81.0)</td>
</tr>
<tr>
<td><strong>Measures, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness (general)</td>
<td>3.07 (1.11)</td>
</tr>
<tr>
<td>Perceived usefulness (COVID-19)</td>
<td>4.53 (0.67)</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>75.26 (14.87)</td>
</tr>
<tr>
<td>Social influence</td>
<td>3.47 (1.36)</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>4.11 (0.76)</td>
</tr>
<tr>
<td>Intentions to continue using telemedicine after the COVID-19 pandemic</td>
<td>3.24 (1.42)</td>
</tr>
</tbody>
</table>

Predicting Intentions to Continue Using Telemedicine After the COVID-19 Pandemic

Table 2 displays the results for each step of the hierarchical linear regression analysis and Table 3 shows the results for predictors in each step of the model. Step 1 of the model was significant and accounted for 7% of the variance in intentions to use telemedicine after the COVID-19 pandemic ($F_{3,365}=9.12; P<.001$; $R^2=0.07$). Telemedicine caseload ($β=.21; P<.001$) and onset of telemedicine usage ($β=−.14; P=.007$) significantly predicted intentions to continue using telemedicine after the COVID-19 pandemic. Age was not a significant predictor ($P=.09$).

Step 2 included the addition of perceived usefulness to the model. Controlling for the effects of telemedicine caseload, onset of usage, and age, the regression was significant and accounted for an additional 13% of the variance in intentions to continue using telemedicine after the COVID-19 pandemic ($F_{5,363}=17.71; P<.001$; $R^2=0.20; ΔR^2=0.13$). Onset of telemedicine usage ($β=−12; P=.009$), perceived usefulness in general ($β=.31; P<.001$) and in relation to the COVID-19 pandemic ($β=.11; P=.04$) significantly predicted intentions to use telemedicine after the COVID-19 pandemic. Age and telemedicine caseload were not significant predictors ($P>.05$ for all).

Step 3 included the addition of perceived ease of use to the model. Controlling for the effects of covariates and perceived usefulness, the regression was significant and accounted for an additional 3% of the variance in intentions to continue using telemedicine after the COVID-19 pandemic ($F_{6,362}=17.56; P<.001$; $R^2=0.23; ΔR^2=0.03$). Onset of telemedicine usage ($β=−.11; P=.02$), perceived usefulness in general ($β=.27; P<.001$), and perceived ease of use ($β=.18; P<.001$) significantly predicted intentions to continue using telemedicine after the COVID-19 pandemic. Age, telemedicine caseload, and perceived usefulness in relation to the COVID-19 pandemic were not significant predictors ($P>.05$ for all).

Step 4 included the addition of social influence to the model. Controlling for the effects of covariates and perceived usefulness and ease of use, the regression was significant and accounted for an additional 13% of the variance in intentions ($F_{7,361}=17.76; P<.001$; $R^2=0.20; ΔR^2=0.13$). Social influence ($β=.27; P<.001$) significantly predicted intentions to continue using telemedicine after the COVID-19 pandemic. Age, telemedicine caseload, and perceived usefulness in relation to the COVID-19 pandemic were not significant predictors ($P>.05$ for all).
for an additional 41% of the variance in intentions to continue using telemedicine after the COVID-19 pandemic ($F_{7,361}$=91.03; $P<.001$; $R^2=0.64$; $\Delta R^2=0.41$). Onset of telemedicine usage ($\beta=-.06$; $P=.02$), telemedicine caseload ($\beta=-.10$; $P=.005$), perceived usefulness in general ($\beta=.11$; $P=.004$), ease of use ($\beta=.11$; $P=.001$), and social influence ($\beta=.69$; $P<.001$) significantly predicted intentions to use telemedicine after the COVID-19 pandemic. Age and perceived usefulness in relation to the COVID-19 pandemic were not significant predictors ($P>.05$ for all).

Step 5 included the addition of facilitating conditions to the model. Controlling for the effects of covariates, perceived usefulness and ease of use, and social influence, the regression was significant and accounted for an additional 0.4%, for a total of 64% of the variance in intentions to continue using telemedicine after the COVID-19 pandemic ($F_{8,360}$=80.80; $P<.001$; $R^2=0.64$; $\Delta R^2=0.004$). Telemedicine caseload ($\beta=.10$; $P=.005$), perceived usefulness in general ($\beta=.10$; $P=.008$), ease of use ($\beta=.08$; $P=.04$), social influence ($\beta=.68$; $P<.001$), and facilitating conditions ($\beta=.08$; $P=.047$) significantly predicted intentions to use telemedicine after the COVID-19 pandemic. Age, onset of telemedicine usage, and perceived usefulness in relation to the COVID-19 pandemic were not significant predictors ($P>.05$ for all).

Table 2. Model comparisons for each step of the hierarchical regression analysis.

<table>
<thead>
<tr>
<th>Step</th>
<th>$F$ test (df)</th>
<th>$R^2$</th>
<th>Adjusted $R^2$</th>
<th>$\Delta R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.12 (3,365)</td>
<td>0.07</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>17.71 (5,363)</td>
<td>0.20</td>
<td>0.19</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>17.56 (6,362)</td>
<td>0.23</td>
<td>0.21</td>
<td>0.03</td>
</tr>
<tr>
<td>4</td>
<td>91.03 (7,361)</td>
<td>0.64</td>
<td>0.63</td>
<td>0.41</td>
</tr>
<tr>
<td>5</td>
<td>80.80 (8,360)</td>
<td>0.64</td>
<td>0.63</td>
<td>0.004</td>
</tr>
</tbody>
</table>

*a* $P<.001$ for all steps and $\Delta R^2$. 
Table 3. Predictors of intentions to use telemedicine after the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Step 1</th>
<th>B (SE)</th>
<th>95% CI</th>
<th>β</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td></td>
<td>2.67 (0.48)</td>
<td>1.73 to 3.61</td>
<td>Reference</td>
<td>5.61 (365)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Telemedicine caseload</td>
<td></td>
<td>0.74 (0.18)</td>
<td>0.38 to 1.10</td>
<td>.21</td>
<td>4.04 (365)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Onset of telemedicine usage</td>
<td></td>
<td>−0.42 (0.16)</td>
<td>−0.73 to −0.12</td>
<td>−.14</td>
<td>−2.71 (365)</td>
<td>.007</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>−0.01 (0.01)</td>
<td>−0.02 to −0.002</td>
<td>−.09</td>
<td>−1.68 (365)</td>
<td>.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>0.97 (0.61)</td>
<td>−0.22 to 2.17</td>
<td>Reference</td>
<td>1.60 (363)</td>
<td>.11</td>
</tr>
<tr>
<td>Telemedicine caseload</td>
<td></td>
<td>0.35 (0.18)</td>
<td>0.001 to 0.71</td>
<td>.10</td>
<td>1.96 (363)</td>
<td>.05</td>
</tr>
<tr>
<td>Onset of telemedicine usage</td>
<td></td>
<td>−0.38 (0.15)</td>
<td>−0.67 to −0.09</td>
<td>−.12</td>
<td>−2.61 (363)</td>
<td>.009</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>−0.01 (0.01)</td>
<td>−0.02 to 0.002</td>
<td>−.07</td>
<td>−1.53 (363)</td>
<td>.13</td>
</tr>
<tr>
<td>Usefulness (general)</td>
<td></td>
<td>0.40 (0.07)</td>
<td>0.27 to 0.53</td>
<td>.31</td>
<td>5.93 (363)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Usefulness (COVID-19)</td>
<td></td>
<td>0.24 (0.11)</td>
<td>0.02 to 0.46</td>
<td>.11</td>
<td>2.11 (363)</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>0.08 (0.64)</td>
<td>−1.19 to 1.35</td>
<td>Reference</td>
<td>0.12 (362)</td>
<td>.90</td>
</tr>
<tr>
<td>Telemedicine caseload</td>
<td></td>
<td>0.35 (0.18)</td>
<td>−0.002 to 0.70</td>
<td>.10</td>
<td>1.96 (362)</td>
<td>.05</td>
</tr>
<tr>
<td>Onset of telemedicine usage</td>
<td></td>
<td>−0.33 (0.14)</td>
<td>−0.61 to −0.05</td>
<td>−.11</td>
<td>−2.30 (362)</td>
<td>.02</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>−0.01 (0.01)</td>
<td>−0.02 to 0.002</td>
<td>−.07</td>
<td>−1.51 (362)</td>
<td>.13</td>
</tr>
<tr>
<td>Usefulness (general)</td>
<td></td>
<td>0.34 (0.07)</td>
<td>−0.21 to 0.48</td>
<td>.27</td>
<td>5.10 (362)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Usefulness (COVID-19)</td>
<td></td>
<td>0.17 (0.11)</td>
<td>−0.05 to 0.40</td>
<td>.08</td>
<td>1.56 (362)</td>
<td>.12</td>
</tr>
<tr>
<td>Ease of use</td>
<td></td>
<td>0.02 (0.005)</td>
<td>0.01 to 0.03</td>
<td>.18</td>
<td>3.70 (362)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>−1.15 (0.44)</td>
<td>−2.02 to −0.27</td>
<td>Reference</td>
<td>−2.58 (361)</td>
<td>.01</td>
</tr>
<tr>
<td>Telemedicine caseload</td>
<td></td>
<td>0.34 (0.12)</td>
<td>0.11 to 0.58</td>
<td>.10</td>
<td>2.84 (361)</td>
<td>.005</td>
</tr>
<tr>
<td>Onset of telemedicine usage</td>
<td></td>
<td>−0.20 (0.10)</td>
<td>−0.39 to −0.004</td>
<td>−.06</td>
<td>−2.01 (361)</td>
<td>.045</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>−0.001 (0.004)</td>
<td>−0.01 to 0.01</td>
<td>−.01</td>
<td>−0.27 (361)</td>
<td>.79</td>
</tr>
<tr>
<td>Usefulness (general)</td>
<td></td>
<td>0.14 (0.05)</td>
<td>0.04 to 0.23</td>
<td>.11</td>
<td>2.90 (361)</td>
<td>.004</td>
</tr>
<tr>
<td>Usefulness (COVID-19)</td>
<td></td>
<td>0.05 (0.08)</td>
<td>−0.10 to 0.20</td>
<td>.03</td>
<td>0.69 (361)</td>
<td>.49</td>
</tr>
<tr>
<td>Ease of use</td>
<td></td>
<td>0.01 (0.003)</td>
<td>0.004 to 0.02</td>
<td>.11</td>
<td>3.27 (361)</td>
<td>.001</td>
</tr>
<tr>
<td>Social influence</td>
<td></td>
<td>0.72 (0.04)</td>
<td>0.65 to 0.79</td>
<td>.69</td>
<td>20.30 (361)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>−1.39 (0.46)</td>
<td>−2.29 to −0.48</td>
<td>Reference</td>
<td>−3.02 (360)</td>
<td>.003</td>
</tr>
<tr>
<td>Telemedicine caseload</td>
<td></td>
<td>0.36 (0.12)</td>
<td>0.12 to 0.59</td>
<td>.10</td>
<td>2.94 (360)</td>
<td>.004</td>
</tr>
<tr>
<td>Onset of telemedicine usage</td>
<td></td>
<td>−0.18 (0.10)</td>
<td>−0.37 to 0.01</td>
<td>−.06</td>
<td>−1.82 (360)</td>
<td>.07</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>−0.001 (0.004)</td>
<td>−0.01 to 0.01</td>
<td>−.01</td>
<td>−0.26 (360)</td>
<td>.79</td>
</tr>
<tr>
<td>Usefulness (general)</td>
<td></td>
<td>0.13 (0.05)</td>
<td>0.03 to 0.22</td>
<td>.10</td>
<td>2.65 (360)</td>
<td>.008</td>
</tr>
<tr>
<td>Usefulness (COVID-19)</td>
<td></td>
<td>0.03 (0.08)</td>
<td>−0.12 to 0.18</td>
<td>.02</td>
<td>0.42 (360)</td>
<td>.68</td>
</tr>
<tr>
<td>Ease of use</td>
<td></td>
<td>0.01 (0.004)</td>
<td>0.00 to 0.01</td>
<td>.08</td>
<td>2.08 (360)</td>
<td>.04</td>
</tr>
<tr>
<td>Social influence</td>
<td></td>
<td>0.71 (0.04)</td>
<td>0.64 to 0.78</td>
<td>.68</td>
<td>20.26 (360)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td></td>
<td>0.14 (0.07)</td>
<td>0.002 to 0.28</td>
<td>.08</td>
<td>1.99 (360)</td>
<td>.047</td>
</tr>
</tbody>
</table>
Discussion

The findings of this study show that perceived usefulness in general, perceived ease of use, professional social influence, facilitating conditions, and telemedicine caseload predict MH providers’ intentions to use telemedicine in the future. Age, onset of telemedicine usage, and perceived usefulness in relation to the COVID-19 pandemic were not found to be significant predictors in the final model.

Principal Findings

Social influence from other MH providers was the strongest predictor of intentions to continue using telemedicine after the COVID-19 pandemic. Pre–COVID-19 research found influence from organizational leadership to be less important for health care providers than perceived usefulness, reporting that a main driver of provider intentions was how useful they believed the technology would be for patients [24,40]. Other studies have examined social influence in general but not from others in one’s profession [23,41]. Social context is an important factor for telemedicine acceptance, and researchers have started to identify a need for a “telehealth culture” to share experiences, opinions, and preferences among providers in the same profession [29,42]. Future research should aim to explore the development and impact of a professional telehealth culture since the onset of the COVID-19 pandemic.

Pre–COVID-19 research showed perceived usefulness to be the most important predictor of provider intentions to continue using telemedicine [24,41,43]. In contrast, our study found social influence from other MH providers to be most influential. This may be due to the somewhat mandatory adoption of telemedicine during the COVID-19 pandemic, compared to pre–COVID-19 studies where telemedicine use may have been more voluntary. The pandemic may have shifted MH providers’ priorities from usefulness to other valuations (eg, social influence). Future research should investigate the role of patient preferences in MH providers’ telemedicine usage.

It may be that providers with larger remote caseloads became more proficient with the use of telemedicine through experience. In previous research, increased experience using telemedicine was found to strengthen providers’ positive attitudes toward remote care after acquiring practice, troubleshooting skills, and workflow integration [29]. Providers with more experience using telemedicine may have a better experience as a result of increased comfort and familiarity with telemedicine interfaces and features, and may experience less frustration owing to technological difficulties and incorporating new technology into their practice [44]. Notably, the onset of telemedicine usage was not a significant predictor in the final model, suggesting that the frequency of telemedicine use mattered more than the duration of use. Future research may focus on the relation between self-efficacy and telemedicine use (ie, workflow integration and technical disruptions) and quality of care (ie, therapeutic alliance and communication).

Perceived ease of use was not among the strongest predictors of intentions to use telemedicine. This finding is consistent with recent examinations of UTAUT in relation to the COVID-19 pandemic [18,24,43]. Providers in this sample reported high ease-of-use ratings, which may have been influenced by widespread adoption, larger telemedicine caseloads, and workflow integrations. Although not a particularly strong predictor, facilitating conditions predicted intentions for continued future use of telemedicine. This finding is consistent with telemedicine acceptance research among providers [41,43]. Notably, 75% of providers in this study practiced in individual practice settings and reported strong support, training, resources, and comfort using telemedicine in their practice. Our results suggest that these facilitating conditions may influence sustainability and practicality of long-term integration of telemedicine in one’s practice. Future research should investigate the effect of different practice types on facilitating conditions.

Limitations

This study contains several limitations. First, data were sampled from users of one commercial telemedicine company, who were compensated with 1 month of free professional membership. This may not be representative of all telemedicine providers and may have biased sampling toward providers who are more interested in telemedicine. Future research should confirm the generalizability of our findings among TMH providers across platforms and in other contexts and countries, and should focus on negative opinions and experiences as well as positive ones. However, previous studies have reported that TMH users sampled from Doxy.me are representative of overall industry demographics, and other studies have reported similar findings regarding future telemedicine usage [15].

Furthermore, the secondary analysis of data excluded some constructs from the TAM and UTAUT models, and some provider demographics may be overrepresented in the sample (eg, individual practice, mental health counselor, cognitive behavioral therapy treatment paradigm, and primarily treats adults). A stratified sampling procedure would ensure equal representation of practice types and provider specialties. As COVID-19 regulations and norms evolve, future researchers should continue to investigate patterns in MH providers’ telemedicine usage and intentions.

Conclusions

The purpose of this study was to examine TMH providers’ intentions to continue using telemedicine after the COVID-19 pandemic, which changed the landscape of MH care by necessitating the need for service delivery via telemedicine. Most TMH providers reported intentions to continue using telemedicine in their profession between “about the same” or “more” after the COVID-19 pandemic. We speculate that this points toward widespread, sustained telemedicine adoption in the future. Stronger intention for future use was predicted by social influence, perceived usefulness, telemedicine caseload, perceived ease of use, and facilitating conditions. Social influence from others in one’s profession was the strongest predictor of the continued use of telemedicine. Sustained high rates of telemedicine may lead to the development of a “telehealth culture” in which providers can depend on others in their profession for TMH training, resources, and workflow.
rates of current telemedicine usage are expected to remain high even after the COVID-19 pandemic, especially for providers with a large percentage of caseloads seen via telemedicine. Telemedicine appears to be an important part of current and future MH care.
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Abstract

Background: On January 23, 2020, the city of Wuhan, China, was sealed off in response to the COVID-19 pandemic. Studies have found that the lockdown was associated with both positive and negative emotions, although their findings are not conclusive. In these studies, emotional responses to the Wuhan lockdown were identified using lexicons based on limited emotion types.

Objective: This study aims to map Chinese people’s emotional responses to the Wuhan lockdown and compare Wuhan residents’ emotions with those of people elsewhere in China by analyzing social media data from Weibo using a lexicon based on the circumplex model of affect.

Methods: Social media posts on Weibo from 2 weeks before to 2 weeks after the Wuhan lockdown was imposed (January 9, 2020, to February 6, 2020) were collected. Each post was coded using a valence score and an arousal score. To map emotional trajectories during the study period, we used a data set of 359,190 posts. To compare the immediate emotional responses to the lockdown and its longer-term emotional impact on Wuhan residents (n=1236) and non-Hubei residents (n=12,714), we used a second data set of 57,685 posts for multilevel modeling analyses.

Results: Most posts (248,757/359,190, 69.25%) made during the studied lockdown period indicated a pleasant mood with low arousal. A gradual increase in both valence and arousal before the lockdown was observed. The posts after the lockdown was imposed had higher valence and arousal than prelockdown posts. On the day of lockdown, the non-Hubei group had a temporarily boosted valence (γ_20=0.118; SE 0.021; P<.001) and arousal (γ_30=0.293; SE 0.022; P<.001). Compared with non-Hubei residents, the Wuhan group had smaller increases in valence (γ_21=−0.172; SE 0.052; P<.001) and arousal (γ_31=−0.262; SE 0.053; P<.001) on the day of lockdown. Weibo users’ emotional valence (γ_40=0.000; SE 0.001; P=.71) and arousal (γ_40=0.001; SE 0.001; P=.56) remained stable over the 2 weeks after the lockdown was imposed regardless of geographical location (valence: γ_41=−0.004, SE 0.003, and P=.16; arousal: γ_41=0.003, SE 0.003, and P=.26).

Conclusions: During the early stages of the pandemic, most Weibo posts indicated a pleasant mood with low arousal. The overall increase in the posts’ valence and arousal after the lockdown announcement might indicate collective cohesion and mutual support in web-based communities during a public health crisis. Compared with the temporary increases in valence and arousal of non-Hubei users on the day of lockdown, Wuhan residents’ emotions were less affected by the announcement. Overall, our data suggest that Weibo users were not influenced by the lockdown measures in the 2 weeks after the lockdown announcement. Our findings offer policy makers insights into the usefulness of social connections in maintaining the psychological well-being of people affected by a lockdown.

(JMIR Form Res 2022;6(11):e37698) doi:10.2196/37698
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Introduction

Background

The COVID-19 pandemic broke out in China in December 2019, with the city of Wuhan as its epicenter. To contain the spread of the virus, the Chinese government put Wuhan into lockdown on January 23, 2020, by imposing restrictions on travel to and from the city [1]. More rigorous lockdown measures, including limits on outdoor activities and community containment, were gradually implemented in the following weeks [2]. Although lockdowns can effectively limit the spread of a virus [3], these measures seriously interfere with citizens’ daily routines and social interactions [4]. Studies have found that travel restrictions and social distancing can lead to negative emotions such as distress, anger, and fear [5,6]. In this study, we sought to comprehensively map the emotional trajectories of Chinese people during the Wuhan lockdown using Weibo posts as our data source.

Understanding people’s emotions during public health emergencies is important. At the individual level, emotional experiences are related to mental health. Negative emotions (eg, hostility and fear) during the pandemic were found to mediate the positive correlation between exposure to stressful events (eg, experiencing a lockdown and witnessing the death of loved ones) and symptoms of anxiety and depression [7]. Positive emotions, by contrast, were positively correlated with resilience, and the correlation was stronger among people who had experienced a higher level of negative emotions in the preceding week [8,9]. High-arousal emotions (eg, anger and fear) were found to be associated with poor sleep quality, stress, and anxiety during the pandemic [10,11]. Although emotions with low arousal (eg, calmness and boredom) make people feel relaxed, they have been found to be associated with depression [12] and a loss of meaning in life [13]. People’s emotions may also contribute to behavioral outcomes in the context of public emergencies. For example, there is evidence that pleasant (eg, happiness) and unpleasant (eg, fear and anxiety) emotions were related to compliance with social distancing measures during the pandemic [14-17]. Heffner et al [18] found that pleasant emotions with higher arousal elicited by prosocial messages about COVID-19 were correlated with greater compliance with social distancing. The unremitting and repetitive living situation was found to be associated with emotions with low arousal (eg, boredom) during the pandemic and stimulus-seeking behaviors such as impulsive buying after the pandemic [19]. Although it is clear that lockdown measures affected people’s emotions, research findings are far from conclusive.

Why Study the Wuhan Lockdown?

Although many countries implemented lockdown measures during the pandemic [20], people’s emotional responses following the Wuhan lockdown were unique for several reasons. First, the Wuhan lockdown occurred at the beginning of the pandemic. Owing to the public’s lack of knowledge and preparation for the outbreak of a novel disease, the abrupt lockdown triggered particularly strong emotional reactions, including fear, anxiety, and hopelessness [21]. Second, the lockdown measures in China were more strictly implemented than anywhere else in the world because a wide range of local institutions (eg, residents’ committees and property management companies) were mobilized [22]. Third, the Wuhan lockdown was implemented just before the Chinese New Year, a major holiday in Chinese communities. The mobility restrictions prevented individuals from participating in significant activities such as family reunions, leading to intense emotional responses (eg, anxiety, disappointment, anger, and hostility) and worsened psychological well-being [2,4,23,24].

Studying the emotional responses of Wuhan residents can be important as those who were physically restricted by the lockdown measures were more emotionally vulnerable to pandemic-related events. Studies have found that residents of Wuhan and the rest of the Hubei province were sensitive to milestone events (eg, the lockdown announcement on January 23, 2020, and the death of Dr Li Wenliang on February 7, 2020) and expressed more negative emotions after the lockdown was imposed than people from elsewhere in China [2,4,25,26]. In this study, we used sentiment analysis of Weibo data and the circumplex model of affect to examine the emotional responses of Chinese people in general and those living in Wuhan in particular.

Why Examine the Wuhan Lockdown Using Social Media Posts?

During the pandemic, social media became a major source of information about the public’s emotions in response to lockdowns [27]. Unlike surveys, which rely on retrospective self-reports, social media data include real-time spontaneous feelings from a wide variety of people and are free from recall bias and demand characteristics [25,28,29]. Starting from the outbreak of COVID-19, a massive wave of discussions took place on Sina Weibo, one of China’s most popular social media platforms [2,27]. In March 2022, Weibo had 582 million active users per month and 252 million active users per day [30]. Emotion information embedded in posts on Weibo provides a unique source of data for researchers to investigate emotions in response to the Wuhan lockdown. Therefore, in this study, we used Weibo posts to map the emotional trajectories of Chinese people before and after the lockdown was imposed.

Using social media data, recent studies have found an increase in negative emotions such as fear, panic, guilt, anger, and disappointment [2,4,25,26,28,31] as well as an increase in positive emotions such as feeling blessedness, hope, admiration, and encouragement after the Wuhan lockdown [2,26,32]. It appears that Chinese people experienced increases in both pleasant and unpleasant emotions after the lockdown was imposed. However, researchers have used several discrete emotion categories to code social media data. For example, Su et al [26] used the negative emotion and affect categories from the Simplified Chinese Linguistic Inquiry and Word Count lexicon [31]. Su et al [28] and Yu et al [25] adopted “depression,” “like,” “dislike,” “anger,” “sadness,” “fear,” “enjoyment,” “disgust,” and “surprise” from the Affective Lexicon Ontology [33]. Shen et al [2] manually coded emotion words from corpora as “anger,” “fear,” “neutral,” “encouragement,” and “hope.” Cao et al [32] used the Ortony, Clere, and Collins model and the 6 emotions by Ekman to...
categorize emotions as “joy,” “hope,” “distress,” “fear,” “admiration,” “reproach,” and “neutral.” The limited emotion types used in previous studies might not be sufficient to construct a complete picture of emotional responses during the Wuhan lockdown. Applying a sentiment analysis based on the circumplex model of affect, this study sought to map the comprehensive emotion trajectories of Chinese people during the Wuhan lockdown.

The Circumplex Model of Affect

The circumplex model of affect defines emotion in a Cartesian space with 2 independent dimensions and has received support in various cultural settings [34-37]. The horizontal axis, valence, denotes the degree of pleasantness and unpleasantness, and the vertical axis, arousal, denotes the degree of activation and deactivation. An emotion is composed of different levels of valence and arousal. For instance, although both calmness and encouragement are pleasant emotions, the former is less activated than the latter. Compared with categorical models in which emotions are restricted to a certain number of categories, the circumplex model allows for a potentially infinite number of emotions, thus enabling a more fine-grained analysis of emotion in sentiment analysis [38].

Although previous research findings have shown that both pleasant and unpleasant emotions were related to compliance with social distancing during the pandemic, the arousal dimension of the circumplex model of affect has been largely overlooked. For example, Shen et al [2] sorted emotions into “positive,” “negative,” and “neutral” categories, neglecting the arousal dimension. Researchers have mainly focused on high-arousal unpleasant emotions such as fear, panic, and anger [28] while neglecting low-arousal emotions such as calmness and glumness [36]. To obtain a full picture of the emotional trajectories of Chinese people in response to the Wuhan lockdown, we used a lexicon based on the circumplex model of affect for sentiment analysis in this study.

Objectives

Understanding citizens’ emotional responses to extreme social distancing measures such as a lockdown provides insights into how governments can effectively respond to a pandemic. The Wuhan lockdown certainly served as a catalyst for research on mapping the emotions of those affected by lockdown measures, but the findings remain far from conclusive. The aim of this study was to examine the emotional trajectories expressed on Weibo using a sentiment analysis approach. Specifically, we sought to answer three research questions (RQs): (1) What were the emotional trajectories of Chinese people during the Wuhan lockdown? (RQ 1); (2) Were there any differences in immediate emotional responses to the lockdown between people from Wuhan and those from non-Hubei areas? (RQ 2); and (3) Were there any differences in the longer-term impact of the lockdown on emotional responses between people from Wuhan and those from non-Hubei areas? (RQ 3).

Methods

Data Sets

Overview

To explore the emotional responses of Chinese people, we extracted 2 data sets from Weibo, each using a different set of keywords. From both data sets, we extracted posts created from 2 weeks before to 2 weeks after the lockdown announcement (ie, January 9, 2020, to February 6, 2020) and removed posts that yielded missing valence and arousal values. When the posts contained words not coded in the lexicon, missing values were assigned.

We included the 2 weeks before the lockdown in the analysis to create a full picture of prelockdown emotional trajectories. The limit of 2 weeks after the lockdown announcement was chosen to avoid the potential influence of the death of whistleblower Dr Li Wenliang on February 7, 2020 [25]. This event was accompanied by a dramatic increase in the number of posts and content characterized by negative emotions such as anger, fear, surprise, and depression [4,25,27], which could bias the emotional trajectories immediately following the lockdown announcement.

Data Set 1

The data in data set 1 were collected using Weibo’s built-in advanced search tool, through which the search can be optimized by specifying keywords, time frames, and categories (eg, original posts or reposts). A crawler was developed using the htrr and rvest packages in R (R Foundation for Statistical Computing) [39,40]. The keyword “武汉” (“Wuhan”) was used in the search. The data set was created in June 2020 and contained 602,737 original posts made by 396,054 users from January 1, 2020 to February 15, 2020. After removing posts with missing values and extracting posts created from 2 weeks before to 2 weeks after the lockdown announcement, the final data set included 359,190 posts by 242,023 users.

Data Set 2

The data in data set 2 were extracted from a publicly available data set named Weibo-COV2 that contains >65 million Weibo posts made by 20 million active users from December 2019 to December 2020 [41]. The authors of Weibo-COV2 defined active users as those with >50 followers and 50 fans who had made a post within the 30 days before the data were collected. Inactive users were excluded as they did not make any posts during the pandemic. The authors first built a pool of active users whose posts were screened using 492 pandemic-related keywords. The 492 keywords used by the authors [41] covered events (eg, “武汉封城,” implying “Wuhan lockdown”), drugs and supplies (eg, “口罩,” implying “masks”), experts and physicians (eg, “钟南山,” implying “Zhong Nanshan”), and government policies (eg, “延迟开学,” implying “postponing school reopening”). In this study, we extracted Weibo-COV2 data from 2 weeks before to 2 weeks after the Wuhan lockdown announcement and removed posts with missing valence and arousal values. As we aimed to explore individuals’ emotional responses before and after the lockdown was imposed, data from users who created only 1 post were excluded. Ultimately,
data set 2 contained 974,317 posts—282,442 (28.99%) made before the lockdown announcement and 691,875 (71.01%) made after the lockdown announcement—by 219,446 unique users, each of whom made at least one post before and one post after the lockdown was imposed.

**Comparing the 2 Data Sets**

Each of our 2 data sets had strengths and limitations. Together, they provided an effective platform to address our 3 RQs.

First, different keywords were used to create each data set. The keyword “Wuhan” for data set 1 allowed us to understand the daily emotional trajectories before pandemic-related topics went viral on Weibo, providing a baseline measure. By contrast, the pandemic-related keywords for data set 2 allowed us to explore people’s emotions regarding the pandemic. On January 20, 2020, when human-to-human transmission was confirmed, the number of daily posts on Weibo-COV2 increased dramatically [27,41]. To comprehensively map the emotional trajectory of Chinese people during the lockdown period, it is necessary to use both data sets 1 and 2.

Second, the 2 data sets had different structures. The data in data set 1 were cross-sectional in nature and included posts made by different people over time. Most user IDs (208,389/242,023, 86.1%) had only 1 corresponding post. Such cross-sectional data provide snapshots of Chinese people’s emotions at different time points. By contrast, as data set 2 included all pandemic-related posts from each user, we were able to map their emotions before, during, and after the lockdown was imposed.

We used data set 1 to explore emotional trajectories before and after the Wuhan lockdown was imposed (RQ 1). Using data set 2, we compared the immediate emotional responses to the lockdown (RQ 2) and its longer-term emotional impact (RQ 3) for people from Wuhan and non-Hubei people.

**Ethical Considerations**

To protect human participants’ privacy, all users’ personal information was anonymized during our analysis. This study focused on human emotions at the aggregated level, meaning that individual-level information was averaged across users and no individual information was disclosed.

**Data Cleaning**

We cleaned the posts before assigning emotion scores. Figure 1 summarizes the process of data cleaning and sentiment analysis. Weibo posts have two major formats: original posts and reposts. An original post contains the original comments made by a user. A repost usually has three parts: the original message being reposted, other users’ comments about the original post, and the reposting user’s comments about the original post. As previous studies found that including the message being reposted in sentiment analysis significantly reduced the unpleasantness of emotions in Weibo posts, we excluded the original message being reposted and previous users’ comments and analyzed the comments by the reposting user only [42]. For example, a repost might read, “Hey guys, these are the new disinfection guidelines by our hospital, please repost to let more people know. Reason for repost: Very good. Thank you very much! //@PriorUser1: Sounds good, thank you.” In this repost, only the phrase “Very good. Thank you very much!” is an original comment made by the reposting user and would be subjected to our sentiment analysis. However, if the reposting user added no comments, we conducted sentiment analysis on all previous users’ comments to represent the reposting user’s comment as previous studies have found that Weibo users only repost other users’ comments when they agree with them [43,44].

During data cleaning, we first retained the original posts and the comments made by the reposting user. We then removed tags, usernames, and web links from each post as such content would add noise to the analysis. The remaining content of each post was retained for sentiment analysis.
Figure 1. Process of data cleaning and sentiment analysis with post examples. CSLI: Chinese Sentiment Lexicon for Internet.

**Sentiment Analysis**

A lexicon-based sentiment analysis was conducted to assign each post a valence score and an arousal score based on the Chinese Sentiment Lexicon for Internet (CSLI) [45], which consists of 7088 Chinese words, each of which is annotated with a valence score ranging from $-4$ to $4$ and an arousal score ranging from $0$ to $8$.

Our sentiment analysis procedure is summarized in Figure 1. The JiebaR package in R [46] was used for tokenization, which involved extracting the emotion words listed in the CSLI from each post. Following the procedures by Zhao et al [45], we calculated the valence and arousal scores of each post using the weighted average value. For each post, the valence score of each emotion word was multiplied by its frequency—the products of all emotion words in a post were summed and then divided by the total frequency of all emotion words in the post. The same method was applied to calculate the arousal score. Mean valence and arousal scores were assigned to each post to indicate its emotion. Using Weibo posts, Zhao et al [45] validated this sentiment analysis method by comparing valence and arousal scores rated by participants with the predicted CSLI scores for the same posts. The convergence was $0.70$ for valence and $0.59$ for arousal. As valence in the CSLI lexicon has a range of $-4$ to $4$, we defined posts with valence scores $<0$ as unpleasant and scores $>0$ as pleasant. Similarly, as arousal has a range of $0$ to $8$, we defined posts with arousal scores $<4$ as low-arousal and scores $>4$ as high-arousal.

For subsequent analyses, we computed 2 types of daily emotion scores using the valence and arousal scores of posts yielded by the CSLI lexicon. One was daily emotion by person. For example, a daily valence score by person was calculated for a user by averaging the valence scores of all posts made by the user on that day. A daily arousal score by person was calculated in the same way. The other type of daily emotion score was emotion by day. A valence score by day was calculated by averaging all daily valence scores by person across users who...
created posts on a particular day. An arousal score by day was calculated in the same way.

**Geographical Location: Wuhan Versus Non-Hubei Residents**

People who were physically restricted by the lockdown measures might have had different emotional responses from people who were not in the lockdown area. A previous study found that Hubei residents expressed more negative emotions than those living elsewhere in China during the pandemic [2]. To examine the differences in emotions in response to the Wuhan lockdown between Wuhan and non-Hubei areas, we grouped the Weibo users in data set 2 into a Wuhan group (ie, the lockdown area) and a non-Hubei group (ie, nonlockdown area) based on their postlockdown geographical location. The non-Hubei area, rather than the non-Wuhan area, was used as Wuhan was not the only city in the Hubei province that was locked down after January 23, 2020. A total of 15 other cities in Hubei gradually implemented similar restrictions up to January 27, 2020 [47]. Therefore, to compare the pre- and post–lockdown announcement periods, we decided to focus on the non-Hubei rather than the non-Wuhan area.

To differentiate between Wuhan and non-Hubei users, the IDs of users who made posts after the announcement that contained geotags (ie, the GPS coordinates of a user’s device, including longitude and latitude) were filtered for geographical information [48]. As people could no longer enter or exit Wuhan after the lockdown was imposed, the users’ GPS information enabled us to assess their actual geographical locations after the lockdown was imposed.

We used data set 2 to explore the emotional responses of the Wuhan and non-Hubei groups. We first used the geotags to separate user IDs into Wuhan and non-Hubei groups. All posts with these user IDs were then extracted, resulting in 6665 posts generated by 1236 users in Wuhan and 51,020 posts generated by 12,714 users outside Hubei. These users all made at least one post before and one post after the lockdown was imposed. It is important to note that Weibo users can select geotags from a list of locations, allowing them to misreport their actual locations. This function is an unfortunate drawback of Weibo data and should be treated as a source of error [48].

**Multilevel Modeling**

We used data set 2 to examine how people’s everyday emotions evolved from 2 weeks before to 2 weeks after the lockdown was imposed. As data set 2 had a nested data structure in which repeated measures of emotion ratings were nested within each user, we used multilevel modeling [49]. A multilevel model separates the residual variances of a sample into within-person (level 1) and between-person (level 2) variances [50]. Multilevel modeling allows for data dependency [51,52], meaning that the measures of one person would be more similar to one another than to the measures of another person. In addition, social media data are not always complete, meaning that there would be missing observations if an individual did not post anything on certain days. Multilevel modeling is suitable for social media data as it can tolerate missing observations [51].

Piecewise multilevel models can capture changes in groups during different phases [53] and can therefore be used to compare the changes in emotional trajectories between the Wuhan and non-Hubei groups before and after the lockdown was imposed. The number of posts in data set 2 was small before January 20, 2020, as widespread discussion of pandemic-related topics had not yet started [27,41]. To ensure adequate observations of emotion ratings across users per day (ie, >50 users per day) [54], we used data set 2 data starting from January 20, 2020, for the multilevel modeling. The R package lme4 [55] was used to estimate the multilevel models.

**Results**

**Emotion Map**

The data in data set 1 included 359,190 posts made by 242,023 users. To map the emotion distribution of Weibo posts, the valence and arousal scores of each post were used to draw the scatterplot shown in Figure 2. The valence and arousal combinations are depicted by their frequency. Posts were classified as unpleasant when their valence scores were <0 and as pleasant when their valence scores were >0. Posts were classified as low-arousal when their arousal scores were <4 and as high-arousal when their arousal scores were >4.

Overall, the emotions in the posts spread across the valence-arousal plane, covering both the pleasant and unpleasant areas. Highly frequent combinations of valence and arousal scores were gathered in low-arousal areas and leaned toward the pleasant half of the plane. Several highly frequent valence-arousal combinations were in the pleasant and high-arousal quadrants (valence >0; arousal >4).

Of the 359,190 posts, 248,757 (69.25%) fell in the pleasant and low-arousal quadrant (valence >0; arousal <4), 72,773 (20.26%) fell in the unpleasant and low-arousal quadrant (valence <0; arousal <4), 32,850 (9.15%) fell in the pleasant and high-arousal quadrant (valence >0; arousal >4), and 2023 (0.56%) fell in the unpleasant and high-arousal quadrant (valence <0; arousal >4). The remaining 0.78% (2787/359,190) of posts were neutral in valence or had a moderate arousal of 4. These results showed that, among all the combinations of valence and arousal, most posts (282,068/359,190, 78.53%) made from January 9, 2020, to February 6, 2020, were pleasant, among which there were more low- than high-arousal emotions.

To evaluate the relationship between the valence and arousal of posts on Weibo, a quadratic regression was fitted to the 359,190 posts. The results showed a significant quadratic relationship between valence and arousal ($F_{2,359,187}=1.554 \times 10^5; P<.001; R^2=0.464$). The regression equation was $\text{arousal} = 2.156 + 0.046 \times \text{valence} + 0.368 \times \text{valence}^2$. As shown in Figure 2, both pleasant and unpleasant emotions were accompanied by activation (refer to the study by Yik et al [37]).
Daily Emotional Trajectories Before and After the Lockdown Was Imposed

To explore the emotional trajectories before and after the lockdown was imposed (RQ 1), the data in data set 1 were analyzed. We averaged the valence of all posts made on each day and plotted the daily valence scores over the 4 weeks. Figure 3A displays the daily trajectories in valence (−4 to +4). On January 20, 2020, when human-to-human transmission of COVID-19 was confirmed [25], a turning point emerged during which the valence score increased until January 23, 2020, and then reached a plateau and stabilized at a higher level. On February 3, 2020, a day after all patients infected or suspected to be infected with SARS-CoV-2 were required to be quarantined and isolated [25], valence rose to a higher level than the week after the lockdown announcement, reaching a second plateau. The results show that the emotions expressed on Weibo became more positive starting on January 20, 2020, 3 days before the lockdown. After the lockdown was imposed, a higher level of pleasant emotions was expressed, although valence was generally pleasant (valence >0) at a low level (arousal <4). Two valence plateaus were observed: one from January 23, 2020, to February 2, 2020, and one from February 3 to 6, 2020.

Similarly, we averaged the arousal of all posts made on each day and plotted the daily arousal scores over the 4 weeks. Figure 3B displays the daily trajectory of arousal scores (0 to 8). The plot shows that the turning point of arousal occurred on January 19, 2020, after which arousal increased until January 23, 2020, and then reached a first plateau and became stable. From February 3, 2020, arousal rose to a higher level than the week after the lockdown was imposed and reached a second plateau. These results show that the emotions expressed by Weibo users became more activated during the lockdown, although the daily arousal level was generally low. Two arousal plateaus were observed: one from January 23, 2020, to February 2, 2020, and one from February 3 to 6, 2020.

To investigate the reasons for the 2 valence and arousal plateaus during the lockdown, we conducted separate lexical analyses on the word frequencies across all words that were used during the 2 plateau periods. Word clouds, in which more frequently used words appear in larger font sizes, were used to visualize word frequency and demonstrate the main themes of the posts [56]. The 100 most frequently used words in the 2 weeks before the lockdown (January 9, 2020, to January 22, 2020) are illustrated in Figure 4A. The word 兄弟 (brothers) was the most commonly used word in the 2 weeks before the lockdown as fans of a music band named 摩登兄弟 (Modern Brothers) were doing promotion activities. This result provides a picture of Weibo topics before the lockdown, during which people on Weibo engaged in celebrity promotion activities and discussed topics other than the COVID-19 pandemic [57,58].

As shown in Figure 4B, of the 100 most frequently used words in the 2 weeks after the lockdown announcement (January 23, 2020, to February 6, 2020), 加油 (jiayou or add oil, which is a term of encouragement) had the highest frequency, accounting for 4.32% (81,969/1,895,476) of all emotion words found in the posts. The prevalence of jiayou increased to 6.48% (57,239/883,447) from February 3 to 6, 2020. Notably, jiayou accounted for only 0.53% (6734/1,277,449) of emotion words in the 2 weeks before the lockdown. In the CSLI lexicon, jiayou has a valence score of 2.000 (ranging from −4 to +4) and an arousal score of 5.143 (ranging from 0 to 8). It is likely that the escalating valence of Weibo posts during the lockdown can be attributed to an increased use of words of encouragement such as jiayou.
The Emotional Trajectories of Wuhan and Non-Hubei Residents

Data set 2 included 6665 posts made by 1236 Wuhan residents and 51,020 posts made by 12,714 non-Hubei residents from 2 weeks before to 2 weeks after the lockdown announcement. Each user made at least one post before and one post after the announcement. To examine the daily valence trajectories of Wuhan and non-Hubei residents, we averaged the daily valence across users on each day to generate daily valence scores for the Wuhan and non-Hubei groups. The daily arousal trajectories of Wuhan and non-Hubei residents were generated using the
same method. Figure 5A shows the daily valence trajectories of the Wuhan group and the non-Hubei group during the same period. Before human-to-human transmission of the virus was confirmed on January 20, 2020, the valence of the Wuhan group fluctuated more dramatically than that of the non-Hubei group, possibly because the data points were dominated by a small amount of data across individuals per day. Before January 20, 2020, the number of people who created posts per day in the Wuhan group ranged from 1 to 45, whereas the number of people who created posts per day in the non-Hubei group ranged from 11 to 91.

From January 20, 2020, the number of people who made posts per day dramatically increased in both the Wuhan and non-Hubei groups to a minimum of 162 individuals per day, which is consistent with the findings of Lu et al [27] and Hu et al [41], who reported a dramatic increase in Weibo-COV2 data after January 20, 2020. From January 20, 2020, the daily valence of the Wuhan and non-Hubei groups became parallel and increased steadily until the lockdown announcement on January 23, 2020, when the valence of the non-Hubei group peaked but that of the Wuhan group remained at a similar level to that of the previous day. After January 23, 2020, the daily valence of both groups increased and became similar across days. Notably, unlike the non-Hubei group, the Wuhan group did not express more pleasant emotions on the day of lockdown.

Figure 5B shows a plot of daily arousal trajectories of the Wuhan and non-Hubei groups during the same period. The trajectories of both groups became parallel and increased after January 20, 2020, before diverging on January 23, 2020, when arousal peaked in the non-Hubei group but remained steady in the Wuhan group. After the lockdown was imposed on January 23, 2020, the daily arousal trajectories of both groups stabilized at a higher level and became parallel across days. Unlike the non-Hubei group, the Wuhan group did not express more activated emotions on the day of lockdown.

Figure 5. Daily valence and arousal trajectories in the Wuhan and non-Hubei groups from January 9, 2020, to February 6, 2020 (data set 2).

Immediate Emotional Responses of Wuhan and Non-Hubei Weibo Users to the Wuhan Lockdown

Preliminary Analysis

To compare the immediate emotional responses of Wuhan and non-Hubei residents to the lockdown (RQ 2), multilevel modeling was conducted using data set 2. The descriptive statistics are provided in Table 1. The skewness of the valence scores ranged from −0.188 to 1.633, and the kurtosis ranged from 0.892 to 3.982, both of which are within the acceptable range for data normality (−2 to +2 for skewness and −7 to +7 for kurtosis) [59,60]. The skewness of the arousal scores ranged from 1.393 to 1.633, and the kurtosis ranged from 2.499 to 3.982, both of which are also within the acceptable range for data normality.
### Table 1. Descriptive statistics of valence and arousal by person by day for the Wuhan and non-Hubei groups (data set 2).

<table>
<thead>
<tr>
<th>Emotional response and group</th>
<th>Users, N</th>
<th>Mean (SD)</th>
<th>Skew</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Valence (−4 to +4)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hubei</td>
<td>12,714</td>
<td>0.555 (0.913)</td>
<td>−0.188</td>
<td>0.892</td>
</tr>
<tr>
<td>Wuhan</td>
<td>1236</td>
<td>0.453 (0.845)</td>
<td>0.004</td>
<td>1.220</td>
</tr>
<tr>
<td><strong>Arousal (0 to 8)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hubei</td>
<td>12,714</td>
<td>2.544 (0.815)</td>
<td>1.393</td>
<td>2.499</td>
</tr>
<tr>
<td>Wuhan</td>
<td>1236</td>
<td>2.446 (0.718)</td>
<td>1.633</td>
<td>3.982</td>
</tr>
</tbody>
</table>

### Multilevel Modeling

To examine the proportion of variance of valence accounted for by between- and within-person levels, we first used an empty multilevel model with random intercept only [51]. The results indicated a significant between-person variance of 0.332 ($\chi^2 = 1187.2; P < .001$). The intraclass correlation coefficient was 0.134, implying that the between-person variance accounted for 13.40% of the variance. The same analysis was repeated for the arousal scores. The results indicated a significant between-person variance of 0.252 ($\chi^2 = 699.6; P < .001$). The intraclass correlation coefficient was 0.098, implying that the between-person variance in arousal accounted for 9.77% of the variance. These results justified multilevel analysis at both level 1 (within-person) and level 2 (between-person).

To compare the emotional responses to the lockdown of Wuhan and non-Hubei residents (RQ 2), we introduced 4 slopes into the multilevel model. To ensure adequate observations of emotion ratings across users per day (ie, >50 users per day) [54], we used data after January 20, 2020, in data set 2. Slope 1 modeled the emotional trajectories between January 20, 2020, and January 22, 2020, just before the lockdown. To compare the immediate emotional responses to the lockdown of Wuhan and non-Hubei residents, slopes 2 and 3 were introduced into the model. Slope 2 tested whether the emotions on the day of lockdown (January 23, 2020) were different from the emotions on the day before (January 22, 2020); slope 3 tested whether the emotions on the day of lockdown (January 23, 2020) were different from the emotions the following day (January 24, 2020). To compare the longer-term emotional impact on Wuhan and non-Hubei residents after the lockdown was imposed, we used slope 4 to model emotional changes in the 2 weeks after the lockdown was imposed (ie, between January 24, 2020, and February 6, 2020). Figure 6 summarizes the coding scheme for the 4 slopes. The dates on or before the start date of a slope were coded as 0, and the dates after the start date of a slope were coded with a sequential integer depending on the distance from the start date. For example, as slope 4 started on January 24, 2020, the dates on or after January 24 were coded as 1 for January 25, 2 for January 26, and so on.

The outcomes of all models were tested using the daily emotion data (ie, either valence or arousal) of each person. Whenever location was included as a between-person (level 2) predictor, it was dummy coded as 1, denoting the Wuhan group, or 0, denoting the non-Hubei group.

![Figure 6. Coding scheme for slopes 1 to 4 in multilevel modeling.](https://formative.jmir.org/2022/11/e37698)
we estimated the random effects (ie, variability across users in Wuhan and non-Hubei groups) of slope 2 (the emotional trend from January 22, 2020, to January 23, 2020) and slope 3 (the emotional trend from January 23, 2020, to January 24, 2020). Location was introduced as the level-2 predictor. In this model, we examined the fixed effects of slope 1 (January 20, 2020, to January 22, 2020) and slope 4 (2 weeks after the lockdown was imposed) to test the overall changes in both the Wuhan and non-Hubei groups. In all the models, \( i \) denoted an individual, and \( t \) denoted a date. Multilevel model 1 is shown in Textbox 1.

Textbox 1. Multilevel model 1 for immediate emotional responses.

\[
\begin{align*}
\text{Multilevel model 1} \\
\text{• Level 1:} \\
\text{• Emotion}_it &= \beta_{0i} + \beta_{1i} \times \text{slope 1} + \beta_{2i} \times \text{slope 2} + \beta_{3i} \times \text{slope 3} + \beta_{4i} \times \text{slope 4} + e_{it} \\
\text{• Level 2:} \\
\beta_{0i} &= \gamma_{00} + \gamma_{01} \times \text{location} + U_{0i} \\
\beta_{1i} &= \gamma_{10} \\
\beta_{2i} &= \gamma_{20} + \gamma_{21} \times \text{location} + U_{2i} \\
\beta_{3i} &= \gamma_{30} + \gamma_{31} \times \text{location} + U_{3i} \\
\beta_{4i} &= \gamma_{40}
\end{align*}
\]

**Valence**

The results of the multilevel modeling with valence as the outcome variable are summarized in the upper panel of Table 2. Before the lockdown, the overall valence of Wuhan and non-Hubei residents yielded a positive coefficient of 0.123, implying an increase in average valence between January 20, 2020, and January 22, 2020 (SE 0.013; \( P<.001 \)).

As location was introduced as a moderator for slopes 2 and 3 in multilevel model 1, the main effects of slopes 2 and 3 indicated the emotion trends conditional at a location of 0 (ie, the non-Hubei group). To test the emotional changes in response to the lockdown, we relied on slope 2. The main effect of slope 2 was positive (\( \gamma_{20}=0.118; \ SE \ 0.021; \ P<.001 \)), implying that the valence score of the non-Hubei group increased from the day before. The random effect of slope 2 was not significant (SD 0.259; \( \chi^2=3.8; \ P=.28 \)), implying that there were no significant variations in slope 2 across individuals in either the Wuhan or non-Hubei group. However, the interaction between slope 2 and location yielded a significant result of \( -0.172 \) (SE 0.052; \( P=.001 \)). This significant moderation of location with an insignificant random effect can be interpreted as a systematic difference between the Wuhan and the non-Hubei groups [53]. Although there was no difference in the valence trend of the individuals in the Wuhan and non-Hubei groups, the mean valence increase was higher in the non-Hubei group than in the Wuhan group. In other words, the non-Hubei residents reacted to the lockdown more positively than the Wuhan residents.

To test the emotional change immediately after the lockdown was imposed, we relied on slope 3. The main effect of slope 3 was negative (\( \gamma_{30}=-0.146; \ SE \ 0.020; \ P<.001 \)), indicating that the valence score of the non-Hubei residents decreased after the day of lockdown. The random effect of slope 3 was significant (SD 0.260; \( \chi^2=24.7; \ P<.001 \)), implying that the slope varied across individuals in both the Wuhan and non-Hubei groups. Location significantly moderated slope 3 and, therefore, the valence score of the Wuhan users did not decrease as much as that of the non-Hubei users (\( \gamma_{31}=0.109; \ SE \ 0.047; \ P=.02 \)). In other words, the valence score of the non-Hubei residents decreased more than that of the Wuhan residents.
Table 2. Immediate emotional responses based on a multilevel model predicting valence or arousal with slope 2 and slope 3 at level 1 by location at level 2 (data set 2).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Fixed effect</th>
<th>Random effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>SE</td>
</tr>
<tr>
<td>Valence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept ($\gamma_{00}$)</td>
<td>0.337</td>
<td>0.022</td>
</tr>
<tr>
<td>Slope 1 ($\gamma_{10}$)</td>
<td>0.123</td>
<td>0.013</td>
</tr>
<tr>
<td>Slope 2 ($\gamma_{20}$)</td>
<td>0.118</td>
<td>0.021</td>
</tr>
<tr>
<td>Slope 3 ($\gamma_{30}$)</td>
<td>-0.146</td>
<td>0.020</td>
</tr>
<tr>
<td>Slope 4 ($\gamma_{40}$)</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>Location ($\gamma_{01}$)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Slope 2 x location ($\gamma_{21}$)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Slope 3 x location ($\gamma_{31}$)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Arousal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept ($\gamma_{00}$)</td>
<td>2.365</td>
<td>0.019</td>
</tr>
<tr>
<td>Slope 1 ($\gamma_{10}$)</td>
<td>0.089</td>
<td>0.011</td>
</tr>
<tr>
<td>Slope 2 ($\gamma_{20}$)</td>
<td>0.293</td>
<td>0.022</td>
</tr>
<tr>
<td>Slope 3 ($\gamma_{30}$)</td>
<td>-0.315</td>
<td>0.021</td>
</tr>
<tr>
<td>Slope 4 ($\gamma_{40}$)</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>Location ($\gamma_{01}$)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Slope 2 x location ($\gamma_{21}$)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Slope 3 x location ($\gamma_{31}$)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

The chi-square value is calculated as the difference in –2loglikelihood between a model with and a model without the random effect.

*Slope 1: emotional trend before the lockdown (between January 20, 2020, and January 22, 2020).
The cells were kept empty when the random effect of a variable was not included in the model.
*Slope 2: difference in emotion between January 23, 2020 (the day of lockdown) and January 22, 2020.
*Slope 3: difference in emotion between January 23, 2020 (the day of lockdown) and January 24, 2020.
*Slope 4: longer-term emotional trend in the 2 weeks after the lockdown was imposed.
*Location: dummy coded as 1 denoting the Wuhan group and 0 denoting the non-Hubei group.

**Arousal**

The results of the multilevel modeling with arousal as the outcome variable are summarized in the lower panel of Table 2. From January 20, 2020, to January 22, 2020, the overall arousal trend of the Wuhan and non-Hubei groups yielded a positive coefficient ($\gamma_{10}$=0.089; SE 0.011; P<.001), indicating an increase in average arousal.

The main effect of slope 2 was positive ($\gamma_{20}$=0.293; SE 0.022; P<.001), indicating that the arousal score of the non-Hubei group on the day of lockdown increased from the day before. The random effect of slope 2 was significant (SD 0.569; $\chi^2=333.2$; P<.001), implying that slope 2 varied across individuals in both the Wuhan and non-Hubei groups. Location significantly moderated slope 2 ($\gamma_{21}$=-0.262; SE 0.053; P<.001), indicating that the non-Hubei group reacted to the lockdown with a greater increase in arousal than that of the Wuhan users.

The main effect of slope 3 had a coefficient of –0.315 (SE 0.021; P<.001), indicating that the arousal score of the non-Hubei residents decreased after the day of lockdown. The random effect of slope 3 was significant (SD 0.607; $\chi^2=403.4$; P<.001), indicating that the slope varied across individuals in both the Wuhan and non-Hubei groups. Location significantly moderated slope 3 ($\gamma_{31}$=0.218; SE 0.050; P<.001), indicating that the non-Hubei group reacted to the lockdown with a greater drop in arousal than that of the Wuhan users.

Taken together, the results indicate that the non-Hubei users’ emotions were influenced by the Wuhan lockdown and became more pleasant and aroused. However, the effect was temporary.
Both the valence and arousal of the non-Hubei group decreased immediately after the day of lockdown, and the magnitude of the decreases in the non-Hubei group was significantly greater than that in the Wuhan group. In other words, the emotions of Wuhan residents were less affected by the lockdown.

** Longer-term Emotional Impact of the Wuhan Lockdown on Wuhan and Non-Hubei Weibo Users **

**Multilevel Modeling**

To examine the longer-term emotional impact of the lockdown (RQ 3), we compared the emotional trajectories in the 2 weeks after the lockdown was imposed (ie, between January 24, 2020, and February 6, 2020) of the Wuhan and non-Hubei groups. We included all 4 slopes tested in the previous model. We tested the random effect of slope 4 (ie, variability across users in the Wuhan and non-Hubei groups). Location was introduced as the level-2 predictor. We also tested the fixed effects of the remaining slopes. Multilevel model 2 is shown in Textbox 2.

**Textbox 2.** Multilevel model 2 for longer-term emotional impact.

Multilevel model 2

- **Level 1:**
  - $\text{Emotion}_{it} = \beta_0 + \beta_1 \times \text{slope } 1 + \beta_2 \times \text{slope } 2 + \beta_3 \times \text{slope } 3 + \beta_4 \times \text{slope } 4 + e_{it}$

- **Level 2:**
  - $\beta_0 = \gamma_{00} + \gamma_{01} \times \text{location}_i + U_{0i}$
  - $\beta_1 = \gamma_{10}$
  - $\beta_2 = \gamma_{20}$
  - $\beta_3 = \gamma_{30}$
  - $\beta_4 = \gamma_{40} + \gamma_{41} \times \text{location}_i + U_{4i}$

**Valence**

The results of multilevel model 2 with valence as the outcome variable are summarized in the upper panel of Table 3. As location was introduced as the moderator for slope 4 in multilevel model 2, the main effects of slope 4 indicated emotional trends conditional on a location of 0 (ie, the non-Hubei group). From January 24, 2020, the main effect of slope 4 for valence was 0.000 (SE 0.001; $P=.71$), indicating no valence change on average for the non-Hubei group in the 2 weeks after the lockdown was imposed. The random effect of slope 4 was significant (SD 0.021; $\chi^2=15.8; P<.001$), indicating that the slope varied across individuals in both the Wuhan and non-Hubei groups. However, location did not moderate slope 4 ($\gamma_{41}=-0.004; \ SE \ 0.003; \ P=.16$), indicating that, although people differed in the longer-term valence trend, the difference was not explained by the location difference between the Wuhan and non-Hubei groups.
### Table 3. Longer-term emotional impact based on a multilevel model predicting valence or arousal with slope 4 at level 1 by location at level 2 (data set 2).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Fixed effect</th>
<th>Random effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>SE</td>
</tr>
<tr>
<td><strong>Valence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept (γ00)</td>
<td>0.339</td>
<td>0.021</td>
</tr>
<tr>
<td>Slope 1 (γ10)</td>
<td>0.124</td>
<td>0.013</td>
</tr>
<tr>
<td>Slope 2 (γ20)</td>
<td>0.094</td>
<td>0.019</td>
</tr>
<tr>
<td>Slope 3 (γ30)</td>
<td>−0.128</td>
<td>0.018</td>
</tr>
<tr>
<td>Slope 4 (γ40)</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>Location (γ01)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Slope 4 x location (γ41)</td>
<td>−0.004</td>
<td>0.003</td>
</tr>
<tr>
<td><strong>Arousal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept (γ00)</td>
<td>2.378</td>
<td>0.018</td>
</tr>
<tr>
<td>Slope 1 (γ10)</td>
<td>0.085</td>
<td>0.011</td>
</tr>
<tr>
<td>Slope 2 (γ20)</td>
<td>0.261</td>
<td>0.017</td>
</tr>
<tr>
<td>Slope 3 (γ30)</td>
<td>−0.284</td>
<td>0.016</td>
</tr>
<tr>
<td>Slope 4 (γ40)</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Location (γ01)</td>
<td>−0.109</td>
<td>0.017</td>
</tr>
<tr>
<td>Slope 4 x location (γ41)</td>
<td>0.003</td>
<td>0.003</td>
</tr>
</tbody>
</table>

*The chi-square value is calculated as the difference in –2loglikelihood between a model with and a model without the random effect.

**Slope 1:** emotional trend before the lockdown (between January 20, 2020, and January 22, 2020).

**Slope 2:** difference in emotion between January 23, 2020 (the day of lockdown) and January 22, 2020.

**Slope 3:** difference in emotion between January 23, 2020 (the day of lockdown) and January 24, 2020.

**Slope 4:** longer-term emotional trend in the 2 weeks after the lockdown was imposed.

**Location:** dummy coded as 1 denoting the Wuhan group and 0 denoting the non-Hubei group.

### Discussion

#### Principal Findings

Using the Wuhan lockdown as our context, we sought to understand the interplay between lockdown measures and the emotions of residents in different areas of China. Our results showed that, during the lockdown, most posts on Weibo were pleasant, with low arousal. Compared with posts before the lockdown, posts after the lockdown was imposed had higher valence and arousal, indicating more pleasant and activated emotions. Word cloud analysis revealed an increased use of the encouraging word *jiayou* after the lockdown was imposed, which might account for the increase in valence and arousal. Non-Hubei users’ valence and arousal were significantly higher on the day of lockdown than on the day before and after the lockdown was imposed. In contrast, Wuhan residents showed little immediate change in emotion in response to and after the Wuhan lockdown was imposed. Overall, in the 2 weeks after the lockdown was imposed, the valence and arousal scores of
Weibo users remained constant regardless of their geographical location. In contrast to studies that observed more negative emotions during the lockdown, our overall emotion trajectories suggest that Weibo users demonstrated more pleasant and activated emotions after the lockdown was imposed. A possible explanation for the discrepancies between our results and those of previous studies is the differences in word choice when coding the data. Studies that reported more negative emotions after the lockdown was imposed tended to use emotion types such as “stress,” “hostility,” “disappointment,” “surprise,” “fear,” “guilt,” and “blame” [2,4,25,28,32], and those that reported positive emotions after the lockdown was imposed tended to include emotion types such as “encouragement,” “admiration,” “hope,” and “blessedness” [2,28,32]. The word choices could have biased their results toward conclusions that were determined by the word categories chosen. Instead of focusing on a few selected emotion categories, we chose a lexicon based on the circumplex model of affect in which its two dimensions (valence and arousal) underlie most—if not all—emotions [34-36]. In this model, emotions are composed of valence and arousal, meaning that both pleasant and unpleasant emotions with different levels of arousal are covered.

Unlike non-Hubei people, who were significantly affected, people in Wuhan experienced smaller immediate changes in emotions in response to the lockdown event. Unlike the temporary peak in valence and arousal found in non-Hubei areas on the day of lockdown, there was a minimal change in valence and arousal for Wuhan people. This result appears to support the psychological typhoon eye effect, which describes the phenomenon of people closer to the epicenter of a devastating event having less intense psychological reactions to it [61]. Zhang et al [62] concluded that people closer to the outbreak displayed fewer mental health problems in response to the COVID-19 pandemic as they had a more accurate estimation of the situation and were desensitized by repeated exposure to stress.

Although the emotions of Wuhan people were more stable than those of non-Hubei residents on the day of lockdown, their emotional changes were similar to those of non-Hubei people over the longer term. Overall, Chinese Weibo users, regardless of whether they were in lockdown or not, expressed stable emotions with higher valence and arousal in the 2 weeks after the lockdown was imposed than before the lockdown. This result is in stark contrast to that of the study by Zhao et al [4], who found fewer positive emotion words (eg, “happiness”) and more negative emotion words (eg, “fear” and “pain”) in Wuhan than in non-Hubei areas after the lockdown was imposed. The difference may be rooted in the fact that, unlike our study, which selected data from up to 2 weeks after the lockdown was imposed (ie, January 23, 2020, to February 6, 2020), their data covered a longer postlockdown period (January 23, 2020, to February 16, 2020) that included the significant event of the death of Dr Li Wenliang on February 7, 2020. Li’s death was accompanied by dramatic increases in the number of posts and expression of negative emotions such as “anger,” “fear,” “surprise,” and “depression” [4,25,27], and the inclusion of this event may have negatively biased the emotional trajectories following the lockdown announcement.

We did not observe a systematic difference in valence and arousal scores between the Wuhan and non-Hubei groups after controlling for the moderating effect of location for slopes 2 and 3. That is, the average score of valence and arousal by person by day did not differ between people in or out of lockdown. This finding is different from a recent study by Meock et al [63] that compared the emotional responses to the Australian lockdown of people who were in and out of lockdown. The participants (both in and not in lockdown) in that study recorded their emotions 7 to 9 times per day for 1 week. Those in lockdown had slightly more negative emotions and slightly fewer positive emotions than those not in lockdown. A possible explanation for the discrepancy in results is the timing of data collection as Meock et al [63] collected data at a later stage of the Australian lockdown. Our study focused on the first 2 weeks of the Wuhan lockdown, during which the emotional consequences might not yet have emerged.

It is reasonable to expect negative emotions during a public health emergency such as the COVID-19 pandemic, but the power of positive emotions should not be overlooked. Our results highlight collective positive emotional responses during a public health emergency. Although Weibo users made both pleasant and unpleasant posts, their average daily emotions were pleasant and of low arousal throughout the 4 weeks under scrutiny. Unpleasant posts only accounted for 20.82% (74,796/359,190) of all posts during the lockdown. These findings are similar to those of Pan et al [64], who found that >50% of comments on Weibo during the pandemic were positive, and Arora et al [29], who found that happiness was the most prevalent emotion expressed by Indian Twitter users during the lockdown, accounting for 40% of users’ posts. Maintaining a positive emotional state may contribute to better mental health and lead to better coping when facing stressful events [62,65]. Positive feelings such as “calmness,” “hope,” “love,” and “gratitude” during the COVID-19 pandemic have been found to be positively correlated with a resilience mindset, and the relationship is stronger among people with a higher level of negative emotions (eg, “anger,” “anxiety,” “regret,” and “sadness”) than among people with low levels of negative emotions [9].

**Why Was the Lockdown Positively Received?**

Why did Weibo users in China respond positively to the adverse situation after the lockdown was imposed? The cognitive processes of people in Eastern cultures are driven by Eastern naïve dialecticism, suggesting a tendency to see good in the bad and bad in the good [66,67]. Therefore, from a cross-cultural perspective, Chinese people are more likely than their Western counterparts to embrace adversity during a pandemic. Studies have found cultural differences in emotional responses during the pandemic. Yap et al [68] collected data on affect, optimism, well-being, and meaning in life from China and Canada in March 2020 and April 2020. Compared with the Canadian participants, the Chinese participants reported more positive and fewer negative emotions, greater optimism, greater psychological well-being, and greater sense of meaning during
the pandemic. Our findings of higher valence and arousal after the lockdown was imposed, along with an abundance of encouragement words such as *jiayou*, add new evidence that Chinese people reacted more optimistically to the outbreak of COVID-19. Future studies could collect social media data from different countries to compare how people with different cultural backgrounds react to public health emergencies.

People tend to bond with strangers after an exogenous crisis, creating a sense of belonging to emergent groups [69,70]. Such collective cohesion and shared identity enable mutual support in adverse situations such as pandemics [71]. Research findings have also shown that a collective experience of positive emotions contributed to more resilience and better mental health during the COVID-19 pandemic [8]. Similar collective behavior was found during the Wuhan lockdown. In in-depth interviews by Qian and Hanser [21], Wuhan residents reported that they soon adapted to reality upon the abrupt announcement of the lockdown, with mutual support among neighbors on WeChat groups and in communities. Our results add further evidence for such collective behavior, with people on Weibo shouting *jiayou* together to support each other through the unfolding uncertainties of the pandemic. This finding is in line with the suggestion of Elcheroth and Drury [71] that the continuity of social ties might help people manage negative feelings during social crises such as pandemics and lockdowns.

**Implications and Limitations**

Although the emotion trajectories of the Wuhan lockdown have been examined in previous studies, they have focused on limited types of emotions. Instead of coding social media data using limited types of emotions, we explored emotional responses to lockdown using a lexicon based on the valence and arousal dimensions of the circumplex model of affect [34-36]. Hence, our coding was not limited to a certain number of emotions. Rather, we sought to cover most if not all emotions.

The current study offers significant practical implications. In addition to providing an emotion map describing the valence and arousal of posts after the lockdown was imposed, the overall aggregated emotion expressed on Weibo was pleasant and of low arousal. Over time, the web-based discussion included more encouraging messages. In addition, compared with people from more distant areas, Wuhan residents had more stable emotions on the day of lockdown, but they showed similar changes to non-Hubei residents in the 2 weeks after the lockdown was imposed. Such findings provide insights for policy makers to consider the reasonable length of lockdown measures.

However, our study is not without limitations. The first is the potential influence of censorship on our data sets. Posts that violate Weibo regulations are usually removed within 24 hours of their creation, meaning that real-time data scraping is crucial to understand the complete emotional picture on the web [27]. The observation that censored posts from the day of lockdown had a higher degree of criticism than of support whereas uncensored posts had similar amounts of criticism and support [27] might suggest that the real valence after the lockdown was imposed was lower than that detected in our study. To overcome this issue, future studies could consider using Weibo data collected in real time or within 24 hours after an event. Furthermore, as some posts contained words that were not coded in the CSLI lexicon, 7.38% (28,601/387,791) of the posts in data set 1 were excluded from the sentiment analysis. These posts may have contained emotion information. In the future, researchers could use machine learning and deep learning algorithms to capture the emotions embedded in the words that were not coded in the lexicon and map out emotional trajectories [2,32].

**Conclusions**

In this study, we applied a circumplex model of affect on 2 data sets of Weibo posts to explore emotional responses before and after the Wuhan lockdown was imposed. Our results suggest that, even while facing the adverse situation of a lockdown, the overall aggregated emotion expressed on Weibo was pleasant and of low arousal. Over time, the web-based discussion included more encouraging messages. In addition, compared with people from more distant areas, Wuhan residents had more stable emotions on the day of lockdown, but they showed similar changes to non-Hubei residents in the 2 weeks after the lockdown was imposed. Interestingly, the lockdown did not seem to subdue the feelings of Wuhan residents despite the fact that they were physically constrained. The increased valence and arousal of posts after the lockdown was imposed might suggest a collective cohesion that provides mutual support for people under adverse situations. Policy makers could consider various approaches to forming and maintaining social connections for mutual encouragement and better adjustment during lockdowns and public health emergencies.
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Abstract

Background: The COVID-19 lockdowns have led to social detriments and altered learning environments among university students. Recent research indicates that such ramifications may engender various impairments to students' mental health. However, such research has major limitations, such as the lack of a prepandemic control measure, the focus on singular well-being parameters, or the investigation of only the early phases of the pandemic.

Objective: To address these research gaps, this comprehensive and nationwide study compared 3 student cohorts (aged 17-48 years) in Germany: a prepandemic cohort (January-February 2020), a postlockdown cohort (May 2020-July 2020), and an intralockdown cohort (January-February 2021) regarding students' general emotional well-being and academic functioning. It was hypothesized that, because of rigorous lockdown-related restrictions, students in the intralockdown cohort would report diminished general emotional well-being compared with the other cohorts. Furthermore, because of ongoing remote learning since the beginning of the pandemic, it was expected that students' academic functioning would decrease across all 3 cohorts.

Methods: The data collection was performed over 3 consecutive semesters (fall semester 2019-2020, spring semester 2020, and fall semester 2020-2021). Students were surveyed on the web on various aspects regarding their general emotional well-being (eg, stress and general well-being) and academic functioning (eg, concentration and study-related flow). Data analyses were performed using multivariate ANOVAs.

Results: A total of 787 students participated in this study. Results indicated higher general well-being in the postlockdown cohort than in the intralockdown cohort ($P=.02$). As for students’ academic functioning, our results revealed that students in the prepandemic cohort reported higher study-related flow ($P=.007$) and concentration ($P=.001$) than those in the intralockdown cohort. In addition, students reported higher flow ($P=.04$) and concentration ($P=.04$) in the postlockdown cohort than those in the intralockdown cohort. No cohort effects were revealed for other aspects of general emotional well-being (eg, perceived stress) and academic functioning (eg, procrastination).

Conclusions: This study indicates that students’ general emotional well-being as well as motivational and attentional components of academic functioning can be impaired owing to the COVID-19 lockdowns and ongoing remote learning formats. The necessity and design of interventional programs remedying such effects in light of the ongoing crisis need to be addressed.

(JMIR Form Res 2022;6(11):e34388) doi:10.2196/34388
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Introduction

Background

The novel COVID-19 outbreak, which was declared a global pandemic on March 11, 2020, has altered people’s everyday lives in an unparalleled way. With a total of 240,940,937 confirmed cases and 4,903,911 COVID-19–related deaths worldwide reported by the World Health Organization [1] at the time of writing this paper, it becomes abundantly clear that the disease is a serious threat to people’s physical health [2-4]. However, research on large-scale health crises and quarantine-like situations [5] as well as recent work concerning COVID-19 [6-8] suggest that the pandemic and concomitant restrictions may have led to a multitude of ramifications similarly affecting people’s mental health.

For university students, such ramifications have been manifold. Nationwide lockdowns have not only led to incisive limitations regarding general social contact and peer relationships but also to altered learning environments because of a rapid shift from in-person to remote learning [9]. Although coinciding with multiple other lockdown-related stressors (eg, student job loss, insecurity about mandatory internships and future employment, and fears about contracting the disease) [9,10], such social and academic ramifications can engender ample mental health detriments affecting students’ both general emotional well-being [7,8,11,12] and academic functioning [13-15].

Students’ Emotional Well-being

Cross-sectional studies during the early phases of the pandemic suggest that COVID-19 lockdowns have led to a high prevalence of sadness and frustration [16], depressive symptoms [17-19], anxiety and stress [17,20-26], and sleep disturbances [16] among students. Furthermore, adverse changes in such lockdown-related mental health aspects have been found in studies using both retrospective [27] as well as actual prepandemic control measures [7,8,12]. For instance, a study comparing 3 student cohorts tested in fall 2019 (prepandemic measure), spring 2020 (when lockdown provisions were initiated), and fall 2020 (when lockdown provisions were eased) revealed increases in depression, anger, stress, and mania between the fall 2019 cohort and the spring 2020 cohort [7]. However, results showed no differences between the prepandemic and the fall 2020 cohort. Another study comparing students’ depressive symptoms before the lockdown in Italy (October 2019 and December 2019), during the lockdown (April 2020), and after the lockdown was lifted (May 2020 and June 2020) showed similar results [8].

In summary, research indicates that COVID-19 lockdowns may have an adverse effect on students’ general emotional well-being. However, studies have also shown that students appear to recover quickly from well-being–related detriments once lockdown provisions are eased [7] or lifted [8]. Still, it should be noted that, despite the possibility of rapid recovery, severe periodic emotional impairments can come with long-term consequences for students, who have been shown across studies to be a vulnerable group regarding mental health problems [12,28-30]. Furthermore, such impairments may also create momentary as well as future costs regarding academic functioning [13,14,31]. Consequently, more research is needed to gain comprehensive insights into lockdown-related and possible long-term consequences.

Students’ Academic Functioning

Stressful situations coupled with social isolation and web-based learning can similarly compromise not only general emotional well-being but also academic functioning. On the one hand, web-based teaching during the COVID-19 pandemic had to be implemented rapidly, which may have led to a lack in adequate design and organization of web-based teaching formats as well as uncertainty and anxiety regarding course work and exam preparations [32]. Such shortcomings can result in heightened self-doubt and difficulties in information processing on the part of the students [9,20,25,33]. By contrast, research has shown that because of COVID-19 lockdown provisions, people have vastly increased their overall technology use [34]. Although technology-mediated communication has been an important way of staying socially and academically connected during the COVID-19 lockdowns [35], increased screen time and the simultaneous use of technologies for different everyday tasks (eg, staying connected with friends and family, schoolwork, and entertainment) can engender cognitive (eg, inability to concentrate) and performance-related (eg, worse grades) detriments [36,37].

Research on the effects of COVID-19 lockdowns and remote learning arrangements on students’ academic functioning is limited. However, qualitative data derived from interviews conducted with students in the United States showed that 81.5% (159/195) of interviewees stated concerns about their general academic performance because of the COVID-19 pandemic [25]. Furthermore, 88.7% (173/195) of interviewees indicated that they were negatively affected in their ability to concentrate on schoolwork. Other qualitative [38] and quantitative yet observational studies [23,33] corroborated these findings. Other studies revealed that students, compared with a retrospectively assessed control measure, reported declines in their motivation [14,31] as well as their behavioral and emotional academic engagement [31]. Moreover, it has been found that students experienced decreased attention and heightened externalizing problems [39] as well as increased study-related stress during the early phase of the pandemic compared with the time before [13].

In summary, lockdown-related social detriments as well as (emergency) remote learning may have taken a toll on students’ academic functioning, including factors such as motivation, concentration, and study-related stress. However, existing studies using prepandemic control measures are extremely scarce. Thus, more research is needed to gain a deeper insight into the changes in students’ academic functioning in the context of COVID-19 lockdowns and investigate which aspects of academic functioning may be particularly affected by the crisis.

Aims of This Study

To develop interventional programs remedying emotional and academic complications among the vulnerable population of students [12,28-30], more research on the effects of the COVID-19 lockdowns on the student population is needed.
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However, recent research has major limitations. First, only few studies incorporate a control measure (ie, a prepandemic measure) into their investigations [7,8,39]. Second, many studies are limited to 1 university [7,13,40] or 1 specific study department of a singular institution [12], limiting the generalizability of the results obtained. Third, most studies have investigated the effects of the COVID-19 crisis on students during its early onset but not in later phases of the pandemic [8,12-14]. Fourth, recent studies have mainly focused on few student characteristics such as stress [13,27,41], depression [42], or acceptance of web-based formats [43], thus neglecting a comprehensive examination of students’ well-being.

To address these research gaps, this study aimed to compare between-subject data gathered in a comprehensive research project on students’ mental health and academic functioning encompassing 3 student cohorts: a prepandemic cohort (ie, a student cohort tested before the pandemic), a postlockdown cohort (ie, a student cohort tested after the first lockdown in Germany, when social and everyday life restrictions were eased but remote teaching at universities continued), and an intralockdown cohort (ie, a student cohort tested during the second lockdown in Germany, when social and everyday life restrictions were reinstated in addition to remote teaching and web-based examinations; Figure 1).

Figure 1. Visualization of the data collection process in relation to the most relevant pandemic-related events in Germany between January 2020 and February 2021, including incidence values. IC: new COVID-19 infections during the last 7 days per inhabitant×100,000.

### Hypotheses

#### Students’ General Emotional Well-being

Research indicates that general social detriments [44] and COVID-19–related lockdown provisions [19,22,45] can engender affective detriments in students (eg, negative emotions, stress, and depression). However, research also shows that students’ general emotional well-being appears to rapidly improve to prepandemic levels when lockdown-related restrictions are eased [7] or lifted [8]. In line with this, for students’ general emotional well-being, hypothesis 1 is given in Textbox 1.

#### Textbox 1. Hypothesis 1.

**Hypothesis 1.1**

- The intralockdown cohort will report (a) less positive and (b) more negative affect, (c) less general well-being, and (d) higher perceived stress than the prepandemic cohort.

**Hypothesis 1.2**

- The intralockdown cohort will report (a) less positive and (b) more negative affect, (c) less general well-being, and (d) higher perceived stress than the postlockdown cohort.

**Hypothesis 1.3**

- The postlockdown cohort will report similar levels of (a) positive and (b) negative affect, (c) general well-being, and (d) perceived stress compared with the prepandemic cohort.

#### Students’ Academic Functioning

Research also indicates that general social deprivation [15] and COVID-19–related lockdowns [14,23,33] can impair students’ academic functioning [46,47]. Therefore, we assume that the intralockdown cohort will exhibit a severe decline in their academic functioning compared with the prepandemic cohort. However, the postlockdown cohort should also be affected in their academic functioning owing to remaining emergency remote learning, albeit not as pronounced as those students assessed during the second lockdown.
Therefore, as for students’ academic functioning encompassing study-related emotional well-being (hypotheses 2a-2b), academic self-perception (hypotheses 2c-2d), motivation (hypotheses 2e-2f), and self-regulation (hypotheses 2g-2i), we have given hypothesis 2 inTextbox 2.

<table>
<thead>
<tr>
<th>Textbox 2. Hypothesis 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hypothesis 2.1</strong></td>
</tr>
<tr>
<td>• The intralockdown cohort will report (a) more study-related stress, (b) more test anxiety, (c) a lower academic self-concept, (d) less study-related self-efficacy, (e) adverse achievement motivation, (f) less study-related flow, (g) less concentration, (h) lower frequency of study activities, and (i) more procrastination than the prepandemic cohort.</td>
</tr>
<tr>
<td><strong>Hypothesis 2.2</strong></td>
</tr>
<tr>
<td>• The intralockdown cohort will report (a) more study-related stress, (b) more test anxiety, (c) a lower academic self-concept, (d) less study-related self-efficacy, (e) adverse achievement motivation, (f) less study-related flow, (g) less concentration, (h) lower frequency of study activities, and (i) more procrastination than the postlockdown cohort.</td>
</tr>
<tr>
<td><strong>Hypothesis 2.3</strong></td>
</tr>
<tr>
<td>• The postlockdown cohort will report (a) more study-related stress, (b) more test anxiety, (c) a lower academic self-concept, (d) less study-related self-efficacy, (e) adverse achievement motivation, (f) less study-related flow, (g) less concentration, (h) lower frequency of study activities, and (i) more procrastination than the prepandemic cohort.</td>
</tr>
</tbody>
</table>

**Methods**

**Study Design**

This study is part of a large longitudinal randomized controlled study investigating the effectiveness of a planning intervention of reduced smartphone interference on students’ mental health. In the longitudinal study, 3 student cohorts were investigated on various mental health aspects as well as smartphone use behaviors over 5 time points. In this study, preinterventional baseline data related to self-reported general emotional well-being and academic functioning from all 3 student cohorts (ie, prepandemic cohort, postlockdown cohort, and intralockdown cohort) were used (trial registration: ClinicalTrials.gov NCT04550286).

**Recruitment**

Participants were recruited nationwide through on- (only for the prepandemic cohort) and off-campus advertisements, social media platforms, and universities’ listservs. The inclusion criteria for the study were participants who were students, were aged ≥16 years, had at least one graded examination during the exam period of the respective semester, possessed sound knowledge of the German language, and used an Android smartphone regularly. Individuals who failed to meet these inclusion criteria were excluded from study participation (Multimedia Appendix 1).

**Procedure**

As illustrated in Figure 1, between-subject data were collected via the platform SoSci Survey (SoSci Survey GmbH) in 3 consecutive semesters. The prepandemic cohort was tested between January 10, 2020, and February 2, 2020; the postlockdown cohort was tested between May 14, 2020, and July 22, 2020; and the intralockdown cohort was tested between January 11, 2021, and February 12, 2021. During the first 2 lockdowns that were instated in Germany, the population faced vast restrictions regarding social contact and the closure of non–system-relevant service sector industries as well as primary, secondary, and tertiary institutions of education. Restaurants, cafés, clubs, and other gastronomic and entertainment establishments were closed. Sports centers had to discontinue classes and other activities. Parks were locked or limited to a certain number of individuals, and pedestrians were not allowed to remain in larger groups. Visits to hospitals and homes for older adults were prohibited. Many began to work remotely, and schools as well university campuses were shut down. As a consequence, many universities transitioned from in-person to emergency remote learning. In May 2020, restrictions related to the first lockdown were eased, allowing for small social gatherings and the opening of the service sector. However, although universities alleviated access limitations to campuses and allowed for some in-person examinations under rigorous hygiene concepts, they continued with remote teaching formats. Remote teaching was continued during the second lockdown (Figure 1).

Participation in this study was voluntary; students of the institution responsible for the study’s conduction received course credit. All participants were given the opportunity to take part in a raffle of various prizes, including adventure activity gift cards and other vouchers (worth US $830).

**Ethics Approval**

Participants had to give their informed consent to take part in the study and were treated in accordance with the ethical standards of the Helsinki Declaration [48]. The study was approved by the Witten and Herdecke University Ethics Commission (215/2019).

**Measures**

**General Emotional Well-being**

**Positive and Negative Affect**

Students’ positive and negative affect was investigated using a shortened German version of the Positive and Negative Affect Schedule [49,50]. Participants were to indicate how they had felt during the last 7 days on 5 items covering positive emotions...
(eg, “attentive”; $\omega=0.77$) and 5 items covering negative emotions and emotional expressions (eg, “upset”; $\omega=0.80$). Responses were to be given on a 5-point Likert scale ranging from 1=not at all to 5=extremely.

**General Well-being**

Students’ general well-being was measured using a German version of the World Health Organization-5 Well-being Index [51]. Regarding the last 7 days, participants were to appraise their well-being on 5 items (eg, “I felt calm and relaxed”; $\omega=0.83$) on a 6-point Likert scale ranging from 0=never to 5=all the time. A well-being index score of 13 represents low well-being and can be used as a screening marker for the presence of depressive symptoms.

**Perceived Stress**

Perceived stress was measured using a German version of the Perceived Stress Scale [52,53]. Participants were to indicate how often they had perceived stress on 9 items (eg, “How often during the last 7 days...have you felt nervous and stressed”; $\omega=0.85$) on a 5-point Likert scale ranging from 1=never to 5=very often.

**Academic Functioning**

**Study-Related Stress**

Students’ study-related stress was investigated using an adaptation of the stress measure used by Schmidt et al [54]. This measure consists of 4 items (eg, “During the last 7 days...I felt nervous and stressed”; $\omega=0.88$) that were to be answered on a 5-point Likert scale ranging from 1=not at all to 5=extremely.

**Test Anxiety**

Test anxiety was assessed using items adapted from the German version of the Test Anxiety Inventory [55,56]. The measure used consists of 10 items; 5 items address test-related agitation (Test Anxiety Inventory-Emotionality; eg, “My heart is in my mouth”; $\omega=0.89$), whereas the other 5 items assess test-related worries (Test Anxiety Inventory-Worry; eg, “I wonder whether my performance will suffice”; $\omega=0.83$). Participants were to respond on a 6-point Likert scale ranging from 1=completely disagree to 6=completely agree.

**Academic Self-concept**

Students’ academic self-concept was assessed using the subscale academic self-concept of the German Scales regarding Academic Self-Concept [57]. Academic self-concept encompasses students’ general perceptions and beliefs about their own academic capabilities [58]. The subscale used consists of 5 items (eg, “I think I am very intelligent”; $\omega=0.88$) that were to be answered on a 7-point Likert scale ranging from 1=completely disagree to 7=completely agree.

**Study-Related Self-efficacy**

Students’ study-related self-efficacy was measured using the German Self-efficacy Scale [56], adapted to the student context. Study-related self-efficacy encompasses students’ expectations regarding possible achievements in a given context, which is thought to be a precursor of students’ academic self-concept [58]. This instrument comprises 7 items (eg, “During the last 7 days...I was sure that I can solve even the difficult tasks and texts for the exam if I make an effort”; $\omega=0.86$). Participants were to respond on a 6-point Likert scale ranging from 1=completely disagree to 6=completely agree.

**Achievement Motivation**

Students’ achievement motivation was assessed using the German Questionnaire for the Assessment of Current Motivation in Learning and Performance Situations [59]. In this study, the subscales probability of success (4 items; eg, “I think everybody can pass this exam”; $\omega=0.81$) and probability of failure (4 items; eg, “When thinking about the upcoming exam, I am somewhat worried”; $\omega=0.79$) were used. Probability of success encompasses students’ expectations regarding the probability of performing well in an upcoming exam. Probability of failure, by contrast, encompasses students’ expectations regarding the probability of not being able to deal with exam pressures and, consequently, performing badly. Participants were to indicate their achievement motivation regarding the upcoming exams and their study engagement on a 5-point Likert scale ranging from 1=completely disagree to 5=completely agree.

**Study-Related Flow**

Study-related flow was assessed using the German Measure for Flow Experience [60]. Flow experience can be understood as an action-related (as opposed to target-related) motivator in the academic context. The flow measure used includes 13 items (eg, “During the last 7 days...I was completely absorbed in what I was studying”; $\omega=0.82$). Participants were to respond on a 5-point Likert scale ranging from 1=completely disagree to 5=completely agree.

**Concentration**

Students’ concentration while studying was measured using the subscale concentration of the German Study-Related Learning Strategy Scales [61], which consists of 6 items (eg, “During the last 7 days...I was unconcentrated”; $\omega=0.94$). Participants were to respond on a 5-point Likert scale ranging from 1=completely disagree to 5=completely agree.

**Frequency of Study Activities**

Students’ frequency of study activities was assessed using a self-developed measure. Students were to indicate on how many days during the last 7 days they had studied, at least for a little while (eg, memorizing information, reading, and doing exercises). Participants were to choose whether they had studied on 1 day, 2 days, 3 days, 4 days, 5 days, 6 days, 7 days, or no days.

**Procrastination**

Students’ tendency to procrastinate was assessed using the German version of the Aitken Procrastination Scale [62]. Procrastination encompasses the tendency to postpone tasks, which may affect a broad range of activities and is generally independent of specific situational stimuli. This measure encompasses 15 items (eg, “I often need a long time to get things started”; $\omega=0.91$) that participants were to answer on a 5-point Likert scale ranging from 1=completely disagree to 5=completely agree.
Statistical Analysis

All data analyses were performed with SPSS Statistics (version 27; IBM Corp.). Across variables, <1% of missing data (item nonresponses) were identified; thus, analyses were performed with the available information. To test our hypotheses, we performed multivariate analysis of variances (MANO瓦s). For that, all variables assessed as indicators of general emotional well-being and all variables of the respective aspects regarding academic functioning (ie, study-related well-being, academic self-perception, academic motivation, and academic self-regulation; cf Measures) were conjointly analyzed.

Univariate outliers were identified using visual inspection of box plots and analyses of z scores. Multivariate outliers were identified using visual inspection of Q-Q plots and analyses of Mahalanobis distance. We identified 5 univariate outliers (|z|<3.29) and 2 multivariate outliers as assessed based on critical chi-square values (P<.001). Univariate outliers were winsorized. Multivariate outliers were not omitted as analyses yielded similar results whether extreme cases were excluded or not. Normality of outcomes was confirmed as assessed by visual inspection of histograms and Normal Q-Q Plots. Homogeneity of variances was tested using the Levene test (P>.05). Visual inspection of Normal Q-Q Plots and histograms plotting standardized predicted values against standardized residuals confirmed linearity and homoscedasticity. Furthermore, we detected no evidence of multicollinearity as assessed by the Pearson correlation (|r|<0.9) and the variance inflation index (variance inflation factor <2).

As recent COVID-19 studies have shown that demographic factors may influence general emotional well-being and academic functioning [6,17,22,26], we performed additional hypotheses tests including control variables (ie, gender, age, semester, and number of exams in the respective semester; Multimedia Appendices 2-6).

Results

Participants

A total of 787 participants were recruited for this study. The final sample of the prepandemic cohort consisted of 174 students (n=127, 73% women; n=46, 26.4% men; and n=1, 0.6% nonbinary) with a mean age of 22.89 (SD 3.58) years ranging from 17 to 38 years. The postlockdown cohort consisted of 233 students (n=172, 73.8% women; n=60, 25.8% men; and n=1, 0.4% nonbinary) with a mean age of 23.32 (SD 4.40) years ranging from 18 to 48 years. The intralockdown cohort encompassed 380 students (n=270, 71.1% women; n=106, 27.9% men; and n=4, 1.1% nonbinary) with a mean age of 22.47 (SD 3.31) years ranging from 17 to 43 years. Participants in the postlockdown cohort were, on average, slightly older than those in the other 2 cohorts (F2,784=3.80; P=.02; ηp2=0.010). The distribution of men and women was equal across the 3 cohorts (N=781, χ2=0.4; P=.81). The cohorts consisted of students from >200 German universities from all 16 federal states. Most participants were enrolled in higher semesters (579/787, 73.6%). First-year students were unequally distributed across cohorts, with relatively fewer first-year students in the postlockdown cohort (22/233, 9.4%) than in the prepandemic (53/174, 30.5%) and intralockdown (133/389, 35%) cohorts (N=787, χ2=50.4; P<.001). Participants were enrolled in different study programs: arts and design (16/787, 2%), education studies (21/787, 2.7%), agricultural studies (25/787, 3.2%), cultural and language studies (29/787, 3.7%), psychology (62/787, 7.9%), social sciences (83/787, 10.5%), medicine and health (104/787, 13.2%), economy and law (139/787, 17.7%), natural sciences (140/787, 17.8%), and technology (165/787, 21%). On average, participants prepared for 4 (SD 1.51) exams during the respective semesters. The exam count was equal across cohorts (F2,784=2.89; P=.28; ηp2=0.003). An overview of the sample demographics is provided in Table 1.

For the longitudinal study, the sample size was calculated a priori using G*Power [63]. The necessary sample size for identifying a small effect (Cohen d=0.17) regarding the smartphone interference reduction intervention in relation to a control group with a power of 1–β=0.95 at a P value of .05 was 116. For this study, a post hoc power analysis was performed using G*Power. The analysis for the sample size of 787 resulted in a power of 1–β=0.91 given a small cohort effect of f=0.13 and an error probability of α=.05.
Table 1. Demographics regarding all student cohorts (N=787).

<table>
<thead>
<tr>
<th></th>
<th>Prepandemic cohort (n=174)</th>
<th>Postlockdown cohort (n=233)</th>
<th>Intralockdown cohort (n=380)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>46 (26.4)</td>
<td>60 (25.8)</td>
<td>106 (27.9)</td>
<td>212 (26.9)</td>
</tr>
<tr>
<td>Women</td>
<td>127 (72.9)</td>
<td>172 (73.8)</td>
<td>270 (71.1)</td>
<td>569 (72.3)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>1 (0.6)</td>
<td>1 (0.4)</td>
<td>4 (1.1)</td>
<td>6 (0.8)</td>
</tr>
<tr>
<td><strong>Semester information, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First study</td>
<td>136 (78.2)</td>
<td>184 (79)</td>
<td>291 (76.6)</td>
<td>611 (77.6)</td>
</tr>
<tr>
<td>Second study</td>
<td>38 (21.8)</td>
<td>49 (21)</td>
<td>89 (23.4)</td>
<td>176 (22.4)</td>
</tr>
<tr>
<td>First-semester students</td>
<td>53 (30.5)</td>
<td>22 (9.4)</td>
<td>133 (35)</td>
<td>208 (26.4)</td>
</tr>
<tr>
<td>Higher-semester students</td>
<td>121 (69.5)</td>
<td>211 (90.6)</td>
<td>247 (65)</td>
<td>579 (73.6)</td>
</tr>
<tr>
<td><strong>Study program, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts and design</td>
<td>2 (1.1)</td>
<td>4 (1.7)</td>
<td>10 (2.6)</td>
<td>16 (2)</td>
</tr>
<tr>
<td>Education studies</td>
<td>4 (2.3)</td>
<td>7 (3)</td>
<td>10 (2.6)</td>
<td>21 (2.7)</td>
</tr>
<tr>
<td>Agricultural studies</td>
<td>4 (2.3)</td>
<td>4 (1.7)</td>
<td>17 (4.5)</td>
<td>25 (3.2)</td>
</tr>
<tr>
<td>Cultural and language studies</td>
<td>9 (5.2)</td>
<td>7 (3)</td>
<td>13 (3.4)</td>
<td>29 (3.7)</td>
</tr>
<tr>
<td>Psychology</td>
<td>27 (15.5)</td>
<td>12 (5.2)</td>
<td>23 (6.1)</td>
<td>62 (7.9)</td>
</tr>
<tr>
<td>Social sciences</td>
<td>11 (6.3)</td>
<td>31 (13.3)</td>
<td>41 (10.8)</td>
<td>83 (10.5)</td>
</tr>
<tr>
<td>Medicine and health</td>
<td>28 (16.1)</td>
<td>30 (12.9)</td>
<td>46 (12.1)</td>
<td>104 (13.2)</td>
</tr>
<tr>
<td>Economy and law</td>
<td>35 (20.1)</td>
<td>42 (18)</td>
<td>62 (16.3)</td>
<td>139 (17.7)</td>
</tr>
<tr>
<td>Natural sciences</td>
<td>21 (12.1)</td>
<td>43 (18.5)</td>
<td>76 (20)</td>
<td>140 (17.8)</td>
</tr>
<tr>
<td>Technology</td>
<td>31 (17.8)</td>
<td>53 (22.7)</td>
<td>81 (21.3)</td>
<td>165 (21)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.6)</td>
<td>0 (0)</td>
<td>1 (0.3)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td><strong>Federal state, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baden-Württemberg</td>
<td>38 (21.8)</td>
<td>40 (17.2)</td>
<td>54 (14.2)</td>
<td>132 (16.8)</td>
</tr>
<tr>
<td>Bavaria</td>
<td>13 (7.5)</td>
<td>58 (24.9)</td>
<td>80 (21.1)</td>
<td>151 (19.2)</td>
</tr>
<tr>
<td>Berlin</td>
<td>10 (5.7)</td>
<td>7 (3)</td>
<td>14 (3.7)</td>
<td>31 (3.9)</td>
</tr>
<tr>
<td>Brandenburg</td>
<td>0 (0)</td>
<td>11 (4.7)</td>
<td>5 (1.3)</td>
<td>16 (2)</td>
</tr>
<tr>
<td>Bremen</td>
<td>0 (0)</td>
<td>12 (5.2)</td>
<td>8 (2.1)</td>
<td>20 (2.5)</td>
</tr>
<tr>
<td>Hamburg</td>
<td>3 (1.7)</td>
<td>6 (2.6)</td>
<td>0 (0)</td>
<td>9 (1.1)</td>
</tr>
<tr>
<td>Hesse</td>
<td>17 (9.8)</td>
<td>8 (3.4)</td>
<td>57 (15)</td>
<td>82 (10.4)</td>
</tr>
<tr>
<td>Lower Saxony</td>
<td>3 (1.7)</td>
<td>8 (3.4)</td>
<td>33 (8.7)</td>
<td>44 (5.6)</td>
</tr>
<tr>
<td>Mecklenburg-Western Pomerania</td>
<td>14 (8)</td>
<td>24 (10.3)</td>
<td>4 (1.1)</td>
<td>42 (5.3)</td>
</tr>
<tr>
<td>North Rhine-Westphalia</td>
<td>40 (23)</td>
<td>4 (1.7)</td>
<td>67 (17.6)</td>
<td>111 (14.1)</td>
</tr>
<tr>
<td>Rhineland-Palatinate</td>
<td>4 (2.3)</td>
<td>17 (7.3)</td>
<td>6 (1.6)</td>
<td>27 (3.4)</td>
</tr>
<tr>
<td>Saarland</td>
<td>0 (0)</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Saxony</td>
<td>8 (4.6)</td>
<td>18 (7.7)</td>
<td>10 (2.6)</td>
<td>36 (4.6)</td>
</tr>
<tr>
<td>Saxony-Anhalt</td>
<td>9 (5.2)</td>
<td>8 (3.4)</td>
<td>14 (3.7)</td>
<td>31 (3.9)</td>
</tr>
<tr>
<td>Schleswig-Holstein</td>
<td>0 (0)</td>
<td>5 (2.1)</td>
<td>4 (1.1)</td>
<td>9 (1.1)</td>
</tr>
<tr>
<td>Thuringia</td>
<td>14 (8)</td>
<td>6 (2.6)</td>
<td>24 (6.3)</td>
<td>44 (5.6)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.89 (3.58)</td>
<td>23.32 (4.40)</td>
<td>22.47 (3.31)</td>
<td>22.82 (3.73)</td>
</tr>
<tr>
<td>Exam count, mean (SD)</td>
<td>3.99 (1.57)</td>
<td>4.23 (1.56)</td>
<td>4.17 (1.45)</td>
<td>4.15 (1.51)</td>
</tr>
</tbody>
</table>
Descriptive Outcome Analysis

Table 2 shows the mean values and SDs of all outcome variables for each student cohort. As for general emotional well-being, the descriptive data show that students reported positive and negative affect close to the average of the scale, indicating a moderate level. Students’ general well-being scores were below the cutoff value of 13, indicating low well-being in all student cohorts. Students in all cohorts also reported a perceived level of stress above the scale average (range 9-45). In line with this, students reported high study-related stress and increased worries regarding their upcoming exams (mean values were above the scale average). As for students’ self-perception, the data revealed scores above the average of the scale regarding academic self-concept and study-related self-efficacy. Furthermore, students reported high achievement motivation (mean values were above the scale average) with regard to their perceived probability of both success and failure. However, study-related flow was only moderate (mean values were close to the scale average). Similarly, students’ ability to concentrate was moderate, whereas the time that students reportedly engaged in their exam preparations was rather high (ie, >4.5 days per week on average). Finally, students’ tendency to procrastinate was also above the average of the scale.

Almost all outcome variables were correlated with one another, indicating that general emotional well-being and the different components of academic functioning were interconnected (see Table 3 for Pearson correlations of all outcome variables across cohorts). Noticeably, frequency of study activities was positively correlated only with positive affect ($r_{787}=0.18; P<.001$), study-related flow ($r_{787}=0.15; P<.001$), and concentration ($r_{787}=0.15; P<.001$). All other outcome variables were not correlated with students’ study engagement.

Table 2. Descriptive data of outcomes, including mean scores, score range, and the effect size ($\eta_{p}^{2}$) for the differences among all cohorts.

<table>
<thead>
<tr>
<th>topic</th>
<th>Prepandemic cohort, mean (SD)</th>
<th>Postlockdown cohort, mean (SD)</th>
<th>Intralockdown cohort, mean (SD)</th>
<th>Range</th>
<th>$\eta_{p}^{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>General emotional well-being</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive affect</td>
<td>15.22 (3.75)</td>
<td>15.21 (3.14)</td>
<td>14.64 (3.53)</td>
<td>5-25</td>
<td>0.007</td>
</tr>
<tr>
<td>Negative affect</td>
<td>10.83 (4.05)</td>
<td>10.88 (4.22)</td>
<td>11.23 (4.10)</td>
<td>5-25</td>
<td>0.002</td>
</tr>
<tr>
<td>General well-being</td>
<td>11.51 (4.92)</td>
<td>11.89 (4.67)</td>
<td>10.92 (4.45)</td>
<td>0-25</td>
<td>0.008</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>25.56 (6.44)</td>
<td>26.57 (6.40)</td>
<td>26.88 (6.30)</td>
<td>9-45</td>
<td>0.007</td>
</tr>
<tr>
<td>Study-related emotional well-being</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study-related stress</td>
<td>3.12 (1.15)</td>
<td>3.14 (1.06)</td>
<td>3.14 (1.03)</td>
<td>1-4</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Test anxiety (agitation)</td>
<td>3.34 (1.28)</td>
<td>3.25 (1.22)</td>
<td>3.36 (1.25)</td>
<td>1-6</td>
<td>0.001</td>
</tr>
<tr>
<td>Test anxiety (worry)</td>
<td>4.46 (1.04)</td>
<td>4.40 (0.99)</td>
<td>4.40 (1.06)</td>
<td>1-6</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Self-perception</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic self-concept</td>
<td>4.76 (1.03)</td>
<td>4.77 (0.91)</td>
<td>4.62 (0.98)</td>
<td>1-7</td>
<td>0.006</td>
</tr>
<tr>
<td>Study-related self-efficacy</td>
<td>4.06 (0.76)</td>
<td>4.05 (0.79)</td>
<td>3.95 (0.88)</td>
<td>1-6</td>
<td>0.004</td>
</tr>
<tr>
<td>Motivation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation (success)</td>
<td>3.51 (0.80)</td>
<td>3.48 (0.82)</td>
<td>3.40 (0.85)</td>
<td>1-5</td>
<td>0.003</td>
</tr>
<tr>
<td>Motivation (failure)</td>
<td>3.32 (1.01)</td>
<td>3.18 (0.90)</td>
<td>3.35 (0.94)</td>
<td>1-5</td>
<td>0.007</td>
</tr>
<tr>
<td>Study-related flow</td>
<td>2.69 (0.60)</td>
<td>2.65 (0.53)</td>
<td>2.55 (0.54)</td>
<td>1-5</td>
<td>0.012</td>
</tr>
<tr>
<td>Self-regulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concentration</td>
<td>2.54 (0.97)</td>
<td>2.42 (0.90)</td>
<td>2.25 (0.92)</td>
<td>1-5</td>
<td>0.017</td>
</tr>
<tr>
<td>Frequency of study activities</td>
<td>4.64 (1.96)</td>
<td>4.89 (1.93)</td>
<td>4.83 (2.01)</td>
<td>0-7</td>
<td>0.002</td>
</tr>
<tr>
<td>Procrastination</td>
<td>3.05 (0.81)</td>
<td>2.99 (0.83)</td>
<td>3.12 (0.78)</td>
<td>1-5</td>
<td>0.005</td>
</tr>
</tbody>
</table>
Table 3. Pearson correlations of outcome variables across cohorts.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Positive affect</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Negative affect</td>
<td>-0.38&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. General well-being</td>
<td>0.68&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.53&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Perceived stress</td>
<td>-0.51&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.69&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.60&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Test-related stress</td>
<td>-0.32&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.58&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.50&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.66&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Test anxiety (agitation)</td>
<td>-0.31&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.67&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.43&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.63&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.66&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Test anxiety (worry)</td>
<td>-0.24&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.52&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.37&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.55&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.59&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.66&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Academic self-concept</td>
<td>0.39&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.31&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.34&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.43&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.34&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.30&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.28&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Study-related self-efficacy</td>
<td>-0.43&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.39&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.43&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.54&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.49&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.40&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.43&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.64&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Achievement motivation (success)</td>
<td>0.34&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.40&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.37&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.52&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.52&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.48&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.50&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.50&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.66&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Achievement motivation (failure)</td>
<td>-0.28&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.52&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.39&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.51&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.50&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.59&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.67&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.02&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.37&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.40&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Study-related flow</td>
<td>0.55&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.20&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.44&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.45&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.31&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.27&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.27&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.36&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.41&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.37&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.28&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. Concentration</td>
<td>0.42&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.36&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.34&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.40&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.32&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.34&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.32&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.24&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.23&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.25&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.03&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.58&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. Frequency of study activities</td>
<td>0.18&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.012</td>
<td>0.029</td>
<td>-0.023</td>
<td>0.065</td>
<td>-0.010</td>
<td>0.036</td>
<td>0.028</td>
<td>0.001</td>
<td>0.033</td>
<td>-0.002</td>
<td>0.15&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.15&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>15. Procrastination</td>
<td>-0.43&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.31&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.35&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.40&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.33&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.30&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.25&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.27&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.26&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.28&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.27&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.04&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.45&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.30&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable.  
<sup>b</sup>P<.001.

**Primary Outcome Analysis**

**General Emotional Well-being**

MANOVA results for positive and negative affect, general well-being, and perceived stress with student cohort as independent factor indicated differences among the prelockdown, postlockdown, and intralockdown cohorts (V=0.020; F<sub>6,1566</sub>=2.00; P=.04; η<sup>p</sup><sup>2</sup>=0.010). Univariate analyses indicated that the student cohort had an effect on general well-being (F<sub>2,783</sub>=3.32; P=.04; η<sup>p</sup><sup>2</sup>=0.008) but neither on positive affect (F<sub>2,783</sub>=2.64; P=.07; η<sup>p</sup><sup>2</sup>=0.007), negative affect (F<sub>2,783</sub>=0.81; P=.45; η<sup>p</sup><sup>2</sup>=0.002), nor perceived stress (F<sub>2,783</sub>=2.63; P=.07; η<sup>p</sup><sup>2</sup>=0.007).

Bonferroni-corrected post hoc comparisons for general well-being demonstrated that, although students in the intralockdown cohort perceived similar levels of well-being as those in the prelockdown cohort (P=.25), those in the intralockdown cohort perceived lower general well-being than those in the postlockdown cohort (P=.02). No differences in students' general well-being were found between the postlockdown and prelockdown cohorts (P=.50).

**Study-Related Emotional Well-being**

MANOVA results for study-related stress and the 2 test anxiety subscales—agitation and worry—with student cohort as independent factor did not reveal any differences among the cohorts for the combined dependent variables (V=0.004; F<sub>6,1566</sub>=0.56; P=.76; η<sup>p</sup><sup>2</sup>=0.002).

**Academic Self-perception**

MANOVA results for academic self-concept and study-related self-efficacy with student cohort as independent factor showed no cohort effect on the combined dependent variables (V=0.006; F<sub>4,1568</sub>=1.16; P=.33; η<sup>p</sup><sup>2</sup>=0.003).

**Motivation**

MANOVA results for the 2 achievement motivation subscales—probability of success and probability of failure—as well as study-related flow with student cohort as independent factor revealed differences among the student cohorts (V=0.018; F<sub>6,1566</sub>=2.40; P=.03; η<sup>p</sup><sup>2</sup>=0.009). Univariate analyses demonstrated a cohort effect on study-related flow (F<sub>2,784</sub>=4.90; P=.008; η<sup>p</sup><sup>2</sup>=0.012) but neither on probability of success (F<sub>2,784</sub>=1.27; P=.28; η<sup>p</sup><sup>2</sup>=0.003) nor on probability of failure (F<sub>2,784</sub>=2.65; P=.07; η<sup>p</sup><sup>2</sup>=0.007).

As for students' study-related flow, Bonferroni-corrected post hoc analyses indicated that students in the intralockdown cohort reported lower flow levels than those in the prelockdown cohort (P=.007). Furthermore, students in the intralockdown cohort reported less study-related flow than those in the postlockdown cohort.
cohort ($P=.04$). No differences were found between the postlockdown and prepandemic cohorts ($P=.50$).

**Academic Self-regulation**

MANOVA results for students’ concentration, frequency of study activities, and procrastination with student cohort as independent factor showed a cohort effect on the combined dependent variables ($V=0.022; F_{6,1564}=2.94; P=.008; \eta^2_p=0.011$). Univariate analyses revealed that students’ concentration differed among the cohorts ($F_{2,78}=6.61; P<.001; \eta^2_p=0.017$). However, no differences were found for students’ frequency of study activities ($F_{2,78}=0.84; P=0.43; \eta^2_p=0.002$) or for students’ procrastination ($F_{2,78}=1.95; P=0.14; \eta^2_p=0.005$).

Bonferroni-corrected post hoc comparisons for students’ concentration showed that students in the intralockdown cohort had more difficulties concentrating on their study activities than students in the prepandemic cohort ($P=.001$). Students in the intralockdown cohort also reported lower concentration levels than those in the postlockdown cohort ($P=.04$). No difference in concentration was found between the postlockdown and prepandemic cohorts ($P=.31$).

**Discussion**

**Principal Findings**

This study is one of few comprehensive investigations into the effects of 2 of the COVID-19 lockdowns in Germany on students’ mental health incorporating a prepandemic control measure. Specifically, this study compared 3 student cohorts (a prepandemic, postlockdown, and intralockdown cohort) regarding various factors concerning students’ emotional well-being and academic functioning.

**General Emotional Well-being**

As for students’ general emotional well-being, including positive and negative affect, general well-being, and perceived stress, the results of our study indicated support for our hypotheses only for general well-being. Particularly, students assessed during the lockdown in Germany (ie, intralockdown cohort) experienced decreased general well-being (hypothesis 1c) compared with students assessed after lockdown-related restrictions were lifted (ie, postlockdown cohort). Furthermore, in line with our hypotheses, no differences regarding students’ well-being were observed between the postlockdown and prepandemic cohorts. These results are in accordance with existing empirical evidence showing that well-being-related detrimental patterns emerged as a consequence of COVID-19 lockdown provisions but may be rapidly attenuated once restrictions are eased [7] or lifted [8]. However, it should be noted that all student cohorts reported concerning low well-being scores, which were only exacerbated during the lockdown. These findings call attention to the general vulnerability of individuals in tertiary education [12,28-30] and the necessity of mental health programs particularly designed to help students during the COVID-19 crisis and beyond.

Contrary to our hypotheses, students’ positive (hypothesis 1a) and negative affect (hypothesis 1b) as well as stress (hypothesis 1d) did not differ among the 3 cohorts. However, for all cohorts, positive affect was only moderate, and stress presented itself as rather high, which appears to be complementary to the low well-being scores. It should be noted that, in the current literature, there is indication for an increase in negative affect and stress in students during the COVID-19 lockdowns [7,8,12]. However, there are various possible explanations for the absence of the expected differences regarding these outcomes in this research.

For instance, it may be that affect and stress were less affected by the lockdown-related restrictions as many students relocated to their caregivers’ place. Recent research has shown that relocating can reduce some of the experienced material and psychological burden during the pandemic and, thereby, attenuate perceived stress [27]. However, it is also possible that the measures used did not detect adverse changes that emerged among the student cohorts. As for positive and negative affect, it may be that, owing to low general well-being [64] and the social deprivation [44,65] precipitated by the COVID-19 lockdowns, students have experienced dampened emotionality. Thus, the mood measures used assessing high-activity emotional expressions (ie, anger, hostility, wakefulness, and determination) may have been inadequate to capture lockdown-related detriments. In other words, comprehensive measures encompassing low-activity emotions similar to those used in the applied well-being measure (eg, calm and relaxed, interested, and in good spirits) may allow for deeper insights into the lockdown effects on students’ mental health. Similarly, the stress measure used may not be an adequate indicator of lockdown-related detriments. A recent longitudinal study comparing students’ stress before and after the onset of the COVID-19 pandemic in Germany corroborates the absence of stress differences because of the lockdown [66]. However, the study revealed shifts in students’ behavior and experience patterns such as that healthy (ie, effective stress coping and positive study-related behaviors) and overexertion (ie, ineffective stress coping and study-related overcommitment) tendencies decreased, whereas unambitious (ie, effective stress coping and low study-related commitment) and burnout (ie, ineffective stress coping and low study-related ambition) patterns increased between the prepandemic and intrapandemic measures. Thus, although the COVID-19 lockdowns may not have affected reported stress, underlying stress perceptions and coping behaviors may have changed.

In line with this, it is also noteworthy that, unlike most existing studies [8,12-14], our study investigated well-being–related detriments both in the earlier phase (ie, the postlockdown cohort) and in a later phase (ie, the intralockdown cohort) of the pandemic. Consequently, students had more experience with lockdown-related restrictions, which may have led to the development of various adaptive and maladaptive coping strategies as well as behavior and experience patterns. With this, our results indicate that more research comparing different phases of the pandemic and different emotional expressions as well as coping patterns with regard to students’ general emotional well-being is needed. Previous research has started to investigate possible coping strategies used by students during...
the COVID-19 crisis [67-69]. However, this research is still extremely limited.

**Academic Functioning**

As for students’ academic functioning, our results showed support for some but not all outcome variables. Specifically, in line with our hypotheses, we found that study-related flow (hypothesis 2f) and concentration (hypothesis 2g) were lowest in the intralockdown cohort compared with the prepandemic and postlockdown cohorts.

These findings are in line with recent research demonstrating detriments to students’ motivation [14,31] and attention [39] associated with lockdown-precipitated social detriments and the shortcomings of remote learning formats. As for study-related flow in particular, the results obtained are in line with research suggesting adverse effects brought about by uncertainty regarding study and exam requirements, insufficient interstudent and student-teacher communication, and enhanced and often undefined workload [9]. Important components of study-related flow are clear definitions of study goals, frequent feedback, and high perceived control [60]. Consequently, the lack of such aspects may hinder study-related flow. These findings are not just of relevance as diminished study-related flow and concentration may directly impair students’ academic functioning but also as they are associated with the frequency of study activities. Thus, detriments in these academic areas may also worsen study engagement in general. It should be noted that, contrary to our hypotheses, we did not identify any differences in study-related flow and concentration between the postlockdown and prepandemic cohorts. This result indicates that despite potential problems arising in the context of remote learning, the remote learning format alone may not lead to academic detriments as long as it does not co-occur with other pandemic-related stressors such as social detriments. However, more research is needed to support this claim.

In contrast to our hypotheses, we did not identify any cohort effects on students’ study-related stress (hypothesis 2a), test anxiety (hypothesis 2b), academic self-concept (hypothesis 2c), self-efficacy (hypothesis 2d), achievement motivation (hypothesis 2e), frequency of study activities (hypothesis 2h), and procrastination (hypothesis 2i).

There are multiple possible explanations for the lack of observed differences. Most of these factors concerning academic functioning represent rather stable person characteristics; something that is also reflected in the measures used to assess the respective variables. It is possible that COVID-19 lockdown measures and remote learning—despite being incisive life events—simply do not unsettle stable person characteristics as easily as more variable aspects of academic functioning. Research also suggests that factors such as general self-efficacy may act as protective factors buffering the individual from potential COVID-19–related detriments [70]. Similarly, it is possible that adverse person characteristics such as the tendency to procrastinate act as risk factors enhancing the adverse consequences arising from COVID-19–related academic stressors. In fact, in our study, academic self-concept and study-related self-efficacy scores were rather high; however, students still experienced some general emotional well-being—and academic functioning–related impairments, albeit the effects were generally small. Consequently, more investigations into protective and risk factors are needed to identify potential implications for interventional programs on students’ academic functioning during the crisis.

Another explanation for the lack of differences concerning the aforementioned factors could be that some aspects of academic functioning related to the exam phase of the semester, which was still over a month away at the time students participated in the web-based survey. Consequently, such measures (ie, study-related stress, test anxiety, study-related self-efficacy, and achievement motivation) may have not been able to identify strains that would have occurred shortly before the exam phase.

Finally, it is important to note that, as part of a larger longitudinal study, this study only included individuals who were highly versed in the use of mobile technologies, particularly the smartphone. Earlier, we referred to prior work suggesting that, besides social detriments and remote learning in general, heightened screen time [34,36,37] may further engender academic impairments. However, students in our study possessed sound knowledge of their devices as—for study participation—they had to use their smartphones on a daily basis. Consequently, these students may have encountered few complications (eg, technical problems and internet access) with regard to remote learning formats. Moreover, as students participated in our study with the goal of reducing their smartphone interference while studying, it is highly probable that most of them had been exhibiting smartphone and technology overuse tendencies already before the pandemic. Thus, the potential academic detriments of heightened screen time because of COVID-19 lockdowns may have simply not become apparent in our student sample.

Still, in light of the revealed impairments to students’ concentration and study-related flow as well as the uncertainty regarding the development of the COVID-19 crisis, it appears reasonable to develop academic programs promoting students’ academic functioning. This is especially important as remote learning formats are likely to be continued in one way or another.

**Limitations**

Despite its contributions, this study also has limitations. First, it must be noted that we investigated between-subject data; thus, students in the different cohorts were not the same individuals and, therefore, may differ in the general emotional well-being and academic functioning aspects that were assessed in this study. Moreover, even though we drew from a nationwide sample, some sociodemographic factors were not equally distributed across cohorts. Future comprehensive research with representative study samples incorporating multiple measurement points for one or several cohorts as has been done in few existing studies would be beneficial to better understand the effects of the COVID-19 crisis on the student population. Alternatively, it is possible that students who were particularly impaired because of COVID-19 lockdown measures and emergency remote learning discontinued their studies; thus, cohorts may not be easily comparable because of unknown student fluctuation. This possibility should be regarded in future
research. Furthermore, we do not know how students felt during the first lockdown. Clearly, this insight would be particularly valuable to answer questions on whether coping has been, at least to some degree, successful over time and whether interventional programs are needed. In addition, our study can only provide information regarding the first 2 lockdowns in Germany. Thus, we want to emphasize the importance of continuing the investigation of the ongoing effects of the COVID-19 pandemic on students and the general population. We want to encourage future research to address these issues by analyzing available data from different time points during the pandemic with regard to students’ general emotional well-being and academic functioning.

Conclusions
This study contributes to the COVID-19 literature regarding students’ mental health. It is one of few studies incorporating a prepandemic control measure and a measure during the later phase of the pandemic while also providing broad insights into various mental health aspects relating to students’ general well-being and academic functioning. In summary, this study showed that students experience both general emotional well-being–related detriments (ie, worsened general well-being) as well as some impairments to their academic functioning (ie, decreased concentration and study-related flow). Thus, in light of the ongoing crisis, possible interventional approaches implementable within educational institutions should be addressed.
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Abstract

Background: The ongoing COVID-19 pandemic has brought forth conversations about effective behavior change models for increasing prevention behavior, ranging from wearing masks in public to physical distancing. Among the considered behavior change techniques is the use of fear appeals, through which a negative possible outcome is emphasized to invoke fear, which in turn may promote prevention behaviors to counter the likelihood of the negative outcome. Although fear is hypothesized as health promoting in some theories of health behavior, little research has rigorously assessed the relationship.

Objective: In our exploratory analyses, we aim to examine the association, including directionality of the association between fear of COVID-19 and COVID-19 prevention behaviors across 2 time points during the early COVID-19 pandemic among a sample of US women.

Methods: The COPE study, a web-based survey of US women’s COVID-19 experiences, was deployed in May-June 2020 (time 1) with follow-up in December 2020-January 2021 (time 2; n=200). Demographic characteristics as well as fear of COVID-19 and COVID-19 prevention behaviors (eg, staying home except for essential activities, physical distancing in public, and masking in public) were measured. Descriptive and bivariate analyses were used to characterize COVID-19 prevention behaviors and fear of COVID-19 among participants. Cross-lagged panel analysis, a type of structural equation modeling that assesses directionality of temporal associations, was used to understand relationships, if any, between variables of interest.

Results: We found cross-sectional associations between fear of COVID-19 and staying home and physical distancing, as well as temporal associations between fear at time 1 and time 2 and prevention behaviors at time 1 and time 2. However, results of the cross-lagged panel analysis indicated no cross-lagged temporal relationships between fear of COVID-19 and COVID-19 prevention behaviors 6 months apart.

Conclusions: Fear of COVID-19 did not appear to predict COVID-19 prevention behaviors 6 months after initial measurements among the sample of women recruited for our study. Future research should rigorously test these associations longitudinally, and alternative methods of public health prevention promotion should be considered.

(JMIR Form Res 2022;6(11):e35730) doi:10.2196/35730
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Introduction

Amid the ongoing COVID-19 pandemic, behavioral prevention is vital to reduce viral transmission. Uptake of prevention behaviors, including masking in public, social distancing, and staying home except for essential activities [1], has been variable [2,3], underscoring the need for identification of mechanisms of behavior change to encourage uptake of behaviors appropriate for the current level of risk and dominant variants. Concerningly, it has been suggested that those who have previously been infected with COVID-19 are even less likely to use prevention behaviors [4], despite risk of reinfection and continued evolution of variants. As a mechanism for behavior change, fear appeals have long been used in public health [5] and justified with behavioral theory constructs of perceived risk or perceived severity, such as within the Health Belief Model [6-8]. Results are mixed on the effectiveness [9] and ethics [10] of fear appeals. Significant literature has emerged on the role of fear of COVID-19 [2,11,12], though somewhat less on fear and its association with prevention behavior [3,8]. The available literature has identified positive cross-sectional associations between anxiety or fear of infection related to COVID-19 and willingness to vaccinate [13], with odds of vaccine hesitancy approximately 5.5 times greater among those with no fear of COVID-19 compared to those with a great extent of fear [14]. Fear has also been demonstrated to mediate the relationship between COVID-19 exposure and intent to be vaccinated [15] and the relationship between COVID-19 information seeking and prevention behavior performance [16]. Further, COVID-19 fear is predictive of behavioral intention to perform prevention behaviors [17,18], and fear of contamination is predictive of obsessive-compulsive hand washing [19]. In contrast to this evidence, longitudinal studies have found that as the pandemic progressed, fear diminished over time while prevention behaviors increased, even as uncertainty related to the pandemic remained stable [20].

Arguments for fear appeals are based on assumed directionality from fear of an outcome to behavior preventing that outcome. This does not take into account the potential of promotion and use of prevention behaviors increasing anxiety or fear related to COVID-19 nor does it consider competing fear, such as the negative impacts of social isolation resulting from prevention behaviors [21,22]. However, most studies of fear appeals do not thoroughly assess directionality or further interactions such as mediation or moderation [23,24], with few exceptions [25]. As such, this analysis attempts to answer the following research question: what is the directionality of the relationship between fear of COVID-19 and practice of mask wearing, physical distancing in public, and staying home except for essential activities across 2 time points 6 months apart among adult US women enrolled in an internet-based study?

Methods

Ethical Considerations

All procedures were approved by the University of California San Diego’s (project 200663) institutional review board. Participants provided documented informed consent prior to completing surveys at each time point.

Procedures

Participants were recruited for The COPE Study baseline survey from May to June 2020 (time 1 [t₁]), using the Facebook advertising algorithm. Women aged ≥18 years were targeted for advertisements on Facebook (83.1%) and other non-Facebook–owned websites on which the program anticipates reaching the demographic of interest (Facebook Audience Network: 16.5%). The aim of The COPE Study was to understand US adult women’s experiences with COVID-19, service access, and violence during the first months of the COVID-19 pandemic. Of 682 potential participants, 633 (92.8%) provided consent and responded to eligibility questions. Eligible participants were ≥18 years of age, self-identified as women, lived in the United States, and could speak and understand English; of 626 eligible participants, 491 (78%) completed the internet-based survey at t₁. For the follow-up survey, administered between December 2020 and January 2021 (time 2 [t₂]), we conducted 2-stage stamping. In stage 1, all non-White participants were purposively sampled for overrepresentation of racial or ethnic minorities. Due to the underrepresentation of racial and ethnic minority individuals in research, this tactic helped to bolster the diversity of our sample. In stage 2, we used simple random sampling of the remaining participants, not inclusive of nonresponders from the first stage of sampling, until achieving a sample size of N=333, due to funding constraints. Each participant was emailed an invitation to participate in the follow-up survey at an email address provided at t₁, along with permission to reconnect them. All data were collected using REDCap [26]. Participants were compensated with Amazon e-gift cards (t₁: US $20; t₂: US $15).

Participants

Of 333 participants invited, 296 completed the survey at t₂ (88.9%), and 200 (60%) passed response validity tests. Validity testing, which was only performed at t₂, took the form of an attention check, wherein participants were instructed to select a specific response to a question at 2 independent points in the survey. Of the remaining cases, 4/200 (2%) had missing data. Not accounting for data removed due to failed validity testing, 200/237 (84%) of invited participants completed the survey (200 of 237 participants not known failed validity checks). Median age of participants was 33 (IQR 18-69); 118/200 (59%) were White; 27/200 (13.5%) were Black; 16/200 (8%) were of Asian descent; and 9/200 (4.5%) identified as being multiracial; 27/200 (13.5%) were Hispanic or Latinx. Most participants had completed college (n=74/200, 37%) or had at least some graduate school education (n=62/200, 31%); 123/200 (62.5%) were employed, with 47/200 (23.5%) self-identified as essential workers.

Measures

Four variables of interest were considered. Fear of COVID-19 was measured using the 7-item Fear of COVID-19 Scale [27]. Items included being afraid of dying from COVID-19 and experiencing physical symptoms of fear. Response options were on a 5-point Likert scale from “strongly disagree” to “strongly
agree.” Responses were summed, with scores ranging from 7 to 35 (Cronbach α=.897 at t1; Cronbach α=.904 at t2). The following 3 prevention behaviors were measured: (1) staying home except for essential activities, (2) physical distancing of 6 feet from nonhousehold members, and (3) using a face mask in public. Participants were asked, “which of the following prevention behaviors have you been using?” with response options of “yes” or “no” for each.

Statistical Analyses

Descriptive statistics were calculated, and 2-tailed independent samples t tests were run using IBM SPSS (version 24; IBM Corp). Given multiple comparisons, a Bonferroni adjustment and significance was set at $P=.008$ for t tests. Cross-lagged panel analysis [28] was conducted in Mplus (version 8) [29]. All responses were retained through maximum likelihood estimation with robust standard errors, using the weighted least squares mean and variance adjusted estimator in MPlus [30]; significance was set at $P<.05$. In total, 3 relationships of interest were assessed over 2 time points, as follows: (1) practice of staying home except for essential activities during the COVID-19 pandemic and fear of COVID-19, (2) practice of physical distancing in public during the COVID-19 pandemic and fear of COVID-19, and (3) practice of wearing a mask in public during the COVID-19 pandemic and fear of COVID-19. Age, formal educational attainment, and parental status (t1), as well as essential worker status (t2) were entered as time-invariant covariates in adjusted models. As a saturated cross-lagged model with 2 time points, goodness-of-fit indices are not used for model interpretation [31].

Results

Demographic characteristics of the sample and distribution of the predictor and outcome variables are presented in Table 1 and Table 2; bivariate results are presented in Table 3. Prevention behaviors were practiced by most participants across time points, though the proportion of ‘staying home except for essential activities’ declined from t1 to t2 (93.5% to 78.5%), and the proportion of ‘wearing masks in public’ increased (83.5% to 95.5%), whereas the proportion of ‘physically distancing in public’ remained approximately the same (90% at t1 and 89% at t2). Fear of COVID-19 at t1 and t2 were not significantly different (mean difference 0.460; $P=.25$, not depicted) and were significantly correlated ($r=0.662; P<.001$; Table 4). Mean fear of COVID-19 was higher among women who stayed home except for essential activities at t2; however, upon correction for multiple comparisons, it was not significant (20.87 vs 19.44; $P=.047$), and it was significantly higher among women who maintained physical distance of 6 feet in public at both t1 (21.23 vs 17.0; $P=.008$) and t2 (20.82 vs 16.10; $P=.005$). Across other prevention behaviors and time points, fear and prevention behaviors were not statistically significantly associated.

Beta estimates for each cross-lagged panel model are presented and depicted in Figure 1, and beta estimates and correlations as well as significance of associations at a level of $P<.05$ are presented in Table 4. Results of the cross-lagged models indicate that fear of COVID-19 (t1) does not predict practicing prevention behaviors 6 months later (t2), including staying home except for essential activities (adjusted model: $β=.022; P=.11$), physically distancing in public (adjusted model: $β=.005; P=.74$), or wearing a mask in public (adjusted model: $β=.003; P=.86$). Relatedly, practicing of prevention behaviors (t1) did not predict fear of COVID-19 6 months later (t2) for staying home except for essential activities (adjusted model: $β=1.577; P=.31$), physically distancing in public (adjusted model: $β=2.001; P=.08$), or wearing a mask in public (adjusted model: $β=.823; P=.31$). Fear of COVID-19 was strongly and significantly associated at t1 and t2 across all models ($P<.001$ for all), and prevention behavior at t1 was significantly associated with prevention behavior at t2 across all models (staying home: adjusted $P=.02$; distancing in public and wearing a mask in public: adjusted $P<.001$). Finally, physical distancing in public at t1 was statistically significantly associated with fear of COVID-19 at t1 (adjusted model: $β=.380; P=.008$).
### Table 1. Demographic characteristics among a sample of US adult women (N=200).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.89 (11.1)</td>
</tr>
<tr>
<td><strong>Race, N (%)</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>118 (59)</td>
</tr>
<tr>
<td>Black</td>
<td>27 (13.5)</td>
</tr>
<tr>
<td>Asian</td>
<td>16 (8)</td>
</tr>
<tr>
<td>American Indian and Alaska Native</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Multiple races</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>Middle Eastern and North African</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Ethnicity (Hispanic or Latinx), n (%)</td>
<td>27 (13.5)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>High school diploma, GED&lt;sup&gt;b&lt;/sup&gt;, or less</td>
<td>28 (14)</td>
</tr>
<tr>
<td>Some college, or some (or completed) trade or vocational school</td>
<td>34 (17)</td>
</tr>
<tr>
<td>Completed college</td>
<td>74 (37)</td>
</tr>
<tr>
<td>Some (or completed) graduate school</td>
<td>62 (31)</td>
</tr>
<tr>
<td>Employed, n (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>125 (62.5)</td>
</tr>
<tr>
<td>In a relationship, n (%)</td>
<td>128 (64)</td>
</tr>
<tr>
<td>Parent to children of any age, n (%)</td>
<td>100 (50)</td>
</tr>
<tr>
<td>Essential worker, n (%)</td>
<td>47 (23.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Participants selected all applicable races; some participants did not provide a race, identifying only as Hispanic or Latinx.

<sup>b</sup>GED: Graduate Educational Development.

<sup>c</sup>Includes full-time and part-time employees as well as self-employed.

### Table 2. Variables of interest among a sample of US adult women (N=200).

<table>
<thead>
<tr>
<th>Variables of interest</th>
<th>Time 1 (baseline)</th>
<th>Time 2 (6-month follow-up)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staying home, n (%)</td>
<td>187 (93.5)</td>
<td>157 (78.5)</td>
</tr>
<tr>
<td>Physical distancing, n (%)</td>
<td>180 (90)</td>
<td>178 (89)</td>
</tr>
<tr>
<td>Masking in public, n (%)</td>
<td>167 (83.5)</td>
<td>191 (95.5)</td>
</tr>
<tr>
<td>Fear of COVID-19, mean (SD)</td>
<td>20.81 (6.76)</td>
<td>20.35 (7.11)</td>
</tr>
</tbody>
</table>
Table 3. Bivariate analyses of prevention behavior and fear of COVID-19 among a sample of US adult women (N=200). Italicized P values are significant.

<table>
<thead>
<tr>
<th>Prevention behaviors</th>
<th>Fear of COVID-19</th>
<th>P value</th>
<th>Time 2 (6-month follow-up), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time 1 (baseline), mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying home</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>20.92 (6.7)</td>
<td>.39</td>
<td>20.5 (7.06)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>19.23 (7.64)</td>
<td>18.15 (7.86)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>21.18 (6.66)</td>
<td>.13</td>
<td>20.87 (6.97)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>19.44 (7.00)</td>
<td>19.44 (7.39)</td>
<td></td>
</tr>
<tr>
<td>Physical distancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>21.23 (7.48)</td>
<td>.008</td>
<td>20.82 (6.93)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>17.0 (7.97)</td>
<td>16.10 (7.48)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>20.92 (6.75)</td>
<td>.53</td>
<td>20.58 (7.06)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>19.95 (6.93)</td>
<td>18.45 (7.45)</td>
<td></td>
</tr>
<tr>
<td>Masking in public</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>20.95 (6.51)</td>
<td>.51</td>
<td>20.52 (6.77)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>20.09 (7.97)</td>
<td>19.48 (8.72)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>20.86 (6.59)</td>
<td>.64</td>
<td>20.40 (7.08)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>19.78 (10.07)</td>
<td>19.22 (8.18)</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Estimated betas and correlations for cross-lagged models of prevention behavior and fear of COVID-19 among a sample of US adult women (N=200). Bolded values are significant.

<table>
<thead>
<tr>
<th>Regression models</th>
<th>Unadjusted</th>
<th>P value</th>
<th>Adjusted&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td></td>
<td>Estimate</td>
<td></td>
</tr>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying home (t&lt;sub&gt;1&lt;/sub&gt; to t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.705</td>
<td>.05</td>
<td>.700</td>
<td>.02</td>
</tr>
<tr>
<td>Fear (t&lt;sub&gt;1&lt;/sub&gt; to t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.700</td>
<td>&lt;.001</td>
<td>.677</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Staying home (t&lt;sub&gt;1&lt;/sub&gt;) to fear (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>1.175</td>
<td>.54</td>
<td>1.577</td>
<td>.317</td>
</tr>
<tr>
<td>Fear (t&lt;sub&gt;1&lt;/sub&gt;) to staying home (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.020</td>
<td>.15</td>
<td>.022</td>
<td>.13</td>
</tr>
<tr>
<td>Staying home (t&lt;sub&gt;1&lt;/sub&gt;) with fear (t&lt;sub&gt;1&lt;/sub&gt;)</td>
<td>.102</td>
<td>.36</td>
<td>.132</td>
<td>.22</td>
</tr>
<tr>
<td>Staying home (t&lt;sub&gt;2&lt;/sub&gt;) with fear (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.646</td>
<td>.18</td>
<td>.676</td>
<td>.17</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distancing (t&lt;sub&gt;1&lt;/sub&gt; to t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>1.094</td>
<td>&lt;.001</td>
<td>1.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fear (t&lt;sub&gt;1&lt;/sub&gt; to t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.681</td>
<td>&lt;.001</td>
<td>.662</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Distancing (t&lt;sub&gt;1&lt;/sub&gt;) to fear (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>1.834</td>
<td>.68</td>
<td>2.001</td>
<td>.08</td>
</tr>
<tr>
<td>Fear (t&lt;sub&gt;1&lt;/sub&gt;) to distancing (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.002</td>
<td>.91</td>
<td>.005</td>
<td>.74</td>
</tr>
<tr>
<td>Distancing (t&lt;sub&gt;1&lt;/sub&gt;) with fear (t&lt;sub&gt;1&lt;/sub&gt;)</td>
<td>.381</td>
<td>.01</td>
<td>.380</td>
<td>.008</td>
</tr>
<tr>
<td>Distancing (t&lt;sub&gt;2&lt;/sub&gt;) with fear (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.581</td>
<td>.31</td>
<td>.677</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masking (t&lt;sub&gt;1&lt;/sub&gt; to t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>1.078</td>
<td>&lt;.001</td>
<td>1.091</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fear (t&lt;sub&gt;1&lt;/sub&gt; to t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.696</td>
<td>&lt;.001</td>
<td>.676</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Masking (t&lt;sub&gt;1&lt;/sub&gt;) to fear (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.436</td>
<td>.60</td>
<td>.823</td>
<td>.31</td>
</tr>
<tr>
<td>Fear (t&lt;sub&gt;1&lt;/sub&gt;) to masking (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.007</td>
<td>.67</td>
<td>.003</td>
<td>.86</td>
</tr>
<tr>
<td>Masking (t&lt;sub&gt;1&lt;/sub&gt;) with fear (t&lt;sub&gt;1&lt;/sub&gt;)</td>
<td>.119</td>
<td>.45</td>
<td>.161</td>
<td>.30</td>
</tr>
<tr>
<td>Masking (t&lt;sub&gt;2&lt;/sub&gt;) with fear (t&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>.161</td>
<td>.81</td>
<td>.199</td>
<td>.75</td>
</tr>
</tbody>
</table>

<sup>a</sup>Models are adjusted for age, formal educational attainment, and parental status (time 1) as well as essential worker status (time 2).
<sup>b</sup>t<sub>1</sub>: time 1 (baseline).
<sup>c</sup>t<sub>2</sub>: time 2 (6-month follow-up).
Discussion

Principal Findings

Findings from this exploratory analysis indicate that although fear of COVID-19 and practice of prevention behaviors may be self-predictive over 6 months, they are not cross-predictive among the cohort of US women enrolled in The COPE Study. In bivariate analyses, significant associations were found between fear and staying home except for essential activities at $t_1$ and fear and physical distancing in public at both time points; however, further exploration of these relationships using cross-lagged panel analysis suggests these may not be temporal associations.

Comparison With Prior Work

Previous literature has examined the use of fear appeals in behavioral health interventions, largely with mixed or inconclusive findings. Conflicting meta-analyses have suggested that fear appeals are not sufficiently effective [6] and that ‘strong’ fear appeals are very effective [9]. In the context of COVID-19, studies have found that fear is cross-sectionally associated with compliance with behavioral prevention [23] as well as willingness and intention to be vaccinated [13,14], and it is longitudinally associated with intention to perform prevention behaviors [17,18]. However, longitudinal findings suggest that fear and practice of prevention behaviors have had inverse trajectories throughout the pandemic, and therefore, are not positively associated [20]. Our findings support the latter of these studies and add to the literature suggesting that fear is not an effective predictor of prevention behavior over a span of 6 months among US women included in the sample.

Limitations

There were a number of limitations to consider in this study. The COPE Study used an internet-based sample recruited through Facebook advertising, enabling broad reach, as most women have access to internet and use Facebook [32]; however, this resulted in variable data completion rates and quality, despite the presence of validity checks within the survey. Additionally, this is a secondary, exploratory analysis of data intended to capture women’s interpersonal experiences; assessing prevention behavior and fear of COVID-19 was not the primary focus, and therefore, the data captured are not ideal for this application. Measures used for prevention behavior were captured using a dichotomous variable, restricting the range of responses and prohibiting the exploration of more nuanced dynamics of prevention behavior frequency. A validated scale for fear of COVID-19 was used in this study, but the scale was developed rapidly in the midst COVID-19 pandemic; therefore, development may not have been as rigorous, possibly jeopardizing validity; furthermore, recent findings have documented issues with measurement invariance across countries [33]; however, reliability of the scale was strong at both time points. Participant data were only available for 2 time points, underscoring the need for caution in causal interpretation; additional time points would strengthen causal inference in future research. Maximum likelihood estimation was used in order to use all available data without listwise deletion. Upon removal of participants from the denominator who failed validity checks, an 84% (200/237) completion rate indicates that there...
is the small possibility of some response bias. However, validity checks were only performed at t2, and the high rate of failure of validity tests suggests that t1 data may have faced similar challenges in terms of invalid responses; however, only data from participants who passed t2 validity checks were included in the analysis, ensuring at least one layer of assurance and increasing the likelihood of only valid data being included. It is possible that a causal relationship exists between fear and prevention behaviors that was not identified in this study due to the length of time between assessments; we were not able to assess if fear had a more proximal but not cross-sectional impact on prevention behaviors. Finally, although the average age and racial or ethnic distribution of participants is similar to that of the US population of women, this sample is not representative of US women and may not adequately represent women without access to the internet or regular use of social media, potentially underrepresenting low-income or older individuals who may be most at risk for COVID-19. Each of these should be taken into consideration to weigh against analysis findings.

Conclusions

Despite these limitations, this exploratory analysis uses innovative methods to examine the directionality of an important relationship hypothesized in the public health sphere—that between fear of a health outcome and prevention behaviors related to the outcome—in the highly relevant context of COVID-19. These findings have implications for public health educational and communication efforts; particularly, it may not be effective to emphasize fear as a public health tactic to promote COVID-19 prevention behaviors. The ethicality of fear appeals, particularly given the potential lack of effectiveness, should continue to be discussed; this is particularly true under circumstances of identified effectiveness, wherein there should be sustained conversation of what is effective versus what is acceptable and appropriate. Formative research on the effectiveness of fear-provoking public health campaigns should be rigorously conducted to ensure cost-effective distribution of funding to effective educational and behavior change campaigns. Further, practitioners and researchers may want to consider the nuanced dynamics of fear, when fear may not be equally applied to others (particularly those who are immunocompromised or otherwise at risk) and oneself, limiting its influence on personal behaviors. Alternative methods, such as changing negative attitudes about prevention behaviors and improving subjective norms [34], should be explored for their feasibility and effectiveness in altering prevention behaviors in the context of COVID-19. Enlisting opinion leaders within communities disproportionately affected by COVID-19 is critical in this effort, as opinion leaders can act as gatekeepers for prevention efforts, help change social norms, and accelerate behavior change [35]. Simultaneously, community outreach and education programs can be used to maximize uptake and adherence to prevention behaviors.
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Abstract

Background: Primary care providers are regarded as trustworthy sources of information about COVID-19 vaccines. Although primary care practices often provide information about common medical and public health topics on their practice websites, little is known about whether they also provide information about COVID-19 vaccines on their practice websites.

Objective: This study aimed to investigate the prevalence and correlates of COVID-19 vaccine information on family medicine practices’ website home pages in the United States.

Methods: We used the Centers for Medicare and Medicaid National Provider Identifier records to create a sampling frame of all family medicine providers based in the United States, from which we constructed a nationally representative random sample of 964 family medicine providers. Between September 20 and October 8, 2021, we manually examined the practice websites of these providers and extracted data on the availability of COVID-19 vaccine information, and we implemented a 10% cross-review quality control measure to resolve discordances in data abstraction. We estimated the prevalence of COVID-19 vaccine information on practice websites and website home pages and used Poisson regression with robust error variances to estimate crude and adjusted prevalence ratios for correlates of COVID-19 vaccine information, including practice size, practice region, university affiliation, and presence of information about seasonal influenza vaccines. Additionally, we performed sensitivity analyses to account for multiple comparisons.

Results: Of the 964 included family medicine practices, most (n=509, 52.8%) had ≥10 distinct locations, were unaffiliated with a university (n=838, 87.2%), and mentioned seasonal influenza vaccines on their websites (n=540, 56.1%). In total, 550 (57.1%) practices mentioned COVID-19 vaccines on their practice websites, specifically, and 726 (75.3%) mentioned COVID-19 vaccines anywhere on their practice website. As practice size increased, the likelihood of finding COVID-19 vaccine information on the home page increased (n=66, 27.7% among single-location practices, n=114, 52.5% among practices with 2-9 locations, n=66, 56.4% among practices with 10-19 locations, and n=304, 77.6% among practices with 20 or more locations, \( P<.001 \) for trend). Compared to clinics in the Northeast, those in the West and Midwest United States had a similar prevalence of COVID-19 vaccine information on website home pages, but clinics in the south had a lower prevalence (adjusted prevalence ratio 0.8, 95% CI 0.7 to 1.0; \( P=.02 \)). Our results were largely unchanged in sensitivity analyses accounting for multiple comparisons.

Conclusions: Given the ongoing COVID-19 pandemic, primary care practitioners who promote and provide vaccines should strongly consider utilizing their existing practice websites to share COVID-19 vaccine information. These existing platforms have the potential to serve as an extension of providers’ influence on established and prospective patients who search the internet for information about COVID-19 vaccines.

(JMIR Form Res 2022;6(11):e38425) doi:10.2196/38425
Introduction

As of July 2022, at least 1 million Americans have died from COVID-19, although official counts may underestimate total attributable deaths [1,2]. While 67% of the total population has been fully vaccinated against COVID-19 [1], achieving community protection requires a coverage of at least 80% [3]. However, gains in vaccination coverage within the United States have slowed, in part owing to vaccine hesitancy, which is defined as a “delay in acceptance or refusal of [COVID-19] vaccination despite availability of vaccination services” [4,5].

COVID-19 vaccine hesitancy is a well-established infodemiological problem in public health, resulting from a complex interplay among many factors, including, but not limited to, systemic racism, political ideology, intentional and unintentional spread of misinformation, social media networks and behaviors, and skepticism of the scientific community [6-14]. While longer-term solutions to COVID-19 vaccine hesitancy, specifically—as well as hesitancy toward other vaccines, more generally—will require targeting these systems-level causes, shorter-term interventions can also improve COVID-19 vaccine uptake by addressing downstream factors that influence vaccine intent at the level of clinics and individuals, such as individuals’ health literacy and vaccine proponents’ trustworthiness [15-17]. In the early stages of the COVID-19 pandemic, the US Centers for Disease Control and Prevention identified many of these factors as targets of their national campaign, “Vaccinate with Confidence: Strategy to Reinforce Confidence in COVID-19 Vaccines” [17]. In particular, the Vaccinate with Confidence campaign emphasizes the importance of “effective messages delivered by trusted messengers,” in which physicians and other health care professionals tailor narratives about COVID-19 vaccines to the unique needs of their particular patient populations [17].

Primary care providers (PCPs) are consistently regarded as trusted messengers for vaccine-related information and are well-qualified to communicate effectively to overcome hesitancy [17-19]. Enhancing PCPs’ web-based promotion of COVID-19 vaccines through their existing practice websites may allow them to reach individuals seeking COVID-19 vaccine information on the internet. Patients already visit these websites to access logistical information such as practice address, telephone number, and patient portals. However, it is unclear whether PCPs use their websites to communicate information about COVID-19 vaccines. The aim of this paper was to describe the prevalence and correlates of the provision of COVID-19 vaccine information on family medicine practices’ websites in the United States.

Methods

Overview

Using the National Provider Identifier records of the Centers for Medicare and Medicaid Services’ National Plan and Provider Enumeration System, we created a sampling frame of 136,531 providers who indicated “family medicine” as their primary taxonomy code and were practicing in the United States as of September 12, 2021. Using this sampling frame, we selected an overall target sample size of 1000 unique websites, maintaining convention with nationwide surveys and polls [20], as well as similar exploratory analyses for which no a priori power calculations exist [21]. Ensuring a nationally representative sample, the state-level target sample size was determined on the basis of the proportion of the total number of family medicine providers listed for that state. For example, if a state had 1365 providers listed in the sampling frame (1% of 136,531), that state’s target sample size in our sample would be 10 websites (1% of 1000). For each state, a random number generator assigned each practitioner a number, and then the team sorted the observations by the random number and selected the top n observations (n=state-level target sample size).

Five data abstractors searched internet browsers from September 20 to October 8, 2021, to identify sampled providers’ practice websites. Websites were excluded if the practice (1) did not have an apparent focus on family medicine or primary care, (2) was located in a different state than that listed in the National Provider Identifier database, (3) was a duplicate, (4) had a nonfunctional website link, (5) used only social media pages (eg, Facebook), or (6) was permanently closed. Websites affiliated with the military or court-mandated health care systems were also excluded owing to their varying approaches to vaccine policies, which may have included messaging that the general public was not exposed to stringent vaccine mandates that were not applicable to the general public, or limited autonomy to shape vaccine messaging at the level of individual clinics and providers. For data quality control, the team cross-reviewed 10% of the websites, resolving any discordances in data extraction.

Our primary outcome was a mention of COVID-19 vaccines on the practices’ website home page, specifically. Secondary outcomes included a mention of COVID-19 vaccines anywhere on the website, evidence that a clinic provided COVID-19 vaccines on site, provision of tailored vaccine information, explicit mention of full Food and Drug Administration (FDA) approval of the Pfizer-BioNTech COVID-19 vaccine (the only fully FDA-approved COVID-19 vaccine at the time of data collection [22,23]), and provision of a frequently asked question (FAQ) section about COVID-19 vaccines. “Tailored vaccine information” was defined as COVID-19 vaccine information thoughtfully curated or presented in a patient-centered manner or from the perspective of the providers in that clinic specifically. For example, an explicit mention of the patient...
populations served by the clinic or explicit acknowledgment of common needs and concerns of the clinic’s population would illustrate tailoring of standard vaccine information. Exploratory independent variables included the number of clinic locations, affiliation with a large hospital or managed health care system (conglomerate affiliation), university affiliation, mention of seasonal influenza vaccination, and US Census Bureau–defined geographic region within the United States [24]. We specifically explored the promotion of seasonal influenza vaccines because we sought to verify whether providers adopted similar policies of promoting another vaccine with well-established vaccine hesitancy in the general public [25].

We estimated the period prevalence of all outcomes. We estimated period prevalence, rather than point prevalence, because our data collection process was carried out over a period of several weeks rather than at a single time point. We reported unstratified results, as well as results stratified by the number of clinic locations. Cochran-Armitage tests for trend were used to identify statistically significant differences across strata of the number of clinic locations. The Cochran-Armitage test for trend is appropriate for assessing whether data in a contingency table of dimensions $2 \times C$, where $C$ is an ordinal variable with $>2$ levels, differ between the 2 groups [26,27]. We verified that all expected cell counts in these $2 \times C$ tables were $n>5$.

Independent variables associated with mentioning COVID-19 vaccines on the website home page were assessed using modified Poisson regression models with robust error variances. In these analyses, our primary and secondary outcomes were each modeled as binary indicator outcome variables, which were set to 0 when a practice website did not have the attribute to 1 when the practice did. Modified Poisson regression is appropriate when estimating the prevalence or risk (including prevalence and risk ratios) of a high-prevalence, binary outcome [28,29]. We assumed that all observations were independent. Given the exploratory nature of our regression analyses, we also assumed no interaction between our independent variables, and we assumed that each variable had a linear association with the outcome on the log scale. Finally, we conducted a sensitivity analysis for these Poisson regression models in which $P$ values were adjusted for multiple comparisons [30-33].

Statistical analyses were performed using SAS (version 9.4; SAS Institute Inc). All data analyzed in this study are included in Multimedia Appendices 1 and 2.

### Ethical Considerations

There were no human participants in this study, and all data were collected via publicly available internet searches. Therefore, this study did not require ethics approval.

### Results

After applying the exclusion criteria, 964 unique practice websites were included in the analytic sample. Practices typically had $\geq$10 locations (n=509, 52.8%), were affiliated with a conglomerate (n=663, 68.2%), were unaffiliated with a university (n=838, 87.2%), and mentioned seasonal influenza vaccines on their website (n=540, 56.1%; Table 1).

Between September 20 and October 8, 2021, overall, 550 (57.1%) websites mentioned COVID-19 vaccines on their home page, and 726 (75.3%) mentioned them somewhere on their website (Table 2). Additionally, 580 (60.2%) tailored the content provided, 426 (44.2%) provided a COVID-19 vaccine–focused FAQ section, and 199 (20.6%) explicitly mentioned the Pfizer BioNTech vaccine’s full FDA approval.

Mentioning COVID-19 vaccines on home pages ranged from 28% among single-location practices to 78% among $\geq$20-location practices ($P<.001$ for trend). Similar statistically and clinically significant trends were observed between the number of clinic locations and all other outcomes (Table 2). After adjusting for university affiliation, mention of influenza vaccines, and geographic region, the prevalence of mentioning COVID-19 vaccines on the home page was 1.7 (95% CI 1.4 to 2.2), 1.7 (95% CI 1.3 to 2.2), and 2.3 (95% CI 1.8 to 2.8) times higher among clinics with 2-9, 10-19, or $\geq$20 locations, respectively, than for clinics with only 1 location (Table 3). Compared to websites from Northeastern practices, those from the West and Midwest United States had comparable outcome prevalence; practices in the south had a lower prevalence (adjusted prevalence ratio 0.8, 95% CI 0.7 to 1.0). Sensitivity analyses, in which Poisson regression $P$ values were adjusted for multiple comparisons, yielded similar statistical results (Multimedia Appendix 2, Table S1).
Table 1. Characteristics of family medicine practices in the United States included in our fall 2021 COVID-19 website content review.

<table>
<thead>
<tr>
<th>Practice characteristics</th>
<th>Frequency (n=964), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice locations</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>238 (24.7)</td>
</tr>
<tr>
<td>2-9</td>
<td>217 (22.5)</td>
</tr>
<tr>
<td>10-19</td>
<td>117 (12.1)</td>
</tr>
<tr>
<td>≥20</td>
<td>392 (40.7)</td>
</tr>
<tr>
<td>Practice affiliated with a large hospital or managed health care system (conglomerate)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>663 (68.2)</td>
</tr>
<tr>
<td>No</td>
<td>301 (31.2)</td>
</tr>
<tr>
<td>Practice affiliated with a university</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>123 (12.8)</td>
</tr>
<tr>
<td>No</td>
<td>838 (87.2)</td>
</tr>
<tr>
<td>Practice website mentions seasonal influenza vaccination</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>540 (56.1)</td>
</tr>
<tr>
<td>No</td>
<td>423 (43.9)</td>
</tr>
<tr>
<td>Translations to other languages available on website</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>266 (27.6)</td>
</tr>
<tr>
<td>No</td>
<td>698 (72.4)</td>
</tr>
<tr>
<td>US region&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>243 (25.2)</td>
</tr>
<tr>
<td>Northeast</td>
<td>145 (15.0)</td>
</tr>
<tr>
<td>South</td>
<td>333 (34.5)</td>
</tr>
<tr>
<td>West</td>
<td>243 (25.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>US regions: Midwest (Iowa, Illinois, Indiana, Kansas, Michigan, Minnesota, Missouri, North Dakota, Nebraska, Ohio, South Dakota, and Wisconsin), northeast (Connecticut, Massachusetts, Maine, New Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, and Vermont), south (Alabama, Arkansas, District of Columbia, Delaware, Florida, Georgia, Kentucky, Louisiana, Maryland, Mississippi, North Carolina, Oklahoma, South Carolina, Tennessee, Texas, Virginia, and West Virginia), and west (Alaska, Arizona, California, Colorado, Hawaii, Idaho, Montana, New Mexico, Nevada, Oregon, Utah, Washington, and Wyoming).
Table 2. COVID-19 vaccine–related information on family medicine practice websites in the United States included in our fall 2021 COVID-19 website content review.

<table>
<thead>
<tr>
<th></th>
<th>Total, n (%)</th>
<th>Practice locations, n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2-9</td>
<td>10-19</td>
</tr>
<tr>
<td>Mentions the COVID-19 vaccine on the home page</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>550 (57.1)</td>
<td>66 (27.7)</td>
<td>114 (52.5)</td>
<td>66 (56.4)</td>
</tr>
<tr>
<td>No</td>
<td>414 (42.9)</td>
<td>172 (72.3)</td>
<td>103 (47.5)</td>
<td>51 (43.6)</td>
</tr>
<tr>
<td>Mentions the COVID-19 vaccine mentioned anywhere on the website</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>726 (75.3)</td>
<td>98 (41.2)</td>
<td>158 (72.8)</td>
<td>97 (82.9)</td>
</tr>
<tr>
<td>No</td>
<td>238 (24.7)</td>
<td>140 (58.8)</td>
<td>59 (27.2)</td>
<td>20 (17.1)</td>
</tr>
<tr>
<td>Provides tailored information on COVID-19 vaccines&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>580 (60.2)</td>
<td>59 (24.8)</td>
<td>114 (52.5)</td>
<td>71 (60.7)</td>
</tr>
<tr>
<td>No</td>
<td>384 (39.8)</td>
<td>179 (75.2)</td>
<td>103 (47.5)</td>
<td>46 (39.3)</td>
</tr>
<tr>
<td>Mentions Food and Drug Administration approval of the COVID-19 vaccine&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>199 (20.6)</td>
<td>15 (6.3)</td>
<td>22 (10.1)</td>
<td>24 (20.5)</td>
</tr>
<tr>
<td>No</td>
<td>765 (79.4)</td>
<td>223 (93.7)</td>
<td>195 (89.9)</td>
<td>93 (79.5)</td>
</tr>
<tr>
<td>Mentions the booster or third dose of the vaccine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>400 (41.5)</td>
<td>28 (11.8)</td>
<td>67 (30.9)</td>
<td>55 (47.0)</td>
</tr>
<tr>
<td>No</td>
<td>564 (58.5)</td>
<td>210 (88.2)</td>
<td>150 (69.1)</td>
<td>62 (53.0)</td>
</tr>
<tr>
<td>Has information on COVID-19 vaccine eligibility criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>530 (55.0)</td>
<td>51 (21.4)</td>
<td>101 (46.5)</td>
<td>66 (56.4)</td>
</tr>
<tr>
<td>No</td>
<td>434 (45.0)</td>
<td>187 (78.6)</td>
<td>116 (53.5)</td>
<td>51 (43.6)</td>
</tr>
<tr>
<td>Has a “frequently asked questions” section on COVID-19 vaccines on the website</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>426 (44.2)</td>
<td>31 (13.0)</td>
<td>62 (28.6)</td>
<td>48 (41.0)</td>
</tr>
<tr>
<td>No</td>
<td>538 (55.8)</td>
<td>207 (87.0)</td>
<td>155 (71.4)</td>
<td>69 (59.0)</td>
</tr>
<tr>
<td>Nature of the website’s language regarding COVID-19 vaccination</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No mention</td>
<td>245 (25.4)</td>
<td>142 (59.7)</td>
<td>64 (29.5)</td>
<td>22 (19.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>172 (17.9)</td>
<td>37 (15.5)</td>
<td>51 (23.5)</td>
<td>25 (21.6)</td>
</tr>
<tr>
<td>Supportive</td>
<td>546 (56.7)</td>
<td>59 (24.8)</td>
<td>102 (47.0)</td>
<td>69 (59.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Cochran-Armitage trend test.

<sup>b</sup>Tailored information described as curated information indicating an effort from the practice to explain and endorse the COVID-19 vaccines.

<sup>c</sup>The website explicitly mentioned the approval of the COVID-19 vaccine (Pfizer’s Comirnaty approved on August 23, 2021) by the US Food and Drug Administration anywhere on the website.
Table 3. Unadjusted and adjusted prevalence ratios of whether a family medicine practice mentioned the COVID-19 vaccine on their website home page.

<table>
<thead>
<tr>
<th>Number of locations</th>
<th>Mentioned the COVID-19 vaccine on the home page, n (%)</th>
<th>Unadjusted prevalence ratio</th>
<th>Adjusted prevalence ratioa</th>
<th>P value</th>
<th>Ratio (95% CI)</th>
<th>P value</th>
<th>Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>—b</td>
<td>Reference</td>
<td>—</td>
<td>Reference</td>
</tr>
<tr>
<td>1</td>
<td>66 (27.7)</td>
<td>1.89 (1.49-2.41)</td>
<td>&lt;.001</td>
<td>1.73</td>
<td>(1.37-2.20)</td>
<td>&lt;.001</td>
<td>1.89 (1.49-2.41)</td>
</tr>
<tr>
<td>2-9</td>
<td>114 (52.5)</td>
<td>2.03 (1.57-2.64)</td>
<td>&lt;.001</td>
<td>1.73</td>
<td>(1.34-2.23)</td>
<td>&lt;.001</td>
<td>2.03 (1.57-2.64)</td>
</tr>
<tr>
<td>10-19</td>
<td>66 (56.4)</td>
<td>2.80 (2.26-3.46)</td>
<td>&lt;.001</td>
<td>2.25</td>
<td>(1.81-2.79)</td>
<td>&lt;.001</td>
<td>2.80 (2.26-3.46)</td>
</tr>
<tr>
<td>≥20</td>
<td>304 (77.6)</td>
<td>1.81 (1.74-1.89)</td>
<td>&lt;.001</td>
<td>1.62</td>
<td>(1.41-1.86)</td>
<td>&lt;.001</td>
<td>1.81 (1.74-1.89)</td>
</tr>
</tbody>
</table>

US regionc

<table>
<thead>
<tr>
<th>Number of locations</th>
<th>US region</th>
<th>Mentioned the COVID-19 vaccine on the home page, n (%)</th>
<th>Unadjusted prevalence ratio</th>
<th>Adjusted prevalence ratioa</th>
<th>P value</th>
<th>Ratio (95% CI)</th>
<th>P value</th>
<th>Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>—b</td>
<td>Reference</td>
<td>Reference</td>
<td>—</td>
<td>Reference</td>
</tr>
<tr>
<td>1</td>
<td>Northeast</td>
<td>93 (64.1)</td>
<td>0.95 (0.81-1.11)</td>
<td>.52</td>
<td>0.96</td>
<td>(0.84-1.10)</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>2-9</td>
<td>Midwest</td>
<td>148 (60.9)</td>
<td>0.78 (0.66-0.91)</td>
<td>.002</td>
<td>0.84</td>
<td>(0.73-0.97)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>10-19</td>
<td>South</td>
<td>166 (49.9)</td>
<td>0.92 (0.78-1.08)</td>
<td>.29</td>
<td>0.99</td>
<td>(0.86-1.14)</td>
<td>.86</td>
<td></td>
</tr>
<tr>
<td>≥20</td>
<td>West</td>
<td>143 (58.9)</td>
<td>1.41 (1.26-1.59)</td>
<td>&lt;.001</td>
<td>1.15</td>
<td>(1.03-1.29)</td>
<td>.01</td>
<td></td>
</tr>
</tbody>
</table>


dComparing “Yes” versus “No” responses (reference).

Discussion

Principal Findings

As revealed in this analysis, at the time of data collection, not all family medicine practices were maximizing their existing practice websites for COVID-19 vaccine promotion. As of October 2021, nearly half of the websites examined by our research team did not mention COVID-19 vaccines on their home page. In addition, only one-fifth of them mentioned full FDA approval of the Pfizer vaccine, a regulatory accomplishment that many postulated would increase vaccine confidence and uptake [34]. Although medical professionals may have missed the opportunity to amplify this milestone on their practices’ websites, future milestones present similar opportunities, including full FDA approval of vaccines for young children and approval of additional strain-specific booster vaccines.

It is critical for PCPs, as trusted sources of vaccine-related information, to optimize communication with the general public [18,19]. PCPs can accomplish medical and public health goals concurrently by considering how their website can serve as a web-based extension of the tailored messaging they often use inside the clinic. Furthermore, given the potential for novel SARS-CoV-2 variants (eg, the B1 variant) and future infection surges, it is increasingly important for vaccine providers to be cognizant of where and how to make thoughtful use of their existing practice websites for additional vaccine promotion.

How vaccine content is described is also important. With only 60% of included websites providing tailored content, there is additional room to translate the tailored, values-based messaging often used inside clinics to the clinic’s internet domain [35,36].

Our analysis also revealed that as practice size increased, the presence of COVID-19 vaccine information also increased. Although our analysis was not designed to determine the cause of any association between practice size and web-based vaccine promotion, we hypothesize that this finding reflects that larger, well-resourced practices have greater means to update their websites. This would signal an opportunity for entities such as national professional societies to develop guidance to help less-resourced practices provide accurate and specialty-specific information on the internet.

Finally, we observed that compared to northeastern clinics, southern clinics were less likely to mention COVID-19 vaccines on their websites. This finding emerges amid evidence that southern states continue to have COVID-19 vaccination coverage below the national average [37]. Given the lower baseline rates of COVID-19 information on the home pages of websites of southern clinics, we hypothesize that in...
the future, concerted efforts to increase COVID-19 vaccine information on practices’ websites may have the highest overall impact in this region.

**Strengths and Limitations**

The strengths of our study include a large, nationwide sampling frame of family medicine practitioners to yield a sample distributed proportionally across all 50 states. Furthermore, our team implemented a 10% cross-checking measure to reduce data entry errors and improve internal validity.

Our study also has limitations. As our study is exploratory in nature, it is not designed to assess the causal impact of web-based information on the COVID-19 vaccine on the population uptake of these vaccines. In addition, this study’s cross-sectional design does not reflect whether and how clinics change their website content over time. Finally, our analytic sample did not include other relevant provider types (eg, pediatricians) who may differ in approaches to provision of vaccine content on their websites.

**Conclusions**

During a pandemic, it is vital for medical providers to utilize all means to promote vaccination when safe and effective vaccines are available. With many PCPs already hosting websites, there is little reason not to utilize this platform to reach patients who are eager to understand their trusted provider’s views.
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Abstract

Background: The COVID-19 crisis has led to rapid and far-reaching changes in digital health care, but little is known about what, why, and how changes occurred in eHealth use in Flemish general practice during the pandemic.

Objective: This study aims to understand how general practitioners (GPs) perceive and evaluate eHealth solutions and their eHealth experience during the COVID-19 pandemic.

Methods: This qualitative study was conducted using in-depth 1-on-1 semistructured interviews with the help of an interview guide. Several areas were identified beforehand to help assess the impact of the COVID-19 pandemic: perceptions of digital technologies in GP practices; changes in the use of these technologies during and after the COVID-19 pandemic; GPs’ adaptation to digitalization, benefits, risks, and challenges of eHealth; GPs’ motivations to change practice; and future perspectives on eHealth. In this study, purposive sampling and snowballing methods were used. Between October 2021 and April 2022, we interviewed 15 Dutch-speaking GPs in the Flemish region via the Zoom online conferencing tool.

Results: GPs indicated that eHealth was used more frequently during the COVID-19 pandemic than before, a change that helped them reduce their workload, enabling greater accessibility to health care services and the complementary use of digital and physical consultations. Our findings suggest that physicians underwent a significant cognitive shift in their perceptions, causing them to be more open and prepared to adopt eHealth solutions. However, there remains significant doubt and uncertainty about digital literacy for certain groups, privacy, data security, reimbursement, and the burden of technical information and communication technologies (ICT) issues.

Conclusions: The COVID-19 pandemic seems to have been a turning point for eHealth by Flemish GPs. eHealth is an essential complementary health care service that can reduce pressure on health care as well as increase health care accessibility. Sensitive aspects, such as privacy, data security, digital literacy, reimbursement, and the burden of technical ICT issues, are particularly emphasized. With our results, we can offer recommendations to health IT policymakers and developers that will help maintain the continuity of eHealth solutions beyond the COVID-19 pandemic, considering the expectations and sensitivities presented in the study.

(JMIR Form Res 2022;6(11):e41847) doi:10.2196/41847
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Introduction

eHealth refers to tools that use information and communication technologies (ICT) to prevent, diagnose, treat, and monitor health-related problems. The term “eHealth” is inclusive, and what falls under eHealth is also constantly changing under technological developments, such as mobile health (mHealth), telemonitoring, telemedicine, cloud platforms for data storage, and artificial intelligence (AI). The term “mHealth” refers to the use of mobile communication and devices that provide care or improve health outcomes, for example, with the help of an app on smartphones [1]. Telemonitoring is described as daily remote, wireless, and ambulatory monitoring of various medical and technical data and parameters via sensors, cameras, and devices implanted in the patient or placed on the body or in the patient’s clothing, such as blood pressure, weight, heart rate, and body temperature [2]. The term “telemedicine” relates to health care services that permit patients to receive care in their everyday life and overlap the distance between health care professionals and patients through ICT [3].

eHealth solutions are represented as complex interventions, as several interacting components pose some additional problems for raters and already theoretical and methodological issues [4]. However, over the past decade, the growing use of eHealth has increased pressure on health care [5,6], playing an increasingly important role in the sustainability of future health care systems and increasing passion in patient empowerment [7,8]. An aging population, rising chronic diseases, and the COVID-19 pandemic are increasing pressure on health care [9-12]. Therefore, innovations, such as eHealth, are needed to maintain the accessibility and quality of care [13-16]. Meanwhile, digital health technologies have greatly accelerated patient engagement [17-20]. In line with these developments, medical institutions have intensively integrated eHealth into traditional face-to-face counseling [21]. The combination of eHealth and face-to-face consultation can be defined as hybrid health care [22,23]. Sometime after the COVID-19 pandemic, it was shown that the pandemic has accelerated the implementation of eHealth solutions, and even though it is a crisis situation, many health care providers and institutions have quickly embraced digital medicine. Adopting more digital health is a phase with the potential to improve the quality of care [24,25].

General practitioners (GPs) are an essential part of primary health care in Belgium’s health system. They usually work in solo, dual, or group practices, and their main tasks include preventive care, diagnosis, and treatment for a wide range of health problems. Since 2007, digitization systems have been used in health care in Belgium [26].

According to a Belgian 2019 study, the adoption of eHealth by GPs in Belgium—as in other countries—remains modest [27]. These results are in line with other studies showing that the health care sector is a laggard in adopting digital services [28]. According to these studies, several factors play an active role in the sector’s slowness to adopt digital practices, such as the strict regulations of the sector, the sensitivity surrounding personally identifiable information, the resistance of health care providers to digital apps, the lack of prioritization of the patient experience, and the cost of investment [29,30].

The first COVID-19 death in Belgium occurred on March 10, 2020, and the first quarantine period was imposed on the population from March 14 to May 5, 2020, to prevent the spread of the COVID-19 virus [31,32]. Rapid and far-reaching changes have been made so that health care providers can ensure continuity of care while minimizing the risk of the virus spreading. Digital health tools, such as social follow-up, texting, getting photos from patients, and e-consultations, have been used more than ever [33]. In Belgium, temporary remote consultations (by phone or video calls) were introduced. According to the COVID-19 monitoring report of the National Institute for Health and Disability Insurance (RIZIV), 3.8 million consultations were billed between March and May 2020, and these consultations were performed mainly by GPs. Teleconsultations were commonly used to obtain prescriptions, follow up on a chronic or existing condition, deal with new coronavirus-related complaints, and discuss a sickness report or a new complaint unrelated to coronavirus [34].

Although other studies have previously shown that the COVID-19 pandemic significantly impacted GPs’ use of eHealth, little is known about the impact of the COVID-19 crisis on the daily use of eHealth technologies among GPs in the Flemish region of Belgium. In our study, we investigated the following research questions: What has changed in the mind and practice of GPs toward the use of eHealth as a result of the COVID-19 crisis? What other changes were experienced by GPs during this period, why, and how? Moreover, we aimed to gain deep insight into the perceived impact of the crisis.

This paper describes the GPs’ perception, appreciation, and use of various eHealth tools during the pandemic; their expectations; concerns regarding eHealth use; the perceived impact of the COVID-19 pandemic on eHealth use; and perceived barriers, enablers, potential gains, and success points in eHealth use.

Methods

Study Design and Population

We conducted qualitative research using semistructured interviews of 15 Dutch-speaking GPs in Belgium. One-on-one interviews were chosen as the research design, which allowed us to obtain in-depth information from the respondents. Purposive sampling and the snowball method were used during the study. The study population was assumed to be around 20-30 GPs, but when data saturation provided enough knowledge for a deep understanding of the subject, the study finished before the targeted population numbers were reached. The study was conducted between October 2021 and April 2022. The study design is shown in Figure 1.
Interview Procedures, Data Collection, and Analysis

Due to the COVID-19 pandemic, interviews were scheduled and conducted through the Zoom online videoconferencing tool. The interview guide (Multimedia Appendix 1) was developed in close collaboration with the promotor. Before the interviews, informed consent was collected via email from the interviewees. The subinvestigator conducted the semistructured interviews using the following thematic blocks: demographics; the perception and appreciation of digital technologies in GP practices; changes in the use of these technologies during and after the COVID-19 pandemic; the adaptation of GPs to digitalization; eHealth’s benefits, risks, and challenges; and motivations for and future perspectives on eHealth. The interviews lasted approximately 30 minutes. All interviews were recorded, transcribed verbatim, and analyzed thematically using Microsoft Excel 2010. Braun and Clarke’s [35] 6-step guide was used. Notes were grouped into 5 domains (with themes and subthemes): the perception and appreciation of eHealth, the impact of COVID-19 on eHealth use, the barriers to and facilitators of eHealth use, the potential services and success points of eHealth, and concerns and expectations for the future (see Figure 2). All quotes were translated from Dutch to English, considered representative, and are reported in the Results section.

All data were treated confidentially and pseudonymized with due care during the project. Depending on our research questions, the recorded interviews were only watched and listened to and typed out by the researcher supervised by the promotor. The interviews were transcribed in an anonymous manner. The sound recordings and transcripts were recorded in a safe and secure way, and these files were saved on a personal computer that is password-protected. The study was conducted on a volunteer basis, and there was no compensation given.

Figure 2. Defined themes.
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Ethical committee approval and informed consent letters were asked for and obtained beforehand from the KU Leuven Ethics Committee (reference MP016788, July 20, 2021).

Results

Characteristics of Study Participants

We interviewed 15 GPs from 5 different regions of Flanders: Antwerp (n=7, 47%), Limburg (n=3, 20%), Flemish Brabant (n=2, 13%), East Flanders (n=2, 13%), and West Flanders (n=1, 7%). Of the 15 interviewees, 10 (67%) reported practicing medicine for 0-20 years and 5 (33%) reported practicing medicine for more than 20 years. On average, they had 14.8 years of experience in primary care, from 3 to 40 years. Most interviewees reported working in a group (n=7, 47%) or alone (n=5, 33%). The gender distribution was 8 (53%) males and 7 (47%) females. The demographic characteristics of the participants are shown in Table 1.

Based on the thematic analysis of the interviews, we collected all the data on 5 important domains with subdomains, as shown in Tables 2-6.

Table 1. Demographics of participants (N=15).

<table>
<thead>
<tr>
<th>Experience (years)</th>
<th>Solo practice, n (%)</th>
<th>Duo practice, n (%)</th>
<th>Group practice, n (%)</th>
<th>Community, n (%)</th>
<th>Total GPs, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;5</td>
<td>0</td>
<td>0</td>
<td>2 (13): M(^b), Antwerp, GP7 and GP8</td>
<td>0</td>
<td>2 (13)</td>
</tr>
<tr>
<td>5-10</td>
<td>1 (7): F(^c), Antwerp, GP9</td>
<td>0</td>
<td>2 (13): M, East Flanders and Antwerp, GP10 and GP11</td>
<td>2 (13): M, Brussels, GP1 and GP2</td>
<td>7 (47)</td>
</tr>
<tr>
<td>10-20</td>
<td>2 (13): F, Limburg, GP3 and GP4</td>
<td>1 (7): F, Limburg, GP14</td>
<td>0</td>
<td>0</td>
<td>1 (7)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>2 (13): M, West Flanders, GP13; F, Antwerp, GP12</td>
<td>0</td>
<td>1 (7): M, East Flanders GP15</td>
<td>0</td>
<td>5 (33)</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.
\(^b\)M: male.
\(^c\)F: female.

Table 2. Themes and subthemes of the “impact of the COVID-19 pandemic on eHealth use” domain.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes from the interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes and shifts in service</td>
<td>“COVID created an extra training for us, especially for older GP(^a) generations who were against the digitalization but came to understand the benefits of eHealth.” [GP2]</td>
</tr>
<tr>
<td></td>
<td>GPs reduce strain with eHealth.</td>
</tr>
<tr>
<td></td>
<td>“Teleconsultation is not a pleasant thing, but it was an important tool in the intensity of the pandemic.” [GP3]</td>
</tr>
<tr>
<td>Teleconsultations</td>
<td>“We did triage for COVID infection via teleconsultations.” [GP5]</td>
</tr>
<tr>
<td>Workload</td>
<td>“COVID sped up and also increased our work via digitalization. It also changed our way of working.” [GP6]</td>
</tr>
<tr>
<td>Digital administrator</td>
<td>“COVID has changed the way we work and boosted digital solutions.” [GP10]</td>
</tr>
<tr>
<td>Extra investment in IT solutions</td>
<td>“We adopted an application on the mobile phone so that we could also work from home.” [GP7]</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.
\(^b\)mHealth: mobile health.
### Table 3. Themes and subthemes of the “eHealth perception and appreciation” domain.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes from the interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>eHealth perception</strong></td>
<td></td>
</tr>
<tr>
<td>eHealth is a digital solution for GP(^a) work.</td>
<td>“eHealth is a portal to digital to use all the capabilities of information, EMD(^b), tele-consult, medication…” [GP1] “Digital solutions increased the quality of and communication in health care.” [GP8]</td>
</tr>
<tr>
<td>The future is digital.</td>
<td>“Digital apps will be used more because GPs are retired, and the time spent on physical contact will be less than now.” [GP4]</td>
</tr>
<tr>
<td><strong>eHealth appreciation</strong></td>
<td></td>
</tr>
<tr>
<td>eHealth has a lot of advantages.</td>
<td>“There are many positive things.” [GP1] “Our clinic is 90% digital now.” [GP6] “I find it very good to have. I hope that will get better, be adopted more quickly, and implemented at a faster pace. I found it very slow, I mean, the evolution over the two years.” [GP13]</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.  
\(^b\)EMD: Electronic Medical Dossier.

### Table 4. Themes and subthemes of the “potential services and success points” domain.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes from the interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Potential services</strong></td>
<td></td>
</tr>
<tr>
<td>GPs(^a) are prepared for the unknown.</td>
<td>“I think we are more ready for the unknown…the crisis made us stronger and able to provide health care in difficult situations.” [GP10]</td>
</tr>
<tr>
<td>GPs have more digital literacy.</td>
<td>“Software is new, and I am not fully integrated with the software. I need more training so that I can use it more efficiently.” [GP14]</td>
</tr>
<tr>
<td>GPs have sight for mHealth and video consultations in the future.</td>
<td>“The role of the GP will be changed to include controlling data from applications. We could follow up closely chronic diseases with the applications, especially with chronic illnesses such as heart failure” [GP15] “I want to implement video consultations in the future, especially so that I can see the patient.” [GP9]</td>
</tr>
<tr>
<td><strong>Success points</strong></td>
<td></td>
</tr>
<tr>
<td>There is increased accessibility.</td>
<td>“I am in urgency mode for the patients, reachable 24/7.” [GP12] “Quick connecting with people to monitor them at home, especially older people” [GP3]</td>
</tr>
<tr>
<td>GPs are aware of the mental shift to remote work.</td>
<td>“One of the most important things we learned from the coronavirus crisis is that eHealth solutions shifted our mindset from classical role of the physician to an integrated role using more remote solutions.” [GP11]</td>
</tr>
<tr>
<td>Physician-patient satisfaction with telemedicine</td>
<td>“In general, the patients are satisfied with the speed of work. They do not wait long and do not come here to take medications.” [GP4]</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.

### Table 5. Themes and subthemes of the “barriers and facilitators to using eHealth” domain.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes from the interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Barriers</strong></td>
<td></td>
</tr>
<tr>
<td>There is an ICT(^a) burden.</td>
<td>“Lack of IT support to solve the problems such as older software or blockages.” [GP(^b)4]</td>
</tr>
<tr>
<td>Digital literacy is needed.</td>
<td>“To use the digital platforms, you need to have an educated population.” [GP1]</td>
</tr>
<tr>
<td><strong>Facilitators</strong></td>
<td></td>
</tr>
<tr>
<td>COVID-19 pandemic measures</td>
<td>“Due to the measures, the disallowing of physical contact made us facilitate creative solutions, such as using more technology and remote options.” [GP5]</td>
</tr>
<tr>
<td>Government and European Union (EU) policies</td>
<td>“Remuneration for telehealth was useful to stimulate complementary remote and physical care.” [GP9]</td>
</tr>
<tr>
<td>Patient’s role</td>
<td>“The patient is central now. We have to listen to them, and most patients are comfortable and are doing well with the technology and happy to use it.” [GP12]</td>
</tr>
</tbody>
</table>

\(^a\)ICT: information and communication technologies.  
\(^b\)GP: general practitioner.
Table 6. Themes and subthemes of the “future expectations and concerns” domain.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes from the interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Expectations</strong></td>
<td></td>
</tr>
<tr>
<td>GPs were seeking for integrated first and second service lines.</td>
<td>“More stable eHealth, technically strong and more integrated solutions. Currently, digital integration between the 1 and 2 service lines is terrible.” [GP13]</td>
</tr>
<tr>
<td>GPs expect more efficient IT solutions.</td>
<td>“I would like to see more user-friendly solutions for all population levels, as well as more education on digital eHealth solutions.” [GP10]</td>
</tr>
<tr>
<td>GPs demand remuneration for telemedicine services.</td>
<td>“We would like to have further remuneration for teleconsultations.” [GP9]</td>
</tr>
<tr>
<td><strong>Concerns</strong></td>
<td></td>
</tr>
<tr>
<td>GPs are aware of safety concerns related to data.</td>
<td>“We often use e-mails, text messaging, and WhatsApp. These are not fully safe, not fully protected. These must be protected from cyberattacks.” [GP8]</td>
</tr>
<tr>
<td>GPs are concerned about fragile groups.</td>
<td>“There are subgroups of patients who are not aware of or capable enough to use eHealth tools.” [GP15]</td>
</tr>
<tr>
<td>GPs have concerns about losing physical contact and follow-ups.</td>
<td>“I do not want to lose my physical contact with the patient…Why? Problems with follow-up. Why? Because even though it is a prescription, I am doing more than that. Are there any other issues to follow up on? For example, screening for colorectal cancer, mammography, vaccinations, blood pressure measurements, advice, conversations with the patient.” [GP1]</td>
</tr>
</tbody>
</table>

\[GP\]: general practitioner.

**Domain 1: Impact of the COVID-19 Pandemic on eHealth**

**Changes and Shifts in Service**

According to the GPs surveyed, eHealth use showed a tremendous difference before and after the COVID-19 pandemic. All the participants agreed on the differentiation and increased use of eHealth tools.

Before the coronavirus crisis, they noted that they were using eHealth frameworks infrequently or in a limited number of cases, and they used phone calls and emails mainly for simple investigations. However, they had to find new arrangements during the pandemic due to limited in-person contact. Teleconsultations and eHealth apps, such as e-receipts, e-certificates, digital reimbursement, and online appointment modules, were widely used.

They also stated that a few apps that had been in use before the pandemic worked exceptionally well during the pandemic, such as e-receipts. They generally summarized the impact of the coronavirus crisis on eHealth use in 3 domains: an expanded uptake of eHealth in their practice, decreased strain on work with eHealth arrangements, and differentiation of the use of eHealth solutions.

**Increased eHealth Uptake**

*Digitalization increased after COVID in our practice from 40% to 75%...The quality of digitalization is also better, and it is easier than before.* [GP14]

*We were using telephone contacts with our initiative for talking about patient results before COVID, but now we use it for teleconsultations, triage, and prescriptions.* [GP15]

**GPs Reduced Their Work Strain With eHealth**

*COVID increased the use of e-certificates, e-receipts, and other online solutions that helped us and patients to get out of this crisis in a healthy way.* [GP10]

**Workload**

All the interviewees agreed on differentiation in workload due to the COVID-19 pandemic. They said their work increased, was boosted, and sped up with the impact of the COVID-19 crisis on eHealth use.

Meaningful feedback from GP1 was:

*COVID increased our workload, sped up digital solutions, differentiated the use of tools, and implemented teleconsultations to solve urgent problems.* [GP1]

**Teleconsultations: The New Way of Working**

All the GPs have implemented teleconsultations since the start of the pandemic. The GPs said they used teleconsultations as a complementary tool almost daily in their practices. They blocked extra hours for teleconsultations between physical consultations. They found it critical for continuity of care, and they used it as an exit strategy during the enormous workload of the pandemic. Teleconsultations were used for working safely, triaging, and following patients.

*Teleconsultation is not a pleasant thing, but it was a way for us to overcome the intensity of the pandemic.* [GP3]

**Creating a Safe Working Environment and Triaging via Teleconsultations**

*Via teleconsultations, we protected ourselves from COVID infection, we could work safely, and we guaranteed the continuity of care during lockdowns.* [GP12]
GP as a Digital Administrator
All the interviewees noted general displeasure about digital administration for different reasons. They all pointed out that the pandemic brought many extra administration duties at the expense of patient care.

The impact of COVID was huge. Suddenly, we had e-certificates that we had to deliver to patients, but there was the practical problem that the digital signature was not accepted, so every patient had to come to us again, but they could not because they had to stay home…So, we had to sign certificates for these people, which is absurd; if someone had a positive test and got a digital result, why should I have to write a homestay certificate again? [GP13]

Increased Investments in IT
During the pandemic, GPs were aware of eHealth benefits. They described how they tended to invest in IT solutions from the start of the pandemic and noted that they searched for and invested in more stable software, online modules, and providers.

GP12 described how the COVID-19 pandemic boosted the investment in her practice:

I had been thinking about switching to an online appointment program for many years. The COVID-19 pandemic led me to invest in this program with an extra telemedicine module. [GP12]

GP7, who worked in a group practice, added that with the new investments, all the colleagues worked more flexibly and remotely:

Now, everyone at the practice has laptops with new software that we can take home so that we have access to our medical records at home. [GP7]

Domain 2: Perception and Appreciation of eHealth
Digital Communication Tool
Across multiple interviews, all the GPs defined eHealth as a digital hub of instruments and administrations that provides different health-related tools. The primary eHealth solutions were private software for patient dossiers (eg, Care-connect), online appointment modules, online secretary tools, telemodules, and mHealth apps (eg, the Collaborative Care Platform [CoZo], e-receipts, e-certificates).

The interviewees stated that eHealth apps were critical during the COVID-19 pandemic and that their perception of eHealth, which they previously associated with ICT problems, has changed positively due to the pandemic because they use this system more efficiently.

Digital solutions increased the quality and continuity of health care. [GP1]

GP2 shared vital feedback about how the old GP generations appreciated eHealth during the COVID-19 pandemic:

COVID gave us extra training, especially older GP generations who were against the digitalization. It allowed them to understand the benefits of it because before that; they were not using any digital solutions even though we had them. [GP2]

The Future Is Digital
GPs stated that they work predominantly in the digital environment and that eHealth is the future.

The more, the better. I am happy. [GP13]
This is an inevitable future. [GP15]

Advantages of eHealth
GPs noted that providing primary care via eHealth gave them immense satisfaction in their work. The participants noted 3 main advantages of eHealth. First, eHealth collected all data easily, quickly, and efficiently. Second, it saved time. Third, it sped up their work, especially in urgent conditions.

Thanks to eHealth, I save time and I spend this extra time with my family. Before I had to take all the documents home, which was extra work, but now, it is effortless. [GP14]

GP1 added that eHealth has “a lot of positive things…easy to find, collect, and deliver data, easy to work paperless, easy to send medicine, easy to work quickly, easy to send invoices…”

Disadvantages of eHealth
All the GPs added that there were some disadvantages that they had to overcome, such as technical problems, sitting for too long in front of the computer, a lack of physical contact with the patients, and being perceived as a “24–7 online doctor.”

Mmm…I think we see more patients in a short time and have shorter contact with the patient, which is an advantage, but at the same time also a disadvantage because the patient has the idea that we are always accessible and he can say, “I have a skin problem, I will take a picture of it and forward it to the GP by e-mail,” and he thinks that he will immediately get an answer. Unfortunately, it usually does not work, so a bit of a fine-tuning is still needed, not only for us but also for the patients, to figure out how we should deal with that. [GP12]

Potential Services and Success Points Related to eHealth Use
The GPs noted several possible services and success points during the pandemic regarding eHealth use. First, they all stated that the COVID-19 pandemic trained them to cope with the unknown. They were forced to deliver care during the lockdowns and had to find more innovative care delivery methods.

Potential Services
Preparedness for the Unknown
The interviewees acknowledged that eHealth use and new experiences prepared them for other possible pandemics or health crashes. Some of them described how they implemented their initiatives.

After the first shock, we were urged to deliver care only for emergencies and COVID infections. All other
The GPs said they had to find answers to solve problems urgently and remotely. In this way, they changed their work and this allowed them to collaborate physically and via teleconsultations.

The COVID-19 pandemic forced us to solve problems remotely, which required a mental shift to combine physical and teleconsultations. [GP10]

One of the most important things we learned from the COVID crisis is that eHealth solutions shifted our mindset...from relying on the traditional doctor's role to considering an integrated role using more remote solutions. [GP11]

**Physician-Patient Satisfaction With Telemedicine**

As doctor-patient relationships evolved over the past decades, communication became more diverse during the pandemic. The satisfaction of patients became more crucial than ever according to the surveyed GPs. The interviewees added that young adults used all the digital technologies efficiently, and adaptation to eHealth services during the pandemic was high. Using eHealth allowed patients not to replace their selves, to find quick solutions remotely, and to be satisfied with the health service.

This was a comfort for the patient, no transport, no parking, no time wasted on coming to the doctor. [GP4]

Most patients are comfortable and are doing well with eHealth solutions. They are happy to use them. [GP12]

**Domain 4: Barriers to and Facilitators of eHealth**

**Barriers**

According to GPs, there were 2 critical barriers to eHealth uptake. Although eHealth barriers diminished compared with previous studies, the ICT burden and patients’ digital literacy remained.

**ICT Burden**

*eHealth information does not work on Monday, works on Tuesday, Wednesday, Thursday, and then stops working on Friday. This is such a long weekend, and things are not reachable, insurance and citizen numbers cannot be seen…then, we are blocked.* [GP4]

**Digital Literacy**

The responders commented on another significant barrier: patients’ digital literacy. They found that this was critical for providing equal access to services during the pandemic. The patients who did not understand how to use digital health tools could not access those tools in their language, which disadvantaged them.

*If you work in the suburbs of Brussels, you know that some populations cannot speak Dutch or French. They do not understand the invitation briefs from the government, and they come to ask what these papers say. Sometimes, the language used in official papers is very complex, not simple. These groups are also not eligible to use digital solutions. Education of these...* [GP14]
Facilitators

The GPs in our study also identified 3 main domains as facilitators to the uptake of eHealth. The biggest was COVID-19 measures, followed by government and European Union (EU) policies and the patients’ active role during the pandemic.

COVID-19 Pandemic Measures

The COVID-19 measures applied for preventing the spread of the virus also reduced access to care. According to GPs, measures were a change moment for transforming ideas and discovering the benefits of eHealth solutions.

We had to find a solution to maintain care, which was difficult because everything was canceled...There was no more physical contact because of the measures, which forced us to devise creative solutions, use more technology, and get used to it... [GP5]

Government and EU Policies

Remuneration for teleservices from the government and developed digital apps to provide PCR (polymerase chain reaction) tests and e-certificates accelerated the uptake for eHealth according to GPs.

We grew more accustomed to eHealth tools through providing for our patients by creating and sending PCR tests, e-certificates, e-receipts, and reimbursement papers. [GP7]

The Role of the Patient

Patient demand for telemedicine outstripped the ability of health care providers to supply it. As our interviewees noted, there was considerable satisfaction on the part of the patient about reaching their doctor quickly and getting solutions during the pandemic, which stimulated greater eHealth uptake in health care.

Communication with the patient was online, quick, and necessary...They were more satisfied than us, I think. Patients using these tools efficiently definitely increased our adaptation to eHealth. [GP11]

Domain 5: Future Expectations and Concerns

Expectations

All the GPs were satisfied with the information circle between the first line of medical services, but they noted that there was no efficient information flow between the first and the second lines.

More Integrated First and Second Service Lines

Responders emphasized that they also had difficulties transferring information to the second and third medicine lines. They complained about a lack of integration between health care services in eHealth.

Every hospital has a different eHealth system. In 2022, this cannot happen. [GP13]

We are working on the same patient, but there is a lot of missing data between the service lines. What I do cannot be seen by the specialist... [GP11]

More Efficient IT Solutions

Another issue was stable IT support. Although IT support has significantly improved since the beginning of the COVID-19 pandemic, almost all participants declared that they expected more efficient IT solutions.

Stable, technically strong, and well-integrated IT solutions are expected in the future. [GP4]

Remuneration for Telemedicine Services

All the interviewees agreed that receiving reimbursement was beneficial during the pandemic. One physician added that she and her colleagues were upset about the reimbursement department’s decision regarding the cancellation of reimbursement for teleservices.

I am despondent about this decision. Remuneration for teleservices was first decreased and then canceled. We are busy collecting signatures to get back the teleconsultation reimbursement. I think this is very beneficial for us now and in the future. Remuneration for teleconsultations must be well regulated if the policymakers want us to cope with unknown circumstances... [GP9]

Concerns

The interviewees were worried about some issues. The main concerns were the security of patients’ data and fragile groups who were not eligible to use digital solutions and the loss of in-person contact.

Awareness of Data Security

First, the increase in digitalization made the GPs concerned about data regulation and safety. During the pandemic, there was an extensive unprotected circulation of patient data on different digital platforms. Emails, text messages, and WhatsApp messages were not protected enough according to GPs.

One thing we mostly forget is that the patients' data circulate on unprotected platforms like emails and WhatsApp...I find it personally very dangerous and open to cyber-attacks. [GP8]

Fragile Groups

Second, they were sensitive to the patients with socioeconomic problems or language barriers and subgroups that were not eligible to use digital solutions. The GPs mentioned that fewer controls and in-person contact would probably lead to substantial health problems for these people. They expected to experience more distress from COVID-19 and the lockdowns for these fragile groups.

Cultural differences and language barriers were the main reasons patients did not adopt eHealth tools. [GP13]

Some people were unaware of their health problems, and others were not eligible to use digital systems and needed in-person visits. These people are fragile,
and access to health care could be more difficult if we only use digital platforms. [GP1]

Losing In-Person Contact and Follow-Ups

Even though the shift from in-person to remote care during the COVID-19 pandemic was supposedly advantageous for GPs, there was a big concern about losing in-person contact with the patients. Some added that they deliberately minimized teleconsultations in order to avoid losing this contact with the patients, and others asked patients to come to the clinic after a few digital consultations.

*We do now have a limit of 3 months for e-prescriptions. After that, they have to come physically to see us. We are limiting teleconsultations. Things are now returning to normal. We do not want to lose in-person contact with the patients because we are responsible for the quality of care.* [GP2]

Only Teleconsultations Are Not Enough

The GPs noticed that although teleconsultations were critical for continuity of care and used as an exit strategy during the enormous workload of the pandemic, pure digital consultations are unrealistic and cannot replace natural, physical interaction with the patient. Some GPs added that fully digital solutions are not enough to provide holistic care.

*You cannot do everything digital… Some patients need physical contact. Others must be followed in-person contact because they are not fully ready to control their health and are unaware of what is going on… [GP13]*

*We are holistic health care providers; we evaluate all the aspects of the patient, physiological, social, physical… Furthermore, unfortunately, in teleconsultation, we only make up for what it lacks. Therefore, we always say we leave the door open for in-person visits.* [GP15]

Implementing Results on Virginia Satir’s Model

Why this eHealth uptake rapidly changed after years of slowness in adopting digital practices and why and how the COVID-19 pandemic became a tipping point are not easy questions to answer, because health care organizations are complex. It is not always possible to predict changes or the effects of interventions, because of the significant, interdependent, hierarchical, top-down, and fragmented characteristics of health care organizations [36,37]. Therefore, to implement a change in complex health care contexts, change management methodologies are often used as guiding principles [38,39]. In this study, we used Virginia Satir’s change model to understand this change [40]; see Figure 3. This model was created by Virginia Satir, a family therapist, to aid individuals or organizations recover the way they deal with noteworthy, unpredicted change. Using this model in health care may help explain the changes because it includes hierarchical and growth models. The hierarchical model attempts to simplify life and allows for a complicated structure of layered responsibilities, whereas the growth model is geared toward the complexity of human interactions [41]. This model includes 5 stages: old status quo, resistance, chaos, integration, and new status quo.

In the old status quo phase, we can see how things were shortly before we realized the significant and disruptive change. Before the COVID-19 pandemic, eHealth uptake was low due to different barriers. There was less investment in eHealth services, and eHealth was perceived as time-consuming. Physical contact with patients was the cornerstone of care.

The resistance phase describes resistance to the foreign element that disturbs the comfort of the status quo. In this case, the pandemic caused a significant shock to the health care system. Continuity of care was disrupted, and there was a service shift to critical COVID-19–related issues. Teleservices were used extensively but were insufficient due to the loss of nonverbal language. Concerns were raised about the continuity of regular care from GPs.

In the chaos and idea transformation phase, the foreign element gains critical weight and changes work. The old way of working is not adopted. Performance declines, and a sense of urgency emerges—feelings of stress, confusion, vulnerability, fear, and panic arise. Nevertheless, these feelings can generate new ideas, which will be a path to transformation. Crucial to this stage is to see how the external element can benefit through a transformative idea. Tying new ways of working and acquiring new skills can significantly improve performance. During the chaos phase of the COVID-19 pandemic, enormous changes took place. Fear of COVID-19 infection and measures (physical distancing, curfews) changed the way of daily practice. eHealth solutions became unavailable, infrastructure collapsed, and feelings of anxiety, stress, and uncertainty about the future emerged. During this phase, we noticed that GPs took the initiative to create safe working conditions. They realized the new use of digital solutions and consulted via telemedicine. eHealth enabled them to reduce the burden on their daily practice work. They recovered their labor fees from the authorities and followed EU policies.

In the integration phase, integration occurs through the reinforcement of numerous practices and the new state of change. In the final stages of the COVID-19 pandemic, GPs routinely used teleservices as an integral part of their daily care to ensure continuity of care. They improved their digital capabilities through many apps. They integrated physical consultations and teleworking in this phase, allowing the mental shift to the new integration.

In the last phase, the new status quo, new working methods begin to be applied. New skills become second nature. New norms are formed as part of this. Work performance starts to align with the new skills, and a new status quo is formed. At this stage, we noticed that GPs were ready for unknown conditions and worked using the new digital services. They prioritized patient satisfaction. There was more sensitivity to ethical and privacy issues. Continuity of care has provided preparedness for future pandemics.
Discussion

Principal Findings

Our study indicates that the COVID-19 crisis was a critical turning point in adopting eHealth tools by GP practices in Flanders. Since the pandemic’s start, the use of eHealth has rapidly increased and evolved. There was an increase in not only telemedicine but also mHealth, remote monitoring, and direct communication between health providers and patients [34].

According to the European Public Health Alliance (EPHA) briefing from November 2021, there has also been a tremendous increase in the deployment of digital health tools in European countries, such as Sweden and Italy, from doubling to a 30.1 times increase, respectively [42]. Tracking apps and Digital Green Certificates were developed to support the resumption of international mobility for tourism, leisure, and business, both internationally and in Europe.

GPs have been more flexible than ever before, working remotely, while maintaining continuity of care. Our respondents reported 3 factors facilitating eHealth uptake: COVID-19 pandemic measures, government and EU policies, and changing patient roles. Implementing teleservices for triage, charging for remote administration, and using digital applications (eg, COVID Safe, CoZo, and e-receipts). Interestingly, the GPs considered patient satisfaction with eHealth services essential in our study. This observation may support the hypothesis that the role of the patient has been actively changed, centered, and prioritized. During the pandemic, the participation of patients in eHealth use and teleservices was frequent, forcing the GPs to be more flexible with technological solutions. All these enablers have been documented in other studies.

This momentum was significant because health care was previously identified as 1 of the sectors lagging the furthest in adopting digital solutions, the lack of prioritization of patient experience, and the cost of investments [3-5]. Despite the potential benefits of eHealth in Belgium and other EU countries, uptake was slower than expected before the coronavirus crisis [28,43,44]. Research by the European Commission has shown that eHealth adoption in all European countries is much more complex and time-consuming than initially envisaged [45,46].

A Belgium study conducted between 2018 and 2019 identified infrastructure as the most significant barrier to eHealth adoption by GPs [27]. Respondents argued that although there had been improvement recently, there were continuity problems, crashes, and software updates when they were busy with patients and their electronic medical files. eHealth is seen as time-consuming, requiring significant investment and ICT services, leading to information overload, needing data security, and feeling dependent on external factors. However, the findings of this study differ from the previous research on eHealth perception and appreciation. Interestingly, there was a vast difference in the perception and appreciation of eHealth adoption before and after the COVID-19 crisis. In our study, the interviewed GPs agreed that the pandemic increased, boosted, and sped up their daily work, making eHealth essential. The GPs are aware of the benefits of eHealth and feel that eHealth is an important complementary part of health care, can reduce the burden of chaos, and increase access to health care. Contrary to what the earlier studies have found, the interviewees no longer see eHealth as a time-consuming tool; they see it as a time-saving instrument. All the GPs emphasized that eHealth is part of their work, stating that they will use it more in the future and noting that they are voluntarily investing in eHealth solutions.

In addition to the many advantages of eHealth use, the GPs noted some disadvantages, such as decreased privacy with the patients perceiving 24–7 online access to their doctor and increased busyness with the digital tools. In addition, their dissatisfaction was due to constantly being the digital administrator and prescribing more e-certificates than needed. These results have not previously been described in other studies.
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One of the most important findings of our study is the mental shift of GPs to be more optimistic about teleworking. Although all the participants stated that physical contact with the patient would never lose its importance, the interviewees have become accustomed to working remotely and routinely practicing telemedicine. Telehealth is an appropriate and satisfactory modality for receiving care. It was essential to providing remote medical assistance, reducing GP workload, and helping increase patient satisfaction. This shift in mindset is evident because some GPs have stated that there will never again be only physical examinations and that a rational combination of telemedicine and physical examinations is vital. The interviewees also mentioned that the reimbursement conditions for telemedicine should be improved and continued. After the coronavirus crisis, teleconsultation became a complementary tool in the daily practice of Flemish GPs. These findings are similar to the results of previous quantitative and qualitative studies regarding the acceptance of eHealth during the COVID-19 pandemic [47,48].

In line with other studies [27,49], our study exposes patient digital literacy and the ICT burden as the main barriers to eHealth use. These are the primary obstacles noted by the GPs. The GPs stated that digital literacy is crucial for the elderly and socially deprived groups. They pointed to harmful discrimination perpetrated against these groups if only eHealth solutions were used. Further, blocking software and system crashes during work adversely affected eHealth uptake. Although the interviewees are satisfied with the massive development in IT solutions, more work still needs to be done. The GPs expect a stable and effective ICT health care strategy in the future. Confidentiality and security of patient data are no longer barriers to using eHealth but remain a concern among GPs. Other areas of concern include losing physical contact with the patient and missing follow-up.

It is, therefore, likely that eHealth has become part of the daily routine in GP practices as a result of the pandemic. The practices demand a more stable IT infrastructure in the future to work efficiently, and more care communications between the first and second lines within the eHealth services are needed. This interorganizational coordination is crucial in order to create integrated services.

Finally, as eHealth becomes more implemented, we find that GPs are more open and flexible to using eHealth solutions, especially after the advent of COVID-19, and they feel more prepared for uncertain conditions, such as a pandemic. GPs’ digital literacy increased, and they intend to use more eHealth solutions, such as video consultations and mHealth apps, in the future.

Limitations

There were some limitations to this study. First, practices in only a few districts in the Flemish region of Belgium with Dutch-speaking GPs were surveyed, and the experiences of other GPs in different regions were not considered. The sample size was quite small, and the use of the snowball method could have led to overrepresentation of GPs more “enthusiastic” toward eHealth. Nevertheless, our GPs also clearly indicated the risks, dangers, and drawbacks of eHealth and telemedicine. Further, the interviews were conducted between October 2021 and April 2022, and the GPs were asked about their experience of eHealth use since March 2020, when the COVID-19 pandemic started. This might have led to recall bias. In contrast, interviews were conducted in a period that eHealth use became already more integrated as a relatively sustainable routine in daily practice. As a result, eHealth use and the intention to continue using it may have changed marginally between the October 2021 and April 2022 interviews due to the normalization of GPs’ daily practices.

Furthermore, we did not interview patients or other health care providers for our study. Therefore, our findings are limited to what the doctors detailed. In addition, we used semistructured interviews, which are highly accepted in terms of deep discussion, adaptability, locking into productive nature, empowering modern thoughts, and seeing interviews taken in their natural forms by counting nonverbal communication. However, we used Zoom to conduct online interviews due to the COVID-19 crisis, which could have resulted in a loss of information because the conditions are not the same as face-to-face interviews.

Further research will be beneficial for understanding which eHealth solutions could be implemented in the future, such as video consultations and mHealth apps, and their remuneration possibilities. Another important research topic is how to boost digital literacy for doctors and patients to sustain eHealth in the future. Finally, our qualitative research suggests that eHealth services have been adopted by GPs, but this hypothesis as well as the reach of implementation should be tested by quantitative research methods.

We recommend that health IT policymakers and developers maintain the continuity of eHealth solutions beyond the COVID-19 pandemic, considering the expectations and vulnerabilities presented in this study.

Conclusion

With this study presented in the Flemish community of Belgium, we tried to acquire deep insights from the GPs into the perceived effects of the COVID-19 crisis on eHealth use and why and how things changed in their daily practices.

Previously defined areas of research were thoroughly analyzed, and we showed that the COVID-19 pandemic was a critical situation that provided significant and unstoppable changes in the uptake of eHealth by Flemish GPs. The coronavirus crisis was an accelerator for digital health care, which was previously described as “backward.” It made a positive mental shift toward eHealth adoption.

According to GPs, eHealth became essential to their daily practice during the COVID-19 crisis, reducing the burden on health care services and increasing health care accessibility. The perception of and appreciation for eHealth have changed positively, and eHealth has become an integral part of daily care. Patient satisfaction has increased and been prioritized significantly, and GPs have become more open and ready to implement more eHealth and mHealth solutions in their daily practice.
Although there has been a positive cognitive shift toward eHealth adoption, this study shows that there is still a significant amount of skepticism and uncertainty around privacy, security of patient data, digital literacy, and remuneration.

Future expectations were addressed as more integrated first and second services lines, a more stable IT infrastructure, and remuneration for digital services.
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Abstract

Background: In-person, evidence-based, peer-facilitated chronic disease self-management programs have been shown to be effective for individuals from a variety of backgrounds, including rural and minority populations and those with lower socioeconomic status. Based in social learning theory, these programs use group processes to help participants better manage their chronic disease symptoms and improve their quality of life. During the pandemic, these in-person programs were forced to rapidly transition to remote delivery platforms, and it was unclear whether doing so increased disparities within our rural population.

Objective: The objectives of this analysis were to ascertain self-management program enrollment and completion characteristics between 2 remote delivery platforms, as well as determine the individual level characteristics that drove enrollment and completion across delivery modes.

Methods: We analyzed enrollment and completion characteristics of 183 individuals who either enrolled in a self-management workshop delivered through a web-based videoconference (VC) system or through a traditional, audio-only conference call (CC) offered by our health care network between April and December 2020. Chi-square tests of association were used to describe the characteristics of and differences between groups. Logistic regression analysis was used to determine significant predictors of enrollment and completion.

Results: Those who enrolled in the VC platform were significantly likelier to be younger and college educated than those who enrolled in the CC platform. Those who completed a program, regardless of delivery mode, were likelier to be older and college educated than those who did not complete a program. Multivariate analyses indicated that of those enrolled in the CC platform, completers were likelier to not be enrolled in Medicaid. Among those enrolled in the VC platform, completers were older, college graduates, female, and likelier to have reported poorer health than those who did not complete the program.

Conclusions: The transition of self-management programs to remote delivery modes, particularly to those that rely on VC platforms, revealed that certain demographic groups may no longer be able or willing to access the service. Efforts need to be made to increase engagement in remote self-management workshops. In addition, equivalent quality services that do not rely on a digital platform must continue to be offered in order to promote health equity.

(JMIR Form Res 2022;6(11):e38357) doi:10.2196/38357
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Introduction

The COVID-19 pandemic has resulted in skyrocketing utilization of digital platforms for health-related services, such as provider visits, support groups, and wellness classes [1-3]. Digital platforms provided a safer alternative to in-person meetings during the peak of the COVID-19 pandemic, and in some cases, improved access by facilitating more timely appointments or eliminating the need to travel [4-7]. However, in the rush to implement remote health-related services, we inadvertently risk increasing inequities to accessing care when we fail to consider the consumer groups who are unable or unwilling to use remote modes of delivery. When chronic disease self-management education (CDSME) programs switched to remote delivery modes in 2020, our team had the opportunity to explore how the delivery mechanism of the program affected participant engagement.

The evidence-based suite of chronic disease self-management programs, originally developed at Stanford University and now licensed through the Self-Management Resource Center, is a nationally disseminated community-based intervention. The program process and content are based on Bandura’s [8] social learning theory and focus on improving self-efficacy so that people are better able to manage their chronic conditions.

Typically, 2 trained peer leaders facilitate small group workshops, which consist of 6 weekly 2.5-hour sessions. Even though leaders follow a scripted curriculum, the programs are designed to be highly participatory with group participants tailoring the content through brainstorming, pairing and sharing, and problem-solving activities (eg, if a participant states that he/she has had trouble communicating effectively with a health care provider and would like some ideas, the group will embark on a structured problem solve). In the United States, workshop delivery is usually funded by community-based organizations (eg, area agency on aging and senior center) or governmental agency (eg, local health department) and, thus, are generally offered at no cost to the participant.

The suite of CDSME workshops, which includes the Chronic Disease Self-Management Program, the Diabetes Self-Management Program, and the Chronic Pain Self-Management Program among others, has demonstrated effectiveness at improving a variety of health-related outcomes such as increased medication adherence, decreased depression, improved diabetes self-efficacy, improved pain self-efficacy, better communication with the health care team, and a reduction in hemoglobin A1c levels [9-13]. Additionally, participation in the program may reduce overall cost of care for those with chronic conditions [14,15].

The in-person workshops have been shown to be effective for individuals from a variety of backgrounds [11,16-21] including rural and minority populations and those with lower socioeconomic status (SES). However, recruitment of these populations is often challenging [22-24] owing to barriers associated with transportation, work and family obligations, and cultural beliefs [18,25,26].

Prior to the COVID-19 pandemic, our health care system had offered the Chronic Disease Self-Management Program, the Diabetes Self-Management Program, and the Chronic Pain Self-Management Program in small, in-person groups. In response to the pandemic, the Self-Management Resource Center developed two additional delivery modes: digital “in-person” sessions via videoconference (VC) using a web-based platform and a mailed toolkit with weekly small group telephone conference calls (CC). The VC format is similar in time and attention to the in-person program—that is, a 2.5-hour meeting once a week for 6 weeks with 2 peer leaders facilitating the workshop. The small group CC with a mailed toolkit is facilitated by a peer leader for 30-60 minutes per week for 6 weeks with the expectation that participants will review tool kit resources independently.

This analysis has 2 purposes. First, we wanted to ascertain enrollment and completion characteristics among the different remote delivery modes of CDSME workshops offered in our health care network’s region during the first year of the COVID-19 pandemic. Second, we wanted to determine the individual level characteristics that drove enrollment and completion across the different delivery modes. The findings from these analyses may identify groups that are at risk for inequitable access to remote health education services during and after the COVID-19 pandemic. An evidence-based program that does not reach the target population or has high rates of attrition jeopardizes the overall impact of the intervention and can potentially exacerbate existing health disparities.

Methods

Settings and Participants

The remotely delivered workshops were offered throughout an 8-county region in upstate New York. The region is largely rural, with an average population density of 55 residents per square mile (ie, 21 residents/km²), compared to 238 residents per square mile (ie, 92 residents/km²) in New York, excluding New York City [27]. Similar to other rural areas in the northeast, the population is predominantly White, non-Hispanic. Nearly 30% of the general population is at least 60 years old.

Participants who enrolled in 1 of 2 workshop delivery modes (VC or CC) between April and December 2020 and consented to have their data deidentified and shared for research purposes are included in this analysis. To be considered “enrolled,” an individual had to complete the baseline survey and register and receive materials for the workshop.

Ethical Considerations

The implementation, delivery, and evaluation of the CDSME workshops within our health care system’s service region was originally developed as a quality improvement project and was determined to be exempt from ongoing oversight by the Mary Imogene Bassett Hospital’s institutional review board. Participants provided written consent to attend the workshop and to have their deidentified data collected for research and evaluation purposes. Participants received a US $30 gift card to a local grocery store as compensation for completing data collection activities. Individuals who did not consent to have
their data collected and hence not included in the analyses, were still able to participate in the workshop.

**Measures**

Sociodemographic data (age, gender, education, marriage status, and insurance status) were collected either through paper or electronic questionnaires at baseline. In addition to sociodemographic questions, participants were asked to complete a single-item, self-rated health question [28]. All variables were dichotomized after data collection. Process measures included enrollment information (including workshop delivery mode), attendance, completion status, and reasons for not being able to attend all sessions of the workshop.

**Statistical Analyses**

The analyses described below were used to answer the following questions: what are the characteristics of participants enrolled in each mode of remote workshop? What are the differences between completers and noncompleters across workshop delivery modes? What are the differences between completers and noncompleters within each delivery mode?

Descriptive statistics were used to characterize the entire sample, as well as for enrollment in each delivery mode. Bivariate analyses were conducted using chi-square tests of association to determine which characteristics were significant between groups for enrollment, an overall comparison of completers versus noncompleters, and which factors influence the likelihood of completion within each delivery mode. Based on these findings, multivariate analyses using logistic regression were conducted to explore which characteristics were independent predictors of enrolling in or completing a particular delivery mode. In all analyses, noncompleters included individuals who failed to show up for the workshop (e.g., “no shows”) as well as those who showed up for fewer than 4 sessions.

Data were analyzed with SPSS (version 27; IBM Corp). Four outliers were identified in SPSS and were removed from the data set prior to analyses.

**Results**

**Enrollment**

Between April and December 2020, a total of 183 individuals who consented to share their deidentified data enrolled in a VC or small group CC self-management program workshop (2 additional individuals enrolled in a workshop but did not consent to share their data). The majority of the participants across workshops were older (mean age 58.6 years, median 60.0 years), female (n=143, 78.1%), married or partnered (n=93, 52.5%), and self-rated their health as good or better (n=155, 85.6%). Participant demographic characteristics are summarized in Table 1. There were significant differences in age and education level among users of the 2 different delivery modes at enrollment. Those who enrolled in the VC workshop were 3.44 times more likely to be aged 60 years or younger and 2.24 times more likely to be a college graduate (Table 1). Gender, marriage status, self-reported health, and Medicaid status were not significant indicators of program mode enrollment (P=.19, .76, .45, and .11, respectively).

In the multivariate analysis, age and education remained significant predictors of enrollment. The logistic regression model was significant overall ($\chi^2 = 22.3, P<.001$). Those who were 60 years old or younger were significantly likelier to enroll in VC than those older than 60 years (odds ratio [OR] 3.16, 95% CI 6.26; $P<.001$). College graduates were also significantly likelier to enroll in VC than those without college education (OR 2.02, 95% CI 1.00-4.09; $P=.05$).
Table 1. Demographic characteristics of the sample (N=183) by program delivery mode (videoconference [VC] or conference call [CC]) and differences between groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%)</th>
<th>VC (n=99), n (%)</th>
<th>CC (n=84), n (%)</th>
<th>Chi-square (df)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤60</td>
<td></td>
<td></td>
<td></td>
<td>16.3 (1)</td>
<td>3.44 (1.87-6.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td>1.8 (1)</td>
<td>1.64 (0.79-3.43)</td>
<td>.19</td>
</tr>
<tr>
<td>Male</td>
<td>38 (21)</td>
<td>24 (24.7)</td>
<td>14 (16.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>143 (79)</td>
<td>73 (75.3)</td>
<td>70 (83.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>93 (52.5)</td>
<td>52 (53.6)</td>
<td>41 (51.2)</td>
<td></td>
<td></td>
<td>.76</td>
</tr>
<tr>
<td>Not married</td>
<td>84 (47.5)</td>
<td>45 (46.4)</td>
<td>39 (48.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>67 (37.2)</td>
<td>45 (33.3)</td>
<td>22 (27.2)</td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Less than college education</td>
<td>113 (62.8)</td>
<td>54 (66.7)</td>
<td>59 (72.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-reported health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair or poor health</td>
<td>26 (14.4)</td>
<td>16 (16.2)</td>
<td>10 (12.2)</td>
<td>0.6 (1)</td>
<td>1.39 (0.59-3.25)</td>
<td>.45</td>
</tr>
<tr>
<td>At least good health</td>
<td>155 (85.6)</td>
<td>83 (83.8)</td>
<td>72 (87.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>53 (30.3)</td>
<td>62 (64.6)</td>
<td>60 (75.9)</td>
<td>2.7 (1)</td>
<td>0.58 (0.30-1.12)</td>
<td>.11</td>
</tr>
<tr>
<td>No Medicaid</td>
<td>122 (69.7)</td>
<td>34 (35.4)</td>
<td>19 (24.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Completion

There were significant differences between program completers and noncompleters in terms of age, education, and self-reported health (Table 2). Completers likelier to be older than 60 years (OR 2.76, 95% CI 1.51-5.02), have a college education (OR 2.50, 95% CI 1.34-4.68), and report poorer general health (OR 4.60, 95% CI 1.65-12.81) than noncompleters.

These differences remained significant in the multivariate analyses. The logistic regression model was significant overall ($\chi^2 = 22.5, P < .001$). Workshop completers were likelier be older than 60 years (OR 3.10, 95% CI 1.53-6.31; P=.002), be college graduates (OR 2.52, 95% CI 1.22-5.21; P=.01), and report poorer health (OR 4.26, CI 1.30-13.99; P=.02). In addition, gender emerged as a significant predictor, with females being likelier to complete a workshop than males (OR 2.40, 95% CI 1.03-5.62; P=.04).

When the data were stratified by workshop type (CC and VC), the CC logistic regression model ($\chi^2 = 16.7, P = .01$) revealed that Medicaid status was the only independent predictor of completing a CC workshop. Those not enrolled in Medicaid were likelier to complete the program than those enrolled in Medicaid (OR 4.17, 95% CI 1.16-15.07). For the VC logistic regression model ($\chi^2 = 24.8, P < .001$), age, gender, education, and self-reported health remained independent predictors of program completion, in that, those who were older than 60 years (OR 5.56, 95% CI 1.81-17.10), female (OR 4.24, 95% CI 1.16-15.43), college graduates (OR 2.77, 95% CI 1.01-7.56), and those who reported poor or fair health (OR 7.00, 95% CI 1.44, 34.07) were likelier to complete the workshop (Table 3).
Table 2. Differences between program completers and noncompleters.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Completers (n=95), n (%)</th>
<th>Noncompleters (n=88), n (%)</th>
<th>Chi-square (df)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;60</td>
<td>57 (60.0)</td>
<td>31 (35.2)</td>
<td>11.2 (1)</td>
<td>2.76 (1.51-5.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤60</td>
<td>38 (40.0)</td>
<td>57 (64.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (17.9)</td>
<td>21 (24.4)</td>
<td>1.2 (1)</td>
<td>0.71 (0.34-1.45)</td>
<td>.28</td>
</tr>
<tr>
<td>Female</td>
<td>78 (82.1)</td>
<td>65 (75.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>52 (55.3)</td>
<td>41 (49.4)</td>
<td>0.6 (1)</td>
<td>1.27 (0.70-2.29)</td>
<td>.43</td>
</tr>
<tr>
<td>Not married</td>
<td>42 (44.7)</td>
<td>42 (50.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>44 (47.3)</td>
<td>23 (26.4)</td>
<td>8.4 (1)</td>
<td>2.50 (1.34-4.68)</td>
<td>.004</td>
</tr>
<tr>
<td>Less than college education</td>
<td>49 (52.7)</td>
<td>64 (73.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair or poor health</td>
<td>21 (22.1)</td>
<td>5 (5.8)</td>
<td>9.7 (1)</td>
<td>4.60 (1.65-12.81)</td>
<td>.002</td>
</tr>
<tr>
<td>At least good health</td>
<td>74 (77.9)</td>
<td>81 (94.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Medicaid</td>
<td>69 (75.8)</td>
<td>53 (63.1)</td>
<td>3.4 (1)</td>
<td>1.83 (0.95-3.53)</td>
<td>.07</td>
</tr>
<tr>
<td>Medicaid</td>
<td>22 (24.2)</td>
<td>31 (36.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Logistic regression analysis for predictors of completion split by delivery mode.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>B (SE)</th>
<th>Wald chi-square test (df)</th>
<th>P value</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workshop delivery mode: conference call</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age&gt;60 years</td>
<td>0.617 (0.563)</td>
<td>1.202 (1)</td>
<td>.27</td>
<td>1.85 (0.62-5.59)</td>
</tr>
<tr>
<td>Female gender</td>
<td>0.271 (0.673)</td>
<td>0.162 (1)</td>
<td>.69</td>
<td>1.31 (0.35-4.90)</td>
</tr>
<tr>
<td>Not married or partnered</td>
<td>0.415 (0.570)</td>
<td>0.530 (1)</td>
<td>.47</td>
<td>1.52 (0.50-4.63)</td>
</tr>
<tr>
<td>College graduate</td>
<td>1.258 (0.672)</td>
<td>3.446 (1)</td>
<td>.06</td>
<td>3.48 (0.93-13.00)</td>
</tr>
<tr>
<td>Self-reported less than good health</td>
<td>1.484 (1.137)</td>
<td>1.703 (1)</td>
<td>.19</td>
<td>4.41 (0.48-41.00)</td>
</tr>
<tr>
<td>Not enrolled in Medicaid</td>
<td>1.429 (0.655)</td>
<td>4.754 (1)</td>
<td>.03</td>
<td>4.17 (1.16-15.07)</td>
</tr>
<tr>
<td>Workshop delivery mode: videoconference</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age&gt;60 years</td>
<td>1.716 (0.573)</td>
<td>8.959 (1)</td>
<td>.003</td>
<td>5.56 (1.81-17.10)</td>
</tr>
<tr>
<td>Female gender</td>
<td>1.443 (0.659)</td>
<td>4.791 (1)</td>
<td>.03</td>
<td>4.24 (1.16-15.43)</td>
</tr>
<tr>
<td>Not married or partnered</td>
<td>-0.537 (0.521)</td>
<td>1.066 (1)</td>
<td>.30</td>
<td>0.58 (0.21-1.62)</td>
</tr>
<tr>
<td>College graduate</td>
<td>1.019 (0.515)</td>
<td>3.920 (1)</td>
<td>.048</td>
<td>2.77 (1.01-7.59)</td>
</tr>
<tr>
<td>Self-reported less than good health</td>
<td>1.945 (0.808)</td>
<td>5.700 (1)</td>
<td>.02</td>
<td>6.99 (1.44-34.06)</td>
</tr>
<tr>
<td>Not enrolled in Medicaid</td>
<td>-0.538 (0.551)</td>
<td>0.953 (1)</td>
<td>.33</td>
<td>0.58 (0.20-1.72)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The purpose of these analyses was to gain a better understanding of the characteristics of those who enroll in and complete novel remote delivery modes of CDSME workshops that were developed in response to the onset of the COVID-19 pandemic. Our findings suggest that younger individuals were likelier to enroll in the VC platform than older individuals. However, older individuals were likelier to successfully complete any self-management workshop, regardless of delivery mode. When controlling for all variables within the multivariate models, not being enrolled in Medicaid significantly predicted CC workshop completion, while being older, female, a college graduate and rating one’s health as fair or poor were all independent predictors for completing a VC workshop.
The lower rate of digital technology use among older populations has been well documented [29], and the disparity has been highlighted during the COVID-19 pandemic [30,31]. However, of those who did enroll, those who were older than 60 years were likelier to complete the program, suggesting that once engaged with the remote delivery platform, older adults are able and willing to complete the workshops. Other researchers have demonstrated that self-management workshop completion rates are much higher among older cohorts [20]. Thus, while the VC delivery mode may initially engage those who are younger, we found it difficult to retain younger individuals in this program. A possible explanation for this finding is that younger and middle-aged adults are more likely engaged in the workforce and with family obligations and are hence unable to commit to a 6-week program, even if the program is offered in the evening [7,32]. This could have been particularly true during the first months of the pandemic when many parents suddenly found themselves essentially home-schooling their children. Another possible reason is that participants may be likelier to drop out if they have difficulty identifying with others in the group (eg, most participants are female, older, and retired) [33,34].

Self-management programs have typically struggled with recruiting and retaining men [35]. Our analyses are in agreement with nationwide studies, in that, nearly 80% of the participants were female. Women were also likelier to complete the program overall. However, it is interesting to note that there was no difference in completion rates between genders for the CC delivery mode. A possible explanation is that the CC mode allows for some level of anonymity; therefore, men may not feel they have to conform as much to masculine help-seeking behaviors. The CC group size is also smaller, and fewer participants per session have been shown to increase retention rates among men enrolled in the self-management programs [35].

The analyses revealed that education level was a significant factor for enrolling in and completing the VC workshop. This finding raises questions about the utility of the VC workshop for individuals who do not have a college education, particularly if one of the delivery modes demonstrates superior health-related outcomes in future randomized controlled trials. The availability of a non–internet-based remote option for those who either did not have internet access or who prefer not to use the internet is important from a health equity standpoint. However, at this time, it is unclear if the CC delivery mode has similar outcomes as the VC platform, particularly since it is shorter in time and attention.

Education level and Medicaid status are often used as proxies for socioeconomic status (SES) [36]. The digital divide is well documented with those of lower SES having less access to and lower usage of web-based services [37,38]; therefore, the abovementioned finding is not surprising. While a nationwide evaluation of the in-person CDSME workshops did not examine differences in education between completers and noncompleters, a Canadian study by McGowan found that education level was not a significant factor for completing in-person self-management workshops [13]. Our in-person workshop findings also indicated no significant difference in education level between completers and noncompleters [39,40].

A mixed methods investigation on access to, use of, and benefits from digital health services also found that being older and having less education affected access to digital health services, as well as living in a lower-SES area. Having less education was also associated with less use of digital health services [41]. However, the largest factors that influenced use were trust in digital health services, eHealth literacy, and confidence in using them. While further research is needed to understand the determinants of trusting digital health services, it is clear that a trusted provider’s recommendation to utilize the service may increase the level of trust in digital services, especially among underserved populations [41].

In this analysis, not being enrolled in Medicaid predicted completion of the program through the CC delivery mode, but did not predict program completion through the VC delivery mode or enrollment through either program delivery mode, which was an unexpected finding. Recently, investigators have attempted to understand the relationship between SES and engagement in self-management programs. A review by Hardman et al [24] on the moderating effect of SES on self-management interventions found that there was some influence of SES on attrition rates, but the lack of high-quality research made it difficult to draw conclusions. Hardman et al [24] recognized the heterogeneity of low-SES groups, and that appropriate interventions or recruitment methods depend largely on the context of that group.

A scoping review of scoping reviews also illustrated the complexities of engaging individuals in web-based health services, recognizing how an individual’s culture and perceived effectiveness of telehealth technologies is intertwined not only with digital literacy but also the social and structural determinants of health [42]. It is likely that there are other factors that we did not measure, which are stronger predictors of completion of the VC delivery mode (eg, digital literacy and trust in technology). From a health equity standpoint, we recommend further research to explore the complex relationships among education, insurance status, SES, the social and structural determinants of health, and remote workshop completion status.

Finally, it is important to recognize the effect that self-reported health status may have on the odds of workshop completion. The overwhelming majority of participants rated their health as good or better; nonetheless, over 80% of those reporting fair or poor health completed the program, compared to 47% of those reporting good or better health. While our sample size was small, leading to very large CIs, this finding does illustrate 2 important points. First, it was difficult to recruit those who rate their health as fair or poor. This finding is in line with that of other research indicating that individuals with poorer self-reported health perceive fewer benefits from digital health services [43]. However, our data show that once these individuals are engaged, they are likely to complete the program. Therefore, exploring ways to engage those who are facing poor health is critical. To do this, program implementers must acknowledge and account for the many social determinants of health.
health, including cultural and environmental determinants, which can impact health outcomes [24,41,43,44].

Limitations

There are several limitations that must be acknowledged in this analysis. First, the analysis was a service evaluation and was not based on an experimental design. Therefore, it is impossible to determine any causal relationships. Second, external constraints on program delivery dictated how often each mode of workshop was offered, which could have added additional bias into our findings. We also had a very small sample of individuals who reported less than good health, which may affect the accuracy of those findings. In addition, our sample population was from one particular region of New York, and the results are not generalizable to other areas. Finally, the evaluation took place during the first 10 months of the pandemic, which likely influenced health-seeking behaviors. As individuals have settled into the peripandemic era, remote workshop usage patterns may have shifted.

Conclusions

Despite these limitations, our analysis demonstrates strong signals that certain demographic groups are less likely to initially engage with web-based CDSME workshops, particularly those who are older and less educated. In addition, completion of web-based workshops is likelier for those who have a college education, as well as those who are older and female. The traditional CC workshop appeared more accessible to participants. As health care resources rapidly become more digitized, health educators and practitioners must remain aware of this potential disparity, and future work needs to focus on understanding the nuances underlying these disparities and how we can effectively work with our patients and communities to overcome them. Remote program offerings, including those that are independent or asynchronous, can remove barriers that prevent individuals with chronic disease from engaging with in-person self-management workshops, such as transportation issues, childcare concerns, fatigue, and pain [7,45]. However, equivalent, high-quality service that does not rely on a digital platform must continue to be offered to promote health care equity.
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Abstract

Background: The chronic nature of depression and limited availability of evidence-based treatments emphasize the need for complementary recovery-oriented services, such as peer support interventions (PSIs). Peer support is associated with positive effects on clinical and personal recovery from mental illness, but little is known about the processes of engagement that foster change, and studies targeting individuals with depression specifically are limited.

Objective: This study aimed to evaluate whether the level of user engagement, assessed on several dimensions, in an online peer support community for individuals with depression promotes empowerment and the use of self-management strategies and reduces symptom severity and disability.

Methods: In a longitudinal survey conducted from June 2019 to September 2020, we analyzed the data of the users of Depression Connect (DC), an online peer support community hosted by the Dutch Patient Association for Depression and the Pro Persona Mental Health Care institute, on measures of empowerment, self-management, depression, and disability. Of the 301 respondents, 49 (16.3%) respondents completed the survey again after 3 months and 74 (24.6%) respondents, after 6 months. Analysis of 3 parameters (ie, total time spent on the platform, number of page views, and number of posts) derived from their data logs yielded 4 engagement profiles. Linear mixed models were fitted to determine whether the outcomes had significantly changed over time and differed for the various profiles.

Results: Baseline engagement with the online peer support community was “very low” (177/301, 58.8%) or “low” (87/301, 28.9%) for most of the participants, with few showing “medium” (30/301, 9.9%) or “high” engagement patterns (7/301, 2.3%), while user profiles did not differ in demographic and clinical characteristics. Empowerment, self-management, depressive symptoms, and disability improved over time, but none were associated with the intensity or nature of user engagement.

Conclusions: With most DC members showing very low to low engagement and only a few being identified as high-engaged users, it is likely that this flexibility in use frequency is what provides value to online PSI users. In other more formal supportive environments for depression, a certain level of engagement is predetermined either by their organizational or by their societal context; at DC, users can adapt the intensity and nature of their engagement to their current needs on their personal road to recovery. This study added to the current knowledge base on user engagement for PSIs because previous studies targeting depression with an online format focused on active users, precluding passive and flexible engagement. Future studies should...
explore the content and quality of the interactions in online PSIs to identify optimal user engagement as a function of current, self-reported clinical parameters and reasons to engage in the PSI.

(JMIR Form Res 2022;6(11):e39912) doi:10.2196/39912
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Introduction

Peer Support for Recovery in Depression

It is estimated that approximately 280 to 320 million people worldwide are coping with depression [1-3]. However, the availability of evidence-based mental health care, such as psychotherapy and psychopharmacology [4], is insufficient owing to high costs and a lack of skilled clinicians [5]. Moreover, persistent symptoms and high recurrence rates reported underline the chronic nature of the illness [6]. The fact that many individuals live long-term with (recurrent and persistent) depression emphasizes the need for recovery-oriented services that focus on emotional support and resilience rather than on symptom reduction [7]. Peer support interventions (PSIs) could provide such a source of support on the longer road to recovery [8], complementing professional treatment [9,10] for depression [11-13]. In particular, online PSIs meet the need for accessible and low-cost interventions [8], and offering the possibility of anonymous engagement helps circumvent the stigmatization associated with depression [14].

Principally, peer support entails giving and receiving help by exchanging personal experiences [15], where the central themes are “respect, shared responsibility, and mutual agreement of what is helpful” [16]. However, owing to the great variety of intervention types, deployment across different user groups and service delivery settings, there are multiple definitions of peer support [17,18]. Considering this heterogeneity, it is difficult to systematically disentangle the principal benefits of these systems.

The Effectiveness of Peer Support

We recently conducted a comprehensive meta-analysis of 28 randomized controlled trials (RCTs) to assess the efficacy of PSIs across a wide range of mental disorders and intervention types. Compared with control conditions, the PSIs we reviewed were associated with modest but significant positive effects on clinical symptoms and personal recovery (eg, promoting hope [7]) in individuals with mental illness [19]. Specifically, for individuals with serious mental illnesses, including major depressive disorders, peer support was associated with superior outcomes across clinical, personal, and functional recovery variables (eg, quality of life and social support) relative to control conditions.

It needs to be noted that only a limited number of trials included in our meta-analysis focused on online PSIs for depression. Nevertheless, the results of few trials were promising. Specifically, findings of the RCT conducted by Griffiths et al [20] suggested that engaging in a moderated depression internet support group may be clinically effective (ie, reducing depressive symptoms) in the long term, with potential short-term improvements for empowerment as presented in a companion paper of Crisp et al [20,21] reporting on the same trial. In addition to this quantitative evidence from a single trial for a depression PSI, descriptive systematic reviews (ie, a narrative synthesis for the efficacy of PSIs, not including a meta-analysis that systematically assesses the results of previously conducted studies) emphasize the potential of online health-related PSIs in general [22-25] and that of those specifically addressing depression [11,26].

The results of a broad systematic review [27] may help us better understand how these positive outcomes in PSIs may develop. Winsper et al [27] identified four common processes fostering change in recovery across 309 studies on recovery-oriented interventions for mental illness: (1) providing information and skills, (2) promoting a working alliance, (3) role modeling for individual recovery, and (4) increasing choice and opportunities. These processes may best be initiated within nonstigmatized, recovery-focused contexts, such as peer support where psychosocial processes of sharing lived experiences, emotional honesty, strengths-focused social and practical support, and the helper-role are important processes for mental health recovery [28]. The results of our qualitative evaluation study for users of the online peer support community Depression Connect (DC) fit these processes (eg, sense of belonging, self-efficacy, and empowerment) [29].

User Engagement Within Online PSIs

It remains unclear which PSI engagement processes are associated with these changes. In particular, for online PSIs, a high level of user engagement is considered a crucial factor for recovery [24,30,31]. A systematic review of online health communities showed that several multidimensional factors are relevant when defining user engagement, such as metrics characterizing user networks (eg, the number of people a user has interacted with), content (eg, the nature of posts), and activity (eg, the number of posts and log-in times) [32]. Use of online PSIs is mainly operationalized in terms of frequency of use [32], where the dichotomy between “lurkers” (ie, passive users, generally a substantial group, whose use is mainly restricted to reading others’ posts) and “posters” (ie, active users, generally only 1% of users [33-37]) is widely used. To accurately reflect the larger group of passive users, we need a more nuanced characterization of their engagement [32,33]. Such parameters of inactive engagement are particularly relevant for PSIs for depression, as passive behavior is associated with the condition [38]. Therefore, we conducted a qualitative evaluation of DC users [29], our self-developed online peer support community for individuals struggling with depression [39]. Our qualitative analysis of user experiences of DC revealed
3 successive participation styles (ie, reading, posting, and responding) that individually and together coincided with an increased sense of belonging, emotional growth, self-efficacy, and empowerment [29]. In this quantitative evaluation of DC, we studied engagement patterns as a possible mechanism for recovery more closely by assessing multiple metrics to define engagement as comprehensively as possible [32]. For this study, based on user data logs for DC, we included 3 parameters to operationalize the intensity level of user engagement: the number of posts, the number of page views, and the total time spent on DC. Including both active and passive user modes, it is important to acknowledge that high user engagement was not limited to active users but included users who posted (a substantial number of) messages on the platform. In user data logs for DC, it was not possible to distinguish the 2 active participation styles, posting and responding, that is analyzed in our qualitative evaluation. To include passively engaged users in our sample, we assessed the number of page views and the total time spent on DC per user. However, because users may have been active through sharing posts when viewing various pages on the platform during their time spent on DC, these parameters included, but were not limited to, the passive user mode of reading. Together, our operationalization of user engagement implied that both active users who posted and passive users who spent considerable time on DC and viewed many pages could be categorized as highly engaged users.

Recovery-Oriented Outcomes

In recent years, peer support studies have frequently reported on personal recovery to complement clinical recovery outcomes, with a particular focus on the benefits of online PSIs for empowerment as an important feature in the process of personal recovery that individuals can develop to enable them to live a meaningful life [7,40,41]. Although inconclusive, these findings were promising [21,42-45]. Within online communities, empowerment refers to enabling processes including “becoming better informed, receiving and giving emotional support by sharing relatable experiences of living with the diagnosis, helping others, and networking” [46]. Developing and exploiting self-management strategies can be seen as an active component of empowerment [47,48], and many strategies comprise individual skills “to monitor one’s condition and to affect the cognitive, behavioral, and emotional responses necessary to maintain a satisfactory quality of life” [49]. However, to date, self-management has not been systematically examined as an individual outcome in peer support studies [50]. The same holds true for general well-being (ie, functional recovery, including social functioning and quality of life) [12,42-45,51-53], although both are important parameters for determining the usefulness of recovery-oriented PSIs. Our meta-analysis [19] showed that PSIs may also be effective in terms of clinical recovery (ie, symptom reduction), particularly for individuals with serious mental illness, including major depressive disorder. We also examined whether our online peer support platform helps improve depressive symptoms.

Objectives

In this longitudinal user survey, we attempted to add to the current literature on online peer support in several ways. First, we examined personal (ie, empowerment and self-management), functional (ie, well-being), and clinical (depressive symptoms) recovery parameters among DC users. Furthermore, we comprehensively explored patterns of user engagement, including parameters reflecting both the intensity and nature of DC use. Following the results of a systematic review of user engagement [32], we clustered user engagement based on the number of posts and page views and total time spent on DC. We aimed to determine whether these user engagement profiles during a 6-month interval were related to changes in empowerment. We expected that user engagement with high frequency—including active (ie, number of posts) and passive (ie, number of page views and total time spent)—would contribute to more improvement in empowerment from baseline to 3 and 6 months compared with user engagement with low frequency. In addition, we explored the use of self-management strategies and changes in depressive symptoms, levels of functioning, and disability over time.

Methods

Design

For this longitudinal study, users of our online peer support community for depression, DC, completed an online survey at 3 time points between June 19, 2019, and September 24, 2020.

Depression Connect

Launched on June 19, 2019, DC was cocreated with experiential experts, caregivers, and health professionals (therapists, psychiatrists, and psychology researchers) affiliated with the Dutch patient association for depression (The Depression Association), the Centre of Expertise for Depression as part of the Pro Persona Institute for mental health care, and the Radboud University Medical Centre. DC was developed to facilitate the exchange of personal experiences in coping with depression among peers. The online platform was easily and (if preferred) anonymously accessible to anyone dealing with depression. Potential users were not screened for depressive symptoms or other clinical characteristics before they could enter the community. Although no professionals were involved in DC, its moderators, who were all experiential experts, were able to consult a psychiatrist and psychology researchers of our team when feedback was needed. To ensure a constructive and supportive online atmosphere, DC moderators screened all new posts daily. They also generated new content or boosted user activity on the platform, for instance, by posting news items or different viewpoints on coping strategies. The DC team welcomed an average of 90 new members each month. DC members could start a new discussion topic or join an existing topic created by other users or provided by the research team. At the DC’s launch, we created 8 forum topics that referred to the main themes of experiential knowledge in depression, which we identified in our qualitative interview study [29]. Widely used topics included coping with symptoms of depression (eg, concentration problems) and treatment options for depression (eg, medication and mental health care). In addition to reading and posting messages on the forum section of the community, users could read news items (posted by the DC team) and read or post blogs. There was also a function for sending private...
messages to other DC users. More details about the DC’s development, functionalities, and monitoring procedures are presented in our parallel qualitative evaluation of DC [29].

Participants and Procedure
All individuals who registered with DC were invited to participate in our study when the website was launched. There were no strict conditions to participate in the study regarding demographic and clinical characteristics, either for the minimum or maximum level of engagement with DC. All new DC members, and thus potential study participants, received an email to welcome them to the community, including information about our quantitative evaluation study and a link to the survey. An email address of the research team was also displayed to provide users the opportunity to ask questions about study participation. Participation was on a voluntary basis without any financial or other compensation. Interested users were invited to complete the online survey 1 or 2 days after registering and at 3 and 6 months after joining DC. Of the 1374 new members who joined DC during the recruitment period, 317 (23.07%) users completed the baseline survey. Subsequently, 5% (16/317) of participants deleted their accounts, including their user data logs, leaving 21.91% (301/1374) of participants for the final sample. The data sets of participants who completed only the baseline assessment (179/301, 59.5%) were not included in the outcome analyses.

Measurements
Participants completed the following measures at baseline and at 3 and 6 months after joining DC.

Demographic and Clinical Characteristics
At the baseline assessment, the participants were asked to list their age, sex, and level of education. At all 3 time points, we asked the participants if they received current treatment (referring to any form of mental health care) and used antidepressant medications and whether they were experiencing a depressive episode at the time of the assessment. These variables were assessed by self-report; we did not use a validated symptom-screening measure.

User Engagement
Participants’ engagement in DC was determined by analyzing user data logs, which were encrypted and provided by the website host [54]. In line with the most widely used metrics to categorize user engagement in online health communities [32,37], we computed the following three parameters after 3 and 6 months of DC use: (1) total time spent on DC, (2) number of page views, and (3) number of posts entered on DC. We did not consider online activities related to survey completion.

Outcomes

Empowerment
To gauge the changes in empowerment, we used the Netherlands Empowerment List (NEL) [55], that consists of 40 questions covering the following 6 subscales: social support, professional help, connectedness, confidence and purpose, self-management, and caring community. Items were to be answered on a 5-point Likert scale ranging from 0 (strongly disagree) to 4 (strongly agree), with a not applicable answer option for the professional help subscale. We calculated the total empowerment score by summing and averaging all the completed items (range 0-4). Items on the professional help subscale that were scored as not applicable were not included in this calculation. Higher scores reflected higher levels of empowerment. Both previous research [56] and this study achieved high reliability for the total score (α=.93).

Self-management
The use of self-management strategies was evaluated using the Dutch Assessment of Self-management in Anxiety and Depression questionnaire (ASAD) [57,58]. The ASAD considers 45 self-management strategies that are presented in an equal number of statements. Respondents were asked whether and to what extent they used the strategy referred to (eg, keep focused on the present and stop myself from looking too far ahead). Each item is rated on a 5-point Likert scale, ranging from 0 (not at all) to 4 (very much). We used the total score (range 0-180) in our analyses. The higher the score, the higher was the use of self-management strategies. The reliability in this study was high (α=.92). Previous research only examined psychometric properties for the ASAD-Short Form, showing high levels of internal consistency (Cronbach α=.75) for the total questionnaire as well as its subscales (intraclass correlation coefficient >0.75) [46].

Depressive Symptoms
Depression severity was assessed using the Dutch version of the Beck Depression Inventory-II (BDI-II) [59], which consists of 21 questions, with each answer scored on a scale from 0 to 3. The total score ranged from 0 to 63, with higher scores reflecting more severe depressive symptoms. Specifically, scores between 0 and 13 indicate minimal symptoms, between 14 and 19 mild depression, between 20 and 28 moderate to severe depression, and the highest category with scores between 29 and 63 indicate severe depression [60]. The BDI-II has good psychometric properties [61]. In this study, the reliability of the total score was high (α=.91).

Functioning and Disability
We assessed individual functioning and disability with the Dutch version of the World Health Organization Disability Assessment Schedule (WHODAS) 2.0 [62]. A total of 6 domains (ie cognition, mobility, self-care, getting along, life activities, and participation) were evaluated with 36 items rated on a 5-point Likert scale, ranging from 0 (no effort at all) to 4 (much effort), where higher scores indicate more disability. The WHODAS 36 2.0 is a valid and reliable self-report instrument, with good psychometric properties irrespective of population type [63], which was reflected by the high reliability of the total score in our study (α=.92).

Statistical Analysis

Outcomes
Data analyses were conducted using SPSS (version 28; IBM Corp) and R (version 4.1.1) [64] using R Studio (2021.09.0+351). Longitudinal modeling was performed using the R lme4 package [65]. To determine whether the outcomes
had significantly changed over time and significantly differed between user engagement profiles, linear mixed models were fitted with the respective outcomes as dependent variables. In the model, the Restricted Maximum Likelihood Estimation calculated parameter estimates. As multiple imputation is not deemed necessary, we did not conduct a missing data analysis a priori [66]. We specified a linear mixed model regression with fixed effects: the actual day of assessment (day), engagement profiles, and the interaction effect between the engagement profile and day of assessment. The baseline value (day=0) of the outcome variable was included as a covariate, and random slopes for the repeated measures design day effect were included.

The estimated marginal means and within-group effect sizes were calculated using the emmeans package [67]. We calculated the magnitude of change between the baseline assessment (day=0) and assessment 3 (day=186), reported as the effect size, Cohen d [68]. To calculate the effect size, we needed an estimate of the SD of the intercept. In the model that included the baseline value of the outcome variable as a covariate, the estimate of the intercept’s SD was almost 0. Therefore, we used a model without this covariate to estimate the SD of the intercept.

**Engagement Profiles**

We used cluster analysis to identify subgroups of participants who shared similarities in their forum use patterns. Next, we performed a K-medoids cluster analysis with the cluster package [69], using the partitioning around medoids algorithm, a more robust version of the K-means algorithm, which, instead of averages of distances between points in the sample, uses actual data as the center of a cluster. For each subject, (1) session duration, (2) number of page views, and (3) number of posts were computed for the first 3 months and the last 3 months, excluding the sessions in which the questionnaires were filled out. Because of the extreme skewness in these 6 indices, we took their square roots and transformed them into z scores for the cluster algorithm. Although the Tibs2001SEmax gap criterion [69] found an optimum of 7 clusters, the number of participants was very small in the high-engagement clusters (n=3 and n=4), which is why we opted for a 4-cluster solution in which the high-engagement cluster contained 7 (%) participants of the total population (N).

**Ethics Approval**

After evaluation, the local ethics committee (Commissie Mensgebonden Onderzoek Arnhem-Nijmegen) determined that no ethics approval was required, given the minimal burden to the study participants. The users provided passive consent to log and analyze their user data.

**Results**

**Data Preparation**

Of the 301 DC users who had provided their consent and completed the baseline measurement, 179 (59.5%) individuals did not complete the survey at the 3- and 6-month time points. In total, 15.9% (48/301) of DC users completed the 3-month and 24.5% (74/301) of users the 6-month survey. There were no missing data for the 4 main outcome measures at any of the 3 time points. For age and current depression, we noted 2 and 6 missing variables, respectively. A total of 496 observations from 301 participants were included in the mixed modeling analyses.

**Baseline Characteristics of Participants**

The participants’ demographic and clinical characteristics as well as the means and SDs for the outcome variables at baseline are shown in Table 1. Our sample of 301 DC users included individuals with self-reported depression and a mean age of 50.2 (SD 13.12) years, 66.1% (199/301) of them were female and most of the respondents (216/301, 71.8%) had completed some form of secondary education or training. More than half of the respondents (166/301, 55.1%) reported having severe depressive symptoms (mean BDI score of 38.7, SD 6.57) and almost one-quarter of the population (72/301, 23.9%) had moderate to severe symptoms (mean BDI score of 23.8, SD 2.53). Of the remaining respondents (63/301, 20.9%), 13% (8/63) reported mild symptoms, and 8% (3/63) had minimal symptoms. The overall mean baseline BDI score for the entire sample was 29.84 (SD 11.85). Most DC users (241/301, 80.1%) received current treatment or some form of support or care from a mental health service and 69.8% (210/301) reported current use of antidepressants.

Completers, that is those respondents that had completed the baseline and at least one second assessment, were on average 4.95 years older (SD 11.4; 2-tailed t(297)=3.25; P=.001) and reported significantly higher levels of empowerment, self-management, and less severe depressive symptoms and disability in major life domains compared with DC users who had only completed the baseline assessment.
Table 1. Demographic and clinical characteristics of survey respondents at baseline and of the participants having completed at least one subsequent assessment (N=301).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Respondents</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total group (N=301)</td>
<td>Baseline only (n=179)</td>
</tr>
<tr>
<td></td>
<td>Test statistic</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td>t test (df)</td>
<td></td>
</tr>
<tr>
<td>Age (years; range 18-99), mean (SD)²</td>
<td>50.2 (13.1)</td>
<td>48.22 (13.9)</td>
</tr>
<tr>
<td></td>
<td>3.25 (297)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>199 (66.1)</td>
<td>119 (66.5)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td>44 (14.6)</td>
<td>36 (12.7)</td>
</tr>
<tr>
<td>None, elementary school, or vocational education</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Secondary education (middle or high school)</td>
<td>167 (55.5)</td>
<td>90 (29.9)</td>
</tr>
<tr>
<td>Secondary vocational education and training</td>
<td>49 (16.3)</td>
<td>30 (10)</td>
</tr>
<tr>
<td>Advanced vocational education and academic education</td>
<td>41 (13.6)</td>
<td>23 (7.6)</td>
</tr>
<tr>
<td>Current depression (self-reported), n (%)³</td>
<td>216 (73.2)</td>
<td>136 (63)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Depressive symptoms (BDI-II⁴), mean (SD)</td>
<td>29.84 (11.9)</td>
<td>31.8 (11.4)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>Severity of depressive symptoms (BDI-II⁵), n (%)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Severe depressive symptoms</td>
<td>166 (55.1)</td>
<td>112 (62.6)</td>
</tr>
<tr>
<td>Moderate to severe depressive symptoms</td>
<td>72 (23.9)</td>
<td>39 (21.8)</td>
</tr>
<tr>
<td>Mild depressive symptoms</td>
<td>39 (13)</td>
<td>19 (10.6)</td>
</tr>
<tr>
<td>Minimal depressive symptoms</td>
<td>24 (8)</td>
<td>9 (5)</td>
</tr>
<tr>
<td>Current treatment, n (%)</td>
<td>203 (67.4)</td>
<td>127 (62.6)</td>
</tr>
<tr>
<td>Current antidepressant medication, n (%)</td>
<td>210 (69.8)</td>
<td>127 (60.5)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>Empowerment (NEL⁶), mean (SD)</td>
<td>2.06 (0.5)</td>
<td>1.99 (0.5)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Self-management (ASAD⁷), mean (SD)</td>
<td>78.11 (25.1)</td>
<td>75.15 (26.6)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Functioning and disability (WHODAS 2.0⁸), mean (SD)</td>
<td>35.7 (15.3)</td>
<td>38.11 (15.1)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.001</td>
<td></td>
</tr>
</tbody>
</table>

aOwing to 2 missing variables, n=299 for the total group, n=178 for baseline only, and n=121 for completers.
bN/A: not applicable.
cOwing to 6 missing variables, n=295 for the total group, n=176 for baseline only, and n=119 for completers.
dBDI-II: Beck Depression Inventory-II.
eOn the basis of the following BDI cutoff scores: 0-13, minimal depression; 14-19, mild depression; 20-28, moderate to severe depression; 29-63, severe depression.
fIncludes any type of mental health care (eg, general or specialized mental health care and alternative support).
gNEL: Netherlands Empowerment List.
hASAD: Dutch Assessment of Self-management in Anxiety and Depression questionnaire.
iWHODAS 2.0: World Health Organization Disability Assessment Schedule 2.0.

User Engagement

Our cluster analysis of the forum uses parameters as described in the Methods section and resulted in 4 user engagement profiles: very low (profile 1), low (profile 2), medium (profile 3), and high (profile 4). The user parameters for the total study period (6 months) are listed in Table 2. Baseline engagement profiles did not significantly differ for age; sex; current depression; current treatment or medication; or baseline scores on empowerment, self-management, depressive symptoms, and disability. However, results did show significant differences between participants completing the baseline assessment only and participants that completed one or 2 assessments for the “very low” engagement profile (177/301, 58.8%), of which 33.9% (60/177) participated in a second assessment and 66.1% (117/177) completed baseline only (χ²=27.1; P<.001; Multimedia Appendix 1).

Figure 1 depicts the (changes in) outcomes and session duration for the participants who completed only the baseline assessment.
(panel 1, n=179) and for those who completed at least 2 or all 3 assessments (panel 2, n=122). The graphs present data modeled using a longitudinal mixed model regression analysis for session duration for each individual session (black dots), empowerment (NEL), self-management (ASAD), depressive symptoms (BDI-II), and functioning and disability (WHODAS 2.0) over time, including the baseline means for each outcome. They show an increase in empowerment and self-management and a decrease in depressive symptoms and disability over time (days of engagement with the online peer support community—DC).

In the figure, the scale values were transformed to a range from 0 to 4. To avoid overlap, self-management was raised by 0.4 and functioning and disability was lowered by 0.25. The session duration is transformed to the square root of the duration in minutes and divided by 5, so that most values are in the figure. These lines are based on the values predicted by the model. Values at day 0 are actual means with the confidence levels.

**Table 2.** Depression Connect user engagement for the total study group (N=301).

<table>
<thead>
<tr>
<th>Total study group (engagement parameter)</th>
<th>Very low engagement (profile 1; n=177), mean (SD)</th>
<th>Low engagement (profile 2; n=87), mean (SD)</th>
<th>Medium engagement (profile 3; n=30), mean (SD)</th>
<th>High engagement (profile 4; n=7), mean (SD)</th>
<th>Value, mean (SD)</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total session duration in hours</td>
<td>5.48 (22.37)</td>
<td>0.37 (1.1)</td>
<td>2.35 (2.43)</td>
<td>18.84 (17.04)</td>
<td>116.01 (86.20)</td>
<td>177.51 (3.297)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of page views</td>
<td>322.19 (1117.14)</td>
<td>25.85 (41.71)</td>
<td>161.18 (103.12)</td>
<td>1315.33 (1015.74)</td>
<td>5560 (4159.86)</td>
<td>175.63 (3.297)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of posts</td>
<td>14.21 (58.45)</td>
<td>0.33 (1.33)</td>
<td>5.79 (5.81)</td>
<td>44.8 (47.46)</td>
<td>338.7 (158.63)</td>
<td>363.26 (3.297)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Figure 1.** Session duration and changes in empowerment, self-management, depressive symptoms, and functioning and disability over 6 months of using Depression Connect.

**Outcomes**

Table 3 lists the results of the models that investigated changes in outcomes over time (days of DC use). We computed a significant increase in empowerment (NEL) over time in days ($\beta=0.00078$; SE 0.00022; $P=.001$) with a small effect size (Cohen $d=0.36$, 95% CI 0.15-0.57). Self-management also increased over time ($\beta=0.0222$; SE 0.011; $P=.046$), again with a small effect size (Cohen $d=0.22$, 95% CI 0.0-0.43). Depressive symptoms (BDI) significantly decreased over time with a small effect size ($\beta=-0.0244$, SE 0.00612; $P<.001$; Cohen $d=0.44$, 95% CI 0.21-0.66). In addition, disability (WHODAS 2.0) significantly decreased over time with a small effect size ($\beta=-0.0212$, SE 0.00693; $P=.001$; Cohen $d=0.29$, 95% CI 0.10-0.47).

Engagement profiles were not significantly associated with changes in any of the outcomes at 3 or 6 months as indicated by the nonsignificant effects of the dependent variable by engagement profile: empowerment ($F_{3,176}=0.07$; $P=.98$); self-management ($F_{3,160}=0.1$; $P=.96$); depressive symptoms ($F_{3,184}=0.14$; $P=.94$); and functioning and disability ($F_{3,181}=0.2$; $P=.90$); and nonsignificant time by profile interactions: (empowerment ($F_{3,131}=0.55$; $P=.65$); self-management...
and functioning and disability ($F_{3,158}=0.09; P=.96$).

### Table 3. Linear mixed model analysis outcomes; estimated marginal means and effect sizes

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Baseline, EMM(^d) (SE)</th>
<th>3 months (day 95), EMM (SE)</th>
<th>6 months (day 186), EMM (SE)</th>
<th>Fixed effect of time</th>
<th>Change, per 100 days</th>
<th>$F$ test ($df$)</th>
<th>$P$ value</th>
<th>Cohen $d$ effect size(^e) day 0 to day 186 (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEL(^d) (empowerment)(^f)</td>
<td>2.17 (0.01)</td>
<td>2.24 (0.02)</td>
<td>2.32 (0.04)</td>
<td>.078</td>
<td>12.5 (1,136)</td>
<td>.001</td>
<td>.36 (0.15-0.57)</td>
<td></td>
</tr>
<tr>
<td>ASAD(^g), self-management(^f)</td>
<td>83.44 (0.7)</td>
<td>85.56 (0.98)</td>
<td>87.58 (1.89)</td>
<td>2.22</td>
<td>4.05 (1,132)</td>
<td>.046</td>
<td>0.22 (0.0-0.43)</td>
<td></td>
</tr>
<tr>
<td>BDI-II(^h)(depressive symptoms)(^i)</td>
<td>26.71 (0.36)</td>
<td>24.4 (0.55)</td>
<td>22.18 (1.04)</td>
<td>$-$2.44</td>
<td>15.9 (1,147)</td>
<td>$&lt;$0.001</td>
<td>0.44 (0.21-0.66)</td>
<td></td>
</tr>
<tr>
<td>WHODAS-36 items 2.0(^j) (disability)(^k)</td>
<td>31.69 (0.53)</td>
<td>29.68 (0.60)</td>
<td>27.76 (1.11)</td>
<td>$-$2.12</td>
<td>9.33 (1,164)</td>
<td>.003</td>
<td>0.29 (0.10-0.47)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)We used a linear mixed model with time (days) and baseline value of the dependent variable as a fixed factor and subject within time (days) as random effects.

\(^b\)EMM: estimated marginal mean.

\(^c\)To calculate effect sizes, we used a model in which the baseline value of the outcome variable as a covariate was not included because in the model including this covariate, the estimate of the intercept’s SD naturally almost 0.

\(^d\)NEL: Netherlands Empowerment List.

\(^e\)Scores range from 0 to 4, with higher scores indicating greater empowerment.

\(^f\)ASAD: Dutch Assessment of Self-management in Anxiety and Depression questionnaire.

\(^g\)Scores range from 0 to 180, with higher scores indicating greater use of self-management strategies.

\(^h\)BDI-II: Beck Depression Inventory-II.

\(^i\)Scores range from 0 to 63, with higher scores indicating more (severe) symptoms.

\(^j\)WHODAS 2.0: World Health Organization Disability Assessment Schedule 2.0.

\(^k\)Scores range from 0 to 144, with higher scores indicating greater disability.

### Discussion

#### Principal Findings

Although the potential benefits of engaging peer support for people with severe mental illness (SMI) are widely acknowledged [25,26], peer support studies are limited for online intervention types targeting depression [20,21] and the processes for user engagement remain unclear [32,70]. In this longitudinal user survey of the online peer support community—DC, we explored patterns of user engagement and examined whether user profiles were associated with recovery-oriented outcomes. To quantify baseline to 6-month changes in empowerment, self-management, depressive symptoms, and functioning and disability in the users of DC and considering the complex interplay of relevant aspects of user engagement in PSIs, we entered the user data logs of 3 parameters (ie, total session duration, page views, and number of posts) into a cluster analysis, resulting in 4 engagement profiles. Most of the survey respondents (177/301, 58.8%) had very low or low engagement levels (87/301, 28.9%), with 9.9% (30/301) having medium and 2.3% (7/301) high user profiles. However, none of the profiles showed significant differences for age; sex; having current depression; receiving treatment at the time of assessment; or with regard to the baseline scores for empowerment, self-management, depression, and functioning and disability. All recovery-oriented outcomes improved over time; however, contrary to our hypothesis, the nature and intensity of DC user engagement were not significantly associated with any of these improvements.

#### Findings in Context

The number of user surveys and RCTs for online PSIs for depression is limited; however, the results are promising. Although our results did not show a significant relationship between the level of user engagement and recovery, Griffiths et al [20,21] reported positive results for engaging a online PSI for depression in their trial. They found that depressive symptoms reduced in the long-term period (6 and 12 months) and empowerment may improve in the short-term (after the intervention or at 3 months). Furthermore, reviews with and without meta-analyses of PSIs that include a heterogeneous population, which includes primarily individuals with SMI, report positive changes in psychosocial outcomes [24,25,43,45], more specifically for self-efficacy and hope [12,42,44,51-53]. We confirmed this in our new and updated meta-analysis, which included PSIs for mental illness [19]. However, research on peer support is associated with methodological issues (eg, establishing model fidelity is not possible at this point [25]). Therefore, the results of this longitudinal user survey as well as the results from the other PSI studies should be interpreted with caution.

Considering the level of user engagement, it is generally known that online communities [37,70] are associated with low engagement rates. This is often referred to as the 1% rule [36,37].
and is in line with our results. However, our study adds to the current literature, as the results improve insight into the intensity and nature of user engagement for online PSIs for depression. Further research is needed to better understand the relationship between levels of user engagement and positive changes in recovery.

Flexible User Engagement

In Search of a Valid Proxy Measure for the Nature of Forum Use

To create as true a proxy as possible for the way the participants in our study used the DC platform, we included multiple indicators that we thought would best reflect the nature of their forum use. However, our results surprisingly showed that the frequency and nature (passive vs active) of user engagement did not appear to be associated with recovery. We focused on presence and participation rates on DC, whereas the CAPE model states that a broad range of factors should be incorporated when operationalizing user engagement. CAPE is an acronym including metrics on the following factors: Connect (how many people are interested), Attend (eg, presence or how many log-ins), Participate (eg, active engagement), and Enact (making use of online learned skills in daily life) [70,71]. Adding to the current knowledge base on user engagement, our results suggested that it might be too simplistic to assume that there is an optimal or specific engagement pattern or style that is directly related to positive outcomes associated with the use of PSIs [32]. As self-determination is a crucial aspect of the recovery-oriented approach, which is reflected in our PSI, voluntary use of the program seems important [72]. Arguably, the need for support from peers or the intention to support peers depends on the stage of depression or coping levels, which affects the intensity (ie, frequency or duration) and nature of a person’s forum engagement (eg, posting to ask for help or responding to help others) [73]. In line with our qualitative evaluation of DC user experiences, the data presented here might indicate that user modes are indeed used interchangeably over time, developing and deploying different engagement styles (ie, reading, posting, or responding) according to their personal needs [29]. Therefore, these shifts in forum use make it difficult to capture the effects of DC use in quantitative terms, such as engagement profiles. Nevertheless, online PSIs appear to provide users with an accessible digital realm in which they are free to choose individual modes of engagement that match their current needs in their search for recovery.

Quantity Versus Quality of User Engagement

In addition, the perceived quality of forum posts might be a relevant factor to be included when defining user engagement in terms of nature and intensity. It is possible that low engagement with the DC community suffices to benefit from peer support if a recently published post answers a specific question or explores a relevant topic effectively, satisfying the current needs of individual users [74]. DC users with queries about treatment options, for instance, may not have needed to spend much time on the platform to find pertinent information or check whether they had received a fitting response. In turn, if a user is looking for (online) friendship (to create a sense of belonging), they are likely to spend more time on the forum and engage more actively to connect with peers. Taken together, it may well be the personal needs and goals of the users and the perceived quality of the forum content that ultimately determine whether and how users engage in and benefit from online peer support communities, such as DC.

Potential Disadvantages of Active User Engagement

From a different perspective, 2 potential disadvantages of active forum engagement might have defeated the hypothesized positive association between high user engagement and the experienced benefits (recovery indices) of DC. First, the data showed that high-frequency users (high engagement) posted significantly more messages than the users with the other 3 profiles (very low, low, and medium engagement). This might imply that frequent users predominantly posted messages for (ie, responded to) peers seeking support, focusing less on their own needs and recovery. According to the helper-therapy principle [75], high-frequency users may experience positive feelings because they perceive helping peers as meaningful. In line with the central drawback that DC users emphasized in our qualitative study, this active style may also have increased distress levels by their feeling responsible for their peers’ well-being or by their identification with the problems of fellow users too much [17]. In addition, as observed in clinical practice [76] and our qualitative study [29], high engagement in supportive interactions may encourage self-reflection, uncovering problems that users were not, or partly, aware of before, which might be both distressing and healing. Thus, compared with passive users, active engagers run a greater risk of being exposed to the disadvantages of peer support, possibly increasing their disease burden owing to a heightened sense of responsibility for others and an increased awareness of their personal issues.

Assessing Recovery in Online Peer Support

Finally, other recovery-oriented outcomes may be more relevant for evaluating an unstructured online peer support community such as DC. Empowerment and self-management may serve as those attributes that would characterize more advanced stages of recovery from mental illness, such as depression, as they take time to develop and generally require guidance from a nonpeer (ie, a paraprofessional) [18,46], face-to-face PSI format [42,43,77], or a wider supportive context involving family or friends [78,79]. Moreover, considering the informal nature and flexibility, free use of our platform, and the fact that our sample mostly consisted of individuals with moderate to severe depressive symptoms, smaller goals such as an increased sense of being (emotionally) supported or finding new hope are probably more feasible [80].

Limitations

This study has several limitations. The first one lies in the operationalization of user engagement. Rather than opting for (more frequently used) self-report measures, we tried to objectively quantify forum engagement using logged user data (total time spent on the platform and the number of page views and posts); however, there are other potentially relevant indicators of engagement, such as the number of posts the user reads [34], the length of threads [74], and the number of replies...
received [74,81]. Particularly for individuals with depression, these activities and interactions that reflect recognition and support may reduce stress and negative emotions [82]. Unfortunately, we were unable to extract these parameters from the user data logs. Second, the results of our previous qualitative exploration of DC user experiences were primarily related to users with an active engagement style. In this quantitative study, the number of highly frequent and actively engaged users—those posting significantly more than their peers with other engagement profiles—was too small to detect any reliable effects on empowerment. Third, the lack of a comparison group in this longitudinal user survey precluded exploration of causal relationships between DC use and recovery; however, the effect sizes of RCTs comparing PSIs for mental illness with a control group that we pooled in our meta-analysis were significant both for clinical and personal recovery indices.

Finally, the generalizability of our findings is limited as we evaluated self-selected samples, where the decision to participate may contain some inherent positive bias toward engaging in (online) peer support. It is possible that users with a low engagement profile were not motivated to complete the follow-up assessments in our evaluation study because they lacked commitment to DC or may not have experienced any benefits of engagement. However, our study has an explorative character, with a naturalistic sample that informed us of the general and heterogeneous population of individuals with depression who engage in peer support. Given the observational character of our study, its internal validity is limited. We do not know whether the improved outcomes are related to DC use and to what extent other types of support or the many other variables that are part of the real-world setting (eg, the level of offline social support, self-stigma, and societal participation) influence these results. Regardless, considering the free and informal nature of our online peer-to-peer support environment that allows users to tune their use of the forum to their personal needs and the improvements observed, our survey expands the current literature by focusing on an online PSI for depression. The results underscore that this type of peer support appears to be beneficial and promotes recovery among individuals with self-reported depressive symptoms. These promising results are not only reflected in our survey but also in previously conducted user surveys in PSIs, underscoring the benefits of peer support for clinical [14] and personal recovery [33].

Future Research

As the various engagement profiles that we identified indicate that DC users appear to prefer a flexible use of the platform, insight into the content of their posts would foster the interpretation of our findings. Therefore, we recommend assessing the perceived quality of interactions (eg, “Is the content helping you to cope with your depression?”) in future research on online PSIs. The quantitative variables such as thread length and the number of posts and responses or comments might indicate how effectively a topic was explored [74]. Synthesizing qualitative data (content analysis) and quantitative data (metrics of use) of peer support user engagement would enhance our understanding of its implications for recovery. In addition to the clinical characteristics and (treatment) history of depression, it may be informative to describe the societal context of individual users. Possibly, the availability and quality of social support from family or friends may predict users’ need for online peer support and explain their low or high engagement. As peer support is considered adjunctive to formal mental health care [9] and it has been suggested that peer support encourages users to engage more actively in their professional treatment [14], it is worthwhile to investigate the usefulness and benefits of (online) peer support for concurrent professional therapy. Finally, recovery is a multidimensional concept; however, the various factors and processes involved are difficult to disentangle. Including comprehensive measurements in which the umbrella concepts of clinical, personal, and functional recovery-related indices are assessed separately and in depth, such as in the case of the Recovery Assessment Scale, might improve the validity of the findings.

Conclusions

This longitudinal user survey provides insights into the characteristics of user engagement in DC, an online peer support community for depression. Active engagement was limited to a small group of DC users and was not significantly associated with superior improvements in empowerment and secondary recovery-oriented outcomes. Users appear to attend the intensity and nature of their forum use to their personal recovery pathway and current needs, where their engagement levels may shift from low to high and from passive to active. Corresponding to the self-determination theory, the autonomy to choose the level of engagement might be one of the most valued and effective features of intervention types, such as DC, whereas in other more formal supportive environments for depression, a certain level of engagement is predetermined. Future online PSI studies should explore the content and quality of user interactions to determine what constitutes optimal user engagement, where flexibility and usefulness match users’ clinical needs and motives to seek and offer online peer support.
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Abstract

Background: The COVID-19 pandemic and the confinement that was implemented in Argentina generated a need to implement innovative tools for the strengthening of diabetes care. Diabetes self-management education (DSME) is a core element of diabetes care; however, because of COVID-19 restrictions, in-person diabetes educational activities were suspended. Social networks have played an instrumental role in this context to provide DSME in 2 cities of Argentina and help persons with diabetes in their daily self-management.

Objective: The aim of this study is to evaluate 2 diabetes education modalities (synchronous and asynchronous) using the social media platform Facebook through the content of posts on diabetes educational sessions in 2 cities of Argentina during the COVID-19 pandemic.

Methods: In this qualitative study, we explored 2 modalities of e-learning (synchronous and asynchronous) for diabetes education that used the Facebook pages of public health institutions in Chaco and La Rioja, Argentina, in the context of confinement. Social media metrics and the content of the messages posted by users were analyzed.

Results: A total of 332 messages were analyzed. We found that in the asynchronous modality, there was a higher number of visualizations, while in the synchronous modality, there were more posts and interactions between educators and users. We also observed that the number of views increased when primary care clinics were incorporated as disseminators, sharing educational videos from the sessions via social media. Positive aspects were observed in the posts, consisting of messages of thanks and, to a lesser extent, reaffirmations, reflections or personal experiences, and consultations related to the subject treated. Another relevant finding was that the educator/moderator role had a greater presence in the synchronous modality, where posts were based on motivation for participation, help to resolve connectivity problems, and answers to specific user queries.

Conclusions: Our findings show positive contributions of an educational intervention for diabetes care using the social media platform Facebook in the context of the COVID-19 pandemic. Although each modality (synchronous vs asynchronous) could have differential and particular advantages, we believe that these strategies have potential to be replicated and adapted to other contexts. However, more documented experiences are needed to explore their sustainability and long-term impact from the users' perspective.

(JMIR Form Res 2022;6(11):e38862) doi:10.2196/38862
Introduction

According to data from the International Diabetes Federation, there were 1 in 11 (32 million) adults with diabetes [1] in South and Central America in 2021. In Argentina, the prevalence of diabetes significantly increased from 8.4% to 12.7%, corresponding to a 51% rise during the 2005-2018 period [2].

Since the beginning of the COVID-19 pandemic, operational guidelines for maintaining essential health services focused on increasing awareness of persons with diabetes about their susceptibility to COVID-19 and ways to reduce transmission, increasing home supplies of medication, and modifying routine clinical visits to videocalls or phone calls, telehealth, or email [3,4]. As part of the health care system reorganization, the Ministry of Health implemented a telehealth network in the country [5] but it was mainly focused on the diagnosis and follow-up of persons with COVID-19 and was not widely implemented in public primary care clinics to provide care for underserved persons with diabetes or other chronic care conditions.

Persons with diabetes in Argentina faced different barriers to access to chronic care, which included total confinement, health care system reorganization, and the sense among patients that seeking care implied an increased risk of COVID-19 infection. In addition, the adoption of healthy habits was difficult to achieve due to confinement [6].

Diabetes self-management education (DSME) is a critical element of diabetes care as it improves patient outcomes and quality of life and prevents complications [7]. Prepandemic, only 2 of 10 patients had ever participated in either a DSME session or a workshop, although it is included as a core care element by the diabetes clinical practice guidelines (DCPG) [8].

Social media use increased during the pandemic as a new dynamic way to share information in a rapid and accessible way. In Argentina, in 2020, nearly 85.5% of people aged 4 years or more had access to and used the internet [9], and 9 of 10 internet users were on social media, Facebook being 1 of the most frequently used platforms (86%) [10]. Social media posts and reliable information can promote health and well-being, health awareness, and preventive behaviors [11,12], helping acknowledge chronic conditions and guiding the public on how to manage and contain them.

The use of social media for diabetes self-care is still incipient [13]. Although some studies have shown that social media has beneficial effects in diabetes knowledge, attitudes, and self-care activities, results regarding patient outcomes are still mixed [14-16], especially for type 2 diabetes. Because of the lockdown and restrictions due to the COVID-19 pandemic in the country [17], we implemented social media interventions to provide DSME in 2 cities of Argentina to help persons with diabetes in their daily self-management.

The aim of this study was to evaluate 2 diabetes education modalities (synchronous and asynchronous) using the social media platform Facebook through the content of posts on diabetes educational sessions in 2 cities of Argentina during the COVID-19 pandemic.

Methods

Design and Study Setting

A qualitative approach was used to explore an intervention to provide diabetes education adapted to the context of confinement during the first year of the COVID-19 pandemic in the provinces of La Rioja and Chaco, Argentina [18,19], via the social network Facebook.

The Facebook public figure pages of 2 health institutions, the Diabetes and Nutrition Service of the Julio C. Perrando Hospital in Chaco and the Directorate of Chronic Non-Communicable Diseases in La Rioja, were used to disseminate educational sessions. This initiative was carried out jointly by the Institute for Clinical Effectiveness and Health Policy and the Diabetes Programs of the provinces of Chaco and La Rioja.

Structure of the Diabetes Education Intervention

Diabetes educational sessions were conducted using 2 modalities, synchronous and asynchronous, using the Facebook social media platform. Diabetes educator–led sessions included the topics listed in Table 1.

For the transmission and dissemination of the sessions, we used the Facebook pages of 2 health institutions in Chaco and La Rioja. In the latter case, educational sessions were also disseminated through the Facebook pages of 7 primary health care clinics.

Diabetes educational sessions were directly aimed at users of both pages and open to anyone interested in diabetes.
Table 1. Topics and content of the sessions (N=9) according to the modality implemented.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Asynchronous modality sessions (n=4, 44%), n (%)</th>
<th>Synchronous modality sessions (n=5, 56%), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes care during confinement</td>
<td>1 (25)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Diabetic foot</td>
<td>1 (25)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Insulin management</td>
<td>1 (25)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Healthy eating and diabetes</td>
<td>1 (25)</td>
<td>N/A(^a)</td>
</tr>
<tr>
<td>Physical activity and diabetes</td>
<td>N/A</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Mental health, diet, and diabetes</td>
<td>N/A</td>
<td>1 (20)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

Synchronous Modality

This modality was implemented in the province of Chaco. For this strategy, in addition to Facebook, we used Streamyard [20], a live streaming platform that allowed multiple diabetes educators to participate in the streaming. The team that conducted the workshop comprised health educators and a moderator. To market the activity, we designed an informative flyer and posted it on the Facebook page. We also shared this post through WhatsApp groups with persons with diabetes and health care providers from primary care clinics a week prior to the event. The educational sessions were held between July 30 and October 29, 2020 (Table 1).

Sessions took between 45 and 60 minutes and were structured in 3 parts. In the first part, the moderator introduced the diabetes educators and explained the activity. In the second part, the diabetes educators presented a topic included in the educational diabetes curriculum of the DCPG (Table 1), which was adapted to the context [8]. This was followed by a question-and-answer segment, during which the diabetes educators responded to the attendees’ questions collected by the moderator. Finally, the workshop live-streaming recording was posted on the Diabetes and Nutrition Service of the Julio C. Perrando Hospital Facebook pages, and diabetes educators got an opportunity to review and answer further questions and comments that were posted by the audience afterward.

Asynchronous Modality

The asynchronous modality was developed in the province of La Rioja, and educational sessions were implemented from August 31 to November 30, 2020. Some of the sessions were developed using the educators’ computers and others using a mobile phone and were recorded using the Zoom platform [21], a cloud-based video communications app. The diabetes educator, a health care professional, recorded a 30-minute session on a topic of interest (Table 1). The marketing of these sessions was carried out through informative flyers that were posted on Facebook and shared on WhatsApp groups a week prior to the event. On the date of the educational session, the video was released on the host’s Facebook page. Afterward, the diabetes educator also functioned as a moderator, reviewing and responding to the participants’ comments, questions, or doubts posted in the video. In addition to using this modality, we shared the link with 7 public primary care clinics involved in the diabetes program that had Facebook pages. Primary care clinics, through their social networks, became amplifiers.

Units of Analysis

The units of analysis were the messages posted during the synchronous and asynchronous sessions implemented. In addition, we analyzed social media metrics, such as impression (number of views) and engagement (eg likes, comments, and shares) in both modalities [22]. These data were used to contextualize the qualitative results.

Dimensions and Categories of Analysis

Dimension: Social Media Metrics

This dimension had the following categories [22]:

- Category: Impression is the number of times the content was on a person’s screen (indicator: number of views).
- Category: Engagement relates to the number of interactions with a post, and it is important when you want an engaged audience to take some form of action after reading your post (indicators: number of likes, number of comments, and number of shares).
**Dimension: Role of the Moderator**

From a pedagogical point of view, the role of the moderator in information and communication technology (ICT)–mediated education acquired a crucial role; sometimes, the moderator was also the expert/educator, although these could also be separate roles [23].

**Dimension: Role of the Participant**

Participants were the Facebook account audience of the health institutions. Based on the analysis of the content of the posts made in each educational session, an analytical framework was developed. Four subdimensions were explored. Some similar dimensions were considered from a previous study [24]. From the analysis of the messages posted, we developed a qualitative framework (Figure 1). We included all the dimensions that emerged from the collected data regardless of the number of times they appeared. The framework reflects the preponderance that each principal subdimension had according to the frequency at which each subdimension appeared.

**Data Collection**

Data collection was carried out by members of the research team through a systematic search for information on the Facebook pages of the participating institutions. It was based on the posted messages, likes, and views.

Quantitative data on social media metrics were collected weekly, including information from September 29 to December 29, 2020. Both qualitative and quantitative information fed the online matrix developed for this study.

**Data Analysis**

Quantitative data from social metrics indicators were analyzed using means (SDs) per educational session. Analyses were conducted using Stata 14.0 [25].

We conducted an active analysis on Facebook [18]. All wall-posted content during the sessions was analyzed through content analysis [26]. In the first stage, a process of familiarization with the information was carried out. The research team was part of the audience (without active participation) to understand the context. The second stage consisted of a first analysis of the data set before coding by a qualitative researcher when a first approximation to the dimensions and categories was elaborated.

In the third stage, data were extracted manually, a content review of the input was generated, and a new, in-depth review of all units of analysis was conducted. Subsequently, texts, visual elements, phrases, words, and emoticons were transcribed, classified, and coded. From the selected dimensions, interpretive and emerging categories were generated. To increase the internal validity of the study, 2 researchers carried out triangulation [27]. The written transcripts were entered into ATLAS.Ti version 6.2 [28] and combined with the manual technique of information coding. As part of the analysis, representative direct quotations were selected and included in this paper to illustrate our findings. Messages and social metrics indicator data were reviewed at least twice by the same reviewer to improve the data quality of this study.

**Ethical Considerations**

Ethical approval was obtained in Chaco through the Hospital Pediátrico Avelino Castelán (Avelino Castelán Paediatric Hospital) and in La Rioja through the Consejo Provincial de Ética de las Investigaciones en Salud/CoPeis (Provincial Council of Health Research Ethics/CoPeis) (No 001). All data extracted were anonymized before being analyzed.

**Results**

In total, 9 educational sessions were conducted, 5 (56%) through the synchronous modality and 4 (44%) through the asynchronous modality.
Social Metrics in the Synchronous Modality

In the impression category, the mean number of views per educational session was 936.4 (SD 327.0). The total number of views of all educational sessions was 4682.

In the engagement category, the mean number of likes, comments, and shares per educational session were 51.2 (SD 10.9), 49.4 (SD 18.1), and 18.0 (SD 9.7), respectively.

Social Metrics in the Asynchronous Modality

In the impression category, the overall mean number of views was 1618.3 (SD 728.8) and the total number of views of all educational sessions was 6473.

In the engagement category, the mean number of likes, comments, and shares per educational session were 37.8 (SD 6.7), 13.8 (SD 19.7), and 36.8 (SD 14.9), respectively.

In addition to this modality, a dissemination/amplification process was also carried out through the Facebook pages of 7 primary care clinics. There was a mean increase of 109.3% (1618.2 to 3386.7) in the number of views, 238.4% (37.7 to 127.7) in the number of likes, 52.7% (13.7 to 21) in the number of comments, and 132.0% (36.7 to 85.2) in the number of shares.

Post Content Analysis

A total of 332 wall posts corresponding to the 9 educational sessions were analyzed. Participant comments accounted for 90.1% (299/332), while educators/moderators’ comments corresponded to 9.9% of all comments over the study period.

The results obtained from the analysis of the content of the comments posted are presented next and were organized into 2 main dimensions: the moderator role and the participant role. In the first case, since differences were found in emerging dimensions, the results are presented separately for the synchronous and asynchronous modalities, while we grouped the results for the participant role as no significant differences were observed during this process.

Moderator Role

In total, 4 subdimensions of post analysis emerged from this study: motivation for participation, resolution of connectivity problems, answers to specific user queries, and feedback to the expert/educator.

In the synchronous modality, there was a greater presence of the moderator’s role and most of the messages were based on the “motivation for participation” subdimension. There were also messages with guidance for attendees to solve “connectivity problems,” although these were few. Some of the messages were as follows:

Share myths and beliefs you know about Insulin and its use.

Yes, of course. Leave your doubts and comments and we will share them.

We look forward to your questions and concerns!!!

Hello (attendee’s name), try logging out and in again.

Good afternoon, it’s probably your internet connection because it looks and sounds fine.

Messages from the moderator included in the “answers to specific user queries” subdimension (eg, facilitate appointment scheduling to the hospital, respond to queries on the content, market upcoming workshops) were observed in both synchronous and asynchronous modalities, although less frequently in the latter.

In addition, during the educational sessions, the expert/educator provided feedback to address participants’ concerns. Some messages related to this dimension were as follows:

That should be answered on an individualized basis; you should schedule an in-person visit.

(Attendee’s name) definitely not. You have to look for other strategies to cope with stress, never food.

Yes, diabetes can produce that dryness in your feet, and it is important that you moisturize them and control them every day, because if a lesion appears, you have to make the medical consultation immediately...

Participant Role

Messages posted were short texts (256/299, 85.6%) with or without the inclusion of emoticons. In both modalities, 30 (10.0%) of the 299 messages were based only on emoticons/GIFs, such as clapping hands or smiley faces expressing joy. Some of the messages posted were participants’ medical concerns that were later addressed during the educational sessions.

We did not find posts of images, videos, or links to other web pages. Although they were infrequent, tags to other Facebook users were observed that included either other people or primary care clinics (13/299, 4.3%). Table 2 presents the results of the analysis of the 4 subdimensions and their respective emerging categories from the participant role. The following new emerging subdimensions were identified: (1) inquiries on the topic developed, (2) connectivity, (3) acceptability, and (4) reaffirmations, insights, or personal experiences.
<table>
<thead>
<tr>
<th>Subdimension and category</th>
<th>Description</th>
<th>Illustrative messages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inquiries on the developed topic</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| General inquiries         | Messages about diabetes and COVID-19 risk or access to health care (inquiry about appointments) | • “What is the reason that we diabetes sufferers are a risk group?”  
• “…Very good!!! I am diabetic. Which are the consulting days?” |
| Insulinization and medications | Messages about medication, especially insulin (focused on the initiation of insulin use) | • “I would like to know why correction insulin sometimes doesn’t work for me; does it make a difference if the patient starts insulin treatment directly?” |
| Blood glucose management | Messages about blood glucose and its appropriate levels | • “Good afternoon. What can I do? I have a blood glucose value of 110 and I would like to lower it. I am not yet diagnosed as diabetic” |
| Complications of diabetes | Messages related to chronic complications, kidney care, uremia, and diabetes foot | • “I would like to make a consultation. I have type 1 diabetes and chronic kidney disease on continuous ambulatory peritoneal dialysis. My feet are too dry and are have brown stains. Can it be because of increasing urea because my A1c is below 6”  
• “Hello, I am a type 2 diabetic. My feet are dry and itchy at night. They don’t have sores or lesions” |
| Lifestyle                  | Messages about healthy eating (eg, the use of diet products, foods linked to anxiety, nuts, whole foods) and weight management, physical activity (recommended time, exercise that they can do at home, routines adapted to specific groups) | • “My mother asks: to satiate the sugar craving, are nuts or cereals with sweetener useful?”  
• “What foods do you recommend for sugar craving when you are anxious?”  
• “An exercise routine to do at home”  
• ”Regarding physical activity, e.g., walking. How long is recommended?” |
| **Connectivity**           |                                                                            |                                                                                                                                                    |
| Access and connectivity problems | Comments on problems to access, video, connectivity, or sound | • ”I can't see the whole picture“  
• ”I can’t hear well“  
• ”Many people do not know how to connect to the diabetes talk“ |
| Feedback on transmission  | Messages related to watching educational sessions at a later time and indicating that it is heard well, whether they can post queries, and the frequency in which that the workshops will be held | • “Hi, we are watching the recorded educational session…”  
• “I welcome this initiative and also to have more channels of communication. The Whatapp group we have is daily and helps a lot. I wanted to know how often we are going to see you and get in touch through Facebook and through live broadcasts” |
| **Acceptability**          |                                                                            |                                                                                                                                                    |
| Expressions of gratitude   | Messages with thank-you comments for the tips provided and doubts clarified | • ”Thank you for everything and especially for offering online care. Priceless advice“  
• ”Very interesting!!! Thank you for educating us“ |
| Positive feedback          | Messages with positive feedback about the workshop, educators, or topics addressed | • ”I liked it very much, very useful for those of us who live far from the Capital city and do not have a diabetologist...thank you“  
• ”Very interesting, exposing what happens to us daily helps us to understand it better and to be able to focus in another way“  
• ”Very good explanation. You help us a lot. I’m looking forward to the next session!“  
• ”Congratulations to the two speakers, very clear, and using simple language without loosing scientific rigor“ |
| Reaffirmations, insights, or personal experiences | Comments of users on their own experiences, reflections, or reaffirmations about what was presented in the session (eg, importance of physical activity, diet, and emotions) | • “It was hard for me to get out of this, but I am achieving it little by little and I started walking, cycling and dancing zumba and when the pandemic started, I felt like eating all the time, but I started with my diet. Thanks to the group and the doctor and (says the name) for helping me”  
• ”It is important that we can learn for ourselves and teach our children to express our emotions”,... we can always improve“  
• ”…exposing what happens to us daily helps us to understand it better and be able to approach the disease in a different way“ |
Subdimension: Inquiries on the Developed Topic
The majority of the messages posted in this subdimension were not directly related to the topic presented during the educational session but questions and concerns participants had regarding diabetes care (Table 2).

Subdimension: Connectivity
A few messages were posted under the “connectivity problems and feedback on transmission” category, which expressed connectivity difficulties related to video or audio problems mainly in the synchronous modality (Table 2).

Subdimension: Acceptability
Under the “expressions of gratitude” category, we observed that a large portion of the messages posted during the sessions (in both synchronous and asynchronous modalities) were thank-you messages and positive feedback. Most of these messages were accompanied by emoticons/GIFs (Table 2).

In some cases, the messages consisted of joy or satisfaction or both with the educational session and expressions of gratitude toward the educators.

Under the “positive feedback” category, some of the messages expressed the importance of and the help provided by the educational sessions and asked about the possibility of continuing with these activities. In some cases, positive interaction was observed among participants and between participants and educators.

There were no negative messages or expressions of discomfort in either of the 2 modalities under analysis.

Subdimension: Reaffirmations, Insights, or Personal Experiences
To a lesser extent and only in the synchronous modality, comments related to short stories about the participants’ own individual experiences, reflections, or reaffirmations related to the content of the educational sessions were observed. The statements were based on sharing the positive changes made to manage diabetes (Table 2).

Discussion
Principal Findings
Our findings showed that both modalities (synchronous and asynchronous) have their own advantages and limitations. During the implementation of the synchronous modality, we observed a greater interaction between educators and participants; the educators played a proactive role by answering questions in real time, motivating the interaction, and helping participants solve technical problems that occurred during livestream educational sessions. These particular advantages of synchronous e-learning sessions were highlighted in other studies conducted with students during the COVID-19 pandemic [29,30]. A limitation found in implementing this modality was the need to have access to good internet connectivity during live streaming. To ensure equitable access using this modality, it is important to provide asynchronous options by posting the video after live streaming in the social media platform.

Connectivity barriers were also reported in other studies when using the synchronous modality [29,31].

Asynchronous e-learning provides an opportunity for learning at a time and place that are convenient and not competing with personal time or work demands [32]. This could be a possible explanation for a higher number of visualizations of the videos posted in the asynchronous modality compared to the synchronous modality, which implied an increased social reach.

In both modalities, although more frequently in the synchronous modality, participants interacted mainly with educators by posting questions and messages regarding diabetes care and COVID-19 that in another context would have been addressed during a clinic consultation with health care professionals.

Although social media platforms foster interaction between users, peer interaction was infrequent during synchronous and asynchronous educational sessions. The Association of Diabetes Care & Education Specialists pointed out the clinical, behavioral, psychological, and educational benefits of online peer support [33]. In this sense, strategies to foster peer exchange and connection through social media need to be included as part of the educational intervention.

An interesting finding was that sharing the link to primary care clinics’ social media pages increased the social media reach of the proposed educational intervention as well as users’ engagement.

We found that participants posted messages related to the emotional effects of living with diabetes in the context of the pandemic and the impact it had on their self-care activities. These findings are in line with other studies that highlighted the emotional impact the pandemic had on people with chronic conditions [34,35].

In both modalities, a large proportion of the messages posted expressed positive perceptions and experienced acceptability of the social media intervention to educate and support persons with diabetes and their families in a context of confinement.

To the best of our knowledge, this is the first study to analyze the content of the posts of 2 diabetes education modalities using the Facebook social media platform during the COVID-19 pandemic. In agreement with our findings, Thomas et al [36] found that the use of social media platforms (Twitter and YouTube) constituted a reliable method of education for people with diabetes during the COVID-19 pandemic. A distinctive fact that arises from our work is that we added content analysis of the posts to the social media metrics analysis.

A previous local experience before the COVID-19 pandemic showed that educational strategies based on information technologies aimed at people with diabetes in a context of vulnerability had positive contributions in different dimensions of integral health [37].

However, a greater body of knowledge is still needed regarding the use of social media to provide diabetes education in low- and middle-income countries (LMICs). A scoping review published before the pandemic by Dol et al [38] identified 414 papers that used social media for research purposes, with 1.2% (5/414) of the first authors based in LMICs and only 3 studies
focusing on patient education and care. In the same line, Hagg et al [39] explored the state of literature on the use of social media for health purposes in LMICs and found that 28 of 40 papers focused on health education. However, education campaigns using social media included themes such as tobacco use, support for HIV patients under treatment, sexual health behaviours, Middle East respiratory syndrome (MERS), malaria, and dengue but not chronic diseases.

Some authors stated that telehealth and other digital media were used safely and effectively for diabetes training and education for persons with diabetes during the pandemic [36,40,41].

The use of social networks in Latin America and the Caribbean has a great reach, with Facebook being 1 of the most popular social networks [42] and granting unique communication capabilities that can serve different educational purposes. It appears to be a promising technique for promoting health and wellness [43] and helping propagate health information [44].

However, studies based on social networks, and even more so for chronic diseases and diabetes education, are still currently limited and robust evidence is not yet available [45]. More work is needed in this field postpandemic.

Strengths and Limitations

One of the main strengths of our study was the qualitative analysis of a significant number of posts. From the analysis of the content of the posts, we developed a framework (emerging dimensions) to theorize about the contributions the use of social media for diabetes education had for the users in the context of the COVID-19 pandemic and the confinement. It would be a helpful next step to validate this framework in other contexts. Another strength to highlight is that we explored a topic with little precedent in the current literature in an LMIC that could be useful for present and future virtual educational interventions.

There are some limitations to be considered in our study. The study was conducted using public Facebook accounts, so we did not have information regarding the users who participated in educational sessions. In Argentina, there are 33.8 million people who access Facebook, most are between 25 and 34 years old, and, therefore, the older population would be excluded from diabetes education provision [46]. We are also aware that there may be a selection bias of the population under analysis as messages posted might correspond to adherent persons or people who can be considered more aware of the health topics covered. Another limitation is derived from the qualitative research itself, such as the lack of generalizability of the results to a nonpandemic context and the use of other social networks not reached in the study that might be more widely used in the future.

Implications for Practice

Based on the results and the analysis carried out, the following general recommendations are proposed for health teams and decision makers when designing and implementing educational strategies for diabetes using social media:

- When designing e-learning strategies using social media, it is necessary to analyze what type of modality best suits the needs of the target population and consider access to social networks, the type of social network, and connectivity in the target population.
- It is important to address the level of support needed by diabetes educators to plan educational sessions and develop educational materials for social networks. A synchronous e-learning modality needs more interaction and exchange between educators and users. Educators have to provide timely support to users so they can follow the educational sessions. If there are barriers to technologies or to high-speed internet, resulting in difficulties to participate, an asynchronous flexible modality should be proposed.
- Regardless of the modality chosen, a monitoring process of the posts is necessary to provide answers to users and avoid possible situations of misinformation.
- Strategies to motivate peer-to-peer interaction should be included.
- Social media reach can be enhanced by the incorporation of the social networks of health centers as disseminating/amplifying channels.
- Both modalities may have differential advantages, so a combination of synchronous and asynchronous strategies may be optimal in the framework of e-learning based on an analysis of the local context, needs, and barriers of the communities.

Conclusion

The study findings show the positive contribution of implementing e-learning strategies using both synchronous and asynchronous modalities through a social media platform in the context of the COVID-19 pandemic for diabetes care support and education.

The differential potential of each modality (synchronous or asynchronous) needs, barriers, and particularities of the users should be considered.

Further studies are needed to explore their sustainability and impact in the medium and long term and within other implementation contexts, including barriers and facilitators.

Acknowledgments

This study was funded by a grant provided by the World Diabetes Foundation (WDF 17-538).

The authors wish to acknowledge the Ministry of Health of the province of La Rioja and the Ministry of Public Health of the province of Chaco for their collaboration and support, as well as the teams of the Provincial Diabetes Program of Chaco, the Diabetes Program of La Roja, the Directorate of Chronic Non-Communicable Diseases, the primary health care centers involved (Benjamin Rincón, Faldeo del Velazco, San Vicente, La Cañada, El Libertador, Antártida Argentina, and Islas Malvinas) in La Rioja, and the Diabetes and Nutrition Service of the Julio C Perrando Hospital in Chaco.

https://formative.jmir.org/2022/11/e38862
The authors acknowledge the kind participation of the people and patients who participated in the diabetes educational sessions, including María Olivera Mores for proofreading and for the English language review.

Additional nonauthor members of the working group who contributed to the design and implementation of the diabetes educational sessions are Marta Fontela, Mariana Ojeda, Itati Roldan, Yasmine Mina, Cecilia Chandia, Mariana Gasko, Rocío Zabala, Susana Gouric, and Juliana Figueroa all from the Diabetes and Nutrition Service of the Julio C. Perrando Hospital, Chaco, Argentina, and Josefina Arnaudo, Bibiana Escudero, Yolanda Cerreño, and Marcela Nallim all from the Directorate of Chronic Non-Communicable Diseases, Ministry of Health of the Province of La Rioja.

Conflicts of Interest
None declared.

References


33. The Importance of Peer Support: Online and In-Person Support for People Living with Diabetes. URL: https://www.diabeteseducator.org/living-with-diabetes/tools-and-resources/peer-support [accessed 2022-09-28]


Abbreviations

DCPG: diabetes clinical practice guidelines
DSME: diabetes self-management education
LMIC: low- and middle-income country

Edited by A Mavragani; submitted 19.04.22; peer-reviewed by C Memering, E Petrosyan, L Zang; comments to author 07.09.22; revised version received 28.09.22; accepted 21.10.22; published 16.11.22.

Please cite as:
Moyano DL, Lopez MV, Cavallo A, Candia JP, Kaen A, Irazola V, Beratarrechea A
The Use of 2 e-Learning Modalities for Diabetes Education Using Facebook in 2 Cities of Argentina During the COVID-19 Pandemic: Qualitative Study
JMIR Form Res 2022;6(11):e38862
URL: https://formative.jmir.org/2022/11/e38862
doi:10.2196/38862
PMID:36322794

©Daniela Luz Moyano, María Victoria Lopez, Ana Cavallo, Julia Patricia Candia, Aaron Kaen, Vilma Irazola, Andrea Beratarrechea. Originally published in JMIR Formative Research (https://formative.jmir.org), 16.11.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.