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Abstract

Background: Obesity is a global public health concern. Interventions rely predominantly on managing dietary intake and increasing physical activity; however, sustained adherence to behavioral regimens is often poor. The lack of sustained motivation, self-efficacy, and poor adherence to behavioral regimens are recognized barriers to successful weight loss. Avatar-based interventions achieve better patient outcomes in the management of chronic conditions by promoting more active engagement. Virtual representations of self can affect real-world behavior, acting as a catalyst for sustained weight loss behavior.

Objective: We evaluated whether a personalized avatar, offered as an adjunct to an established weight loss program, can increase participant motivation, sustain engagement, optimize service delivery, and improve participant health outcomes.

Methods: A feasibility randomized design was used to determine the case for future development and evaluation of avatar-based technology in a randomized controlled trial. Participants were recruited from general practitioner referrals to a 12-week National Health Service weight improvement program. The main outcome measure was weight loss. Secondary outcome measures were quality-of-life and self-efficacy. Quantitative data were subjected to descriptive statistical tests and exploratory comparison between intervention and control arms. Feasibility and acceptability were assessed through interviews and analyzed using framework approach. Health Research Authority ethics approval was granted.

Results: Overall, 10 men (n=7, 70\% for routine care and avatar and n=3, 30\% for routine care) and 33 women (n=23, 70\% for intervention and n=10, 30\% for routine care) were recruited. Participants’ initial mean weight was greater in the intervention arm than in the routine care arm (126.3 kg vs 122.9 kg); pattern of weight loss was similar across both arms of the study in T0 to T1 period but accelerated in T1 to T2 period for intervention participants, suggesting that access to the self-resembling avatar may promote greater engagement with weight loss initiatives in the short-to-medium term. Mean change in participants’ weight from T0 to T2 was 4.5 kg (95\% CI 2.7-6.3) in the routine care arm and 5.3 kg (95\% CI 3.9-6.8) in the intervention arm. Quality-of-life and self-efficacy measures demonstrated greater improvement in the intervention arm at both T1 (105.5 for routine care arm and 99.7 for intervention arm) and T2 (100.1 for routine care arm and 81.2 for intervention arm). Overall, 13 participants (n=11, 85\% women and n=2, 15\% men) and two health care professionals were interviewed about their experience of using the avatar program.
**Conclusions:** Participants found using the personalized avatar acceptable, and feedback reiterated that seeing a future self helped to reinforce motivation to change behavior. This feasibility study demonstrated that avatar-based technology may successfully promote engagement and motivation in weight loss programs, enabling participants to achieve greater weight loss gains and build self-confidence.

**Trial Registration:** ISRCTN Registry 17953876; https://doi.org/10.1186/ISRCTN17953876

**KEYWORDS**
avatar; feasibility; obesity; weight loss; weight management
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**Introduction**

**Background**

Obesity is a global health concern [1] and a health priority in the United Kingdom [2,3]. It is associated with a range of increased health risks including diabetes (type II), heart disease, cancer, depression, and mental health issues [4], affecting societal engagement and quality of life [5]. It has also been identified as a mortality and morbidity risk factor for COVID-19 [6]. In addition to affecting the health of individuals, obesity increases demand for, and complexity of, health care and is estimated to cost the UK National Health Service (NHS) £5 billion (US $5.739 billion) annually with a projected increase of £1.9 billion to £2 billion (US $2.08 billion to US $2.19 billion) per annum by 2030 without intervention [7]. Consequently, in terms of individual, societal, and economic well-being and sustainability, developing effective interventions to reduce population obesity is imperative.

Obesity interventions in adults rely predominantly on managing dietary intake and increasing physical activity [8]. Systematic reviews have evaluated the effectiveness of interventions, and multicomponent interventions have been acknowledged to be more effective for weight loss than single-component approaches [9,10]. Common barriers to successful weight loss among adults with obesity have been identified as lack of sustained motivation and poor adherence to behavioral regimens [11,12]. However, interest in the use of digital technologies to support health behavior change is growing [13,14].

Technology-based interventions for weight loss have shown promise in the short term [15,16]; however, the potential of computer engineering has not been fully realized when designing weight loss interventions [17]. It has been argued that new multicomponent (integrated) platforms integrating education with individually tailored weight loss programs, including the promotion of autonomous motivation, self-efficacy, self-regulation, and positive body image, may present a way forward for wide-scale weight loss solutions and obesity management [18-20]. An area that has significant potential to be exploited as a catalyst for weight loss behavior modification within health care is virtual reality (VR) and the creation of personal avatars [15]. VR enables people to experience an alternate visual reality, often through an avatar (computerized representation of self). Avatar technology is well-established within the computer gaming industry, and third-person perspective of self within a VR setting has been shown to promote emotional engagement [21,22].

On the basis of the social cognitive theory by Bandura [23] (behavior learning through observation of models) and self-perception theory by Bem [24] (inference of own attitudes by observing self from a third-party perspective), studies have demonstrated a link between virtual representations of self and real-world behavior and attitudes, which is considered as a consequence of individuals identifying with their avatar [25,26], particularly when the avatar is self-resembling [27], and experience of presence within the computer-mediated environment [28].

The potential of VR as an intervention has been explored across a spectrum of health and well-being conditions [25,26,29,30], and it has been recommended as a potential behavior modification tool for tackling obesity [31,32]. Studies have shown that within the experimental environment, an individual’s behavior conforms to their digital self-representation (Proteus effect) [33-35]. Importantly, observing a self-resembling avatar modeling an activity (eg, exercise) within a VR environment, as opposed to a generic avatar, differentially positively influences real-world behavior, thus increasing actual engagement with the activity [29,36]. This connectedness between the actual and digital self has been further explored using aging algorithms to present individuals with personalized virtual futures influenced by choices made today [37,38], and the results suggest that observation of the future self within a web-based environment may vicariously reinforce today’s desirable behaviors and attitudes.

**Aims**

We proposed to develop a self-resembling avatar generation program to allow individuals to explore potential health futures related to obesity, including observing their self-avatar gain and lose weight and information on the associated health risks at BMI boundaries. This feasibility study tested the avatar design capabilities; clinical application; and underlying premise that this technology, provided as an adjunct to an existing weight loss program, will positively influence participant motivation.
Methods

Study Design
This was a 2-phase, sequential, mixed methods feasibility study, incorporating a feasibility randomized controlled trial (RCT) with a subsequent qualitative component, to determine the case for, and the parameters of, a future RCT. CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth) guidelines were used to report the study (Multimedia Appendix 1).

Ethics Approval
Ethics approval for the study was obtained from the University of Bradford and Health Research Authority (research ethics committee reference 18/NE/0286), and it was registered with the International Standard Randomized Control Trial Number (17953876). All participants were screened for suitability, by a registered medical clinician specializing in obesity, and psychological vulnerability. All participants provided written informed consent, and a process of medical referral and reporting of any potential harm as a result of participation in the study was established.

Participants
Participants were patients with obesity or those who were overweight from within West Yorkshire, England, referred to the Mid Yorkshire Hospitals NHS Trust weight improvement service (March 2019 to December 2019). Inclusion criteria were the following: (1) adults aged 18 to 65 years, (2) BMI >30 kg/m², (3) referred from GP, and (4) no known comorbidities or medical treatment that may influence dietary intake or weight loss achievement (eg, type I diabetes or current medication with weight gain as a known side effect).

Exclusion criteria were the following: (1) pregnant women, (2) children, (3) older individuals (aged >65 years), (4) BMI >45 kg/m², and (5) people considered to be psychologically vulnerable.

A parallel group approach was undertaken with participants assigned to routine weight management program (routine care) or routine weight management program and avatar (intervention) and treated according to group assignment.

Recruitment
Potential participants were identified by the weight management service clinical team (Mid Yorkshire Hospitals NHS Trust) following initial assessment for suitability to participate in a weight management program and study participation screening. Potential participants were given an information pack, including invitation letter; information sheet; permission-to-contact form; and postage-paid envelope to read, complete, and return after the appointment. The forms were returned to the weight management service, and a secure database of potential participants was created by the NHS research administrator assigned to this project. The researcher confirmed with the administrator on a weekly basis about those patients who had returned the permission-to-contact forms and telephoned those patients interested in participating to describe the study further and confirm their willingness to participate. A cluster randomization approach was adopted to allocate patients to routine care or routine care and avatar based on the geographic location of the weight management service intervention.

A subsample of participants within both arms who completed the 12-week weight management program were invited to participate in individual interviews, 3 to 6 months after commencement of the intervention, and share their experiences of using the avatar program.

Health care professionals (HCPs) involved in delivering the weight loss program and who had experience of using the avatar program were invited to participate in a semistructured interview at the conclusion of the study's data collection phase. This was done to explore their experiences of using the avatar program as an adjunct to routine care.

Intervention
The avatar VR program (creation and display) was developed through an iterative design process with service users and HCPs. Service user volunteers were recruited from the University of Bradford service user group, and HCP participants were recruited from the Mid Yorkshire Hospitals NHS Trust weight management service. Feedback at each stage of development ensured that the final avatar program design was optimized before commencing the feasibility study.

The definition of avatar adopted for this study was a web-based 3D entity whose appearance and body proportions resembled that of the user. In this sense, the avatar was a close representation or a digital clone of the individual, allowing the individual to relate to it in terms of appearance and body proportions.

The avatar was developed using standard 3D modeling technology. Standard human 3D shapes were developed using Maya 3D modeling software (Autodesk). This 3D model is flexible, permitting body parts (eg, size of the lower abdomen) to be changed using simple numbers or parameters. Therefore, the parameterized 3D model can be efficiently manipulated using a handful of parameter values determined by physical measurements and photographs of the individual acquired using a tablet device (iPad).

The weight management routine care program operated over 12 weeks. Patients who were allocated to receive the intervention (routine care and avatar) attended the weight improvement service for their initial appointment (T0). Additional time was allocated for this appointment to meet the researcher and for baseline anthropomorphic measurements and digital photographs to be acquired. These parameters were inputted into the avatar creation program while participants completed three questionnaires—(1) Impact of Weight on Quality of Life-lite [39], (2) Weight Efficacy Lifestyle-Short Form questionnaire [40], and (3) EQ-5D-5L [41]—to monitor changes in well-being during the study period and identify the best tool to be adopted in a future RCT, if warranted. Once the avatar was generated (<5 minutes after data input), the participant was introduced to their avatar and program operation and given a unique username and password to allow them to
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access their avatar on the web via computer or tablet. Participants were encouraged to explore how increasing or decreasing weight affects avatar appearance, considering the 5% and 10% weight loss goals promoted by the weight management routine care program alongside the BMI boundary health risks as their avatar increased and decreased in weight.

Follow-up appointments with the researcher coincided with weight management service routine care appointments at 1 month (T1; immediate effect) and 3 months (T2; short-term effect after program completion). A further appointment to meet with the researcher was planned for 6 months (T3; 3 months after program completion—moderate-term progress). At each of these appointments, the researcher collected the completed surveys and inputted any change in weight into the avatar program. The changes in avatar appearance were presented and discussed with the participants at each researcher appointment, and participants were encouraged to use the avatar to visualize progress.

**Routine Care**

Routine care was the standard 12-week weight management program without the provision of an avatar. Participants allocated to receive routine care were provided the same number of appointments with the weight improvement service as those allocated to the intervention group and met the researcher to complete questionnaires and acquire body measurements, photographs, and weight change data at the same points as those participating in the intervention arm. However, although routine care participants underwent the same process of meeting the researcher and replicating the activity of the intervention, visualization of, and access to, their avatar was withheld until the final weight management service appointment (12 weeks).

**Outcome Measures**

The primary outcome measure was weight loss based on body weight (kg) and calculated BMI (kg/m²). Assessment of weight loss was planned to be conducted at baseline and after 3 months and 6 months.

The secondary outcome measures were uptake and continuation rates and changes in self-perceived quality of life and self-efficacy.

**Sample Size**

The target sample size for the feasibility study trial was between 30 and 60 patients, overall [42]. The sample size for interviews with service users and HCPs was based on data saturation, with 10 to 16 interviews anticipated [43].

**Data Analysis**

Data analysis focused on describing the key feasibility outcomes using descriptive statistical tests, including calculation of means and frequencies. Mean (SD and 95% CI) and median (IQR) values were reported by the study arm (routine care and routine care and avatar) for the primary outcomes of weight (kg) and BMI and secondary effectiveness outcome data collected through the questionnaires. A generalized linear repeated measures mixed effects model for weight (kg) was used to account for the discrete timing of the follow-up assessments and adjust for baseline measures (T0). The aim of that model was to obtain an estimate of variability (residual SD) for weight change and to estimate the mean change in weight (95% CI) from baseline (T0) to T1 and T2, which will then be used to inform the sample size calculation for a future definitive trial, if warranted.

Qualitative data were analyzed using framework approach [44]. The first author coded all the transcripts. Then, the codes were discussed with the research team, who together developed the indexing scheme that was used by the first author to chart data. These charts were shared with others in the team to explore and interpret the data together and decide the final themes. Consensus on themes and subthemes was reached through discussion.

**Results**

**Recruitment**

The number of potential participants who met the recruitment criteria was less than that expected. This was mainly owing to the greater than expected proportion of referrals to the weight management service related to people with BMI >45 kg/m². In addition, restrictions and changes in service delivery from face-to-face to telephone appointments as a result of the COVID-19 pandemic influenced the final stages of data collection. Therefore, T3 (6 months) data were not collected for most participants, and analysis was restricted to T0 to T2.

Recruitment was conducted between March 2019 and December 2019. During this time, 51 potential participants were identified as being suitable for participation in the study, and information about the study was provided. Of these 51 participants, 5 (10%) declined participation and 3 (6%) did not attend the initial appointment and were discharged from the weight management service (Figure 1).
Figure 1. Participant flowchart. DNA: did not attend; WMS: weight management service.

Participant Characteristics

Baseline data were collected for 84% (43/51) of the participants. A total of 10 men were recruited into the study (n=7, 70% into the routine care and avatar arm and n=3, 30% into the routine care arm). At the beginning of the program, their mean age was 50 years 10 months (range 39-63 years) and mean weight was 140.2 (range 114.6-173.2) kg. A total of 33 women were enrolled into the study at T0 (n=23, 70% into the intervention arm and n=10, 30% into the routine care arm). At the beginning of the program, their mean age was 40 years 1 month (range 21-57 years) and mean weight was 120.5 (range 89.6-156.4) kg. Mean BMI was 43.3 (range 38.6 to 49.5) kg/m².

Weight

The initial mean weight of participants was greater in the intervention arm than in the routine care arm (126.3 kg vs 122.9 kg), but the pattern of weight loss was similar across both arms of the study in the T0 to T1 period. During T1 to T2, weight loss accelerated in the intervention arm, suggesting that access to the self-resembling avatar may promote great engagement with weight loss initiatives in the short to medium term (Figure 2).

The mean change in weight of the participants from T0 to T2 was 4.5 kg (95% CI 2.7-6.3) in the routine care arm and 5.3 kg (95% CI 3.9-6.8) in the intervention arm. The initial mean BMI of participants was greater in the intervention arm than in the routine care arm (44 kg/m² vs 42.4 kg/m²). However, reflecting the great weight loss in the intervention arm, the mean BMI of participants in both groups was identical at T2 (BMI 41.1 kg/m²).
Quality of Life and Self-efficacy

Quality of life and self-efficacy showed improvements, as seen in participants’ scores across both arms of the study, but greater improvement was noted within the intervention arm (Figure 3).

Mean initial scores were comparable across the arms (107.9 in the routine care arm and 109.5 in the intervention arm), but participants in the intervention arm reported greater improvement at both T1 (105.5 in the routine care arm and 99.7 in the intervention arm) and T2 (100.1 in the routine care arm and 81.2 in the intervention arm). Improvement in participants’ self-assessment of health at the time of appointment was also noted over the study time frame for participants in both arms of the study using EQ-5D-5L Visual Analog Scale (VAS) score; however, once again, great improvement was noted within the intervention arm. Mean VAS scores for the routine arm were 49.1 (T0), 50.2 (T1), and 52.8 (T2), whereas for the intervention arm, mean VAS scores were 43.6 (T0), 58.7 (T1), and 62.5 (T2, Figure 4).

Having access to and visualizing changes in the self-resembling avatar improved weight loss motivation and perception of self–well-being. In contrast, the Weight Efficacy Lifestyle Questionnaire identified great improvements in participant self-belief in controlling eating behaviors in the routine care arm, with mean improvement in score between T0 and T2 of 17.6 in the routine arm and 12.1 in the intervention arm. It is unclear why the results from this questionnaire contrast with the findings of the other assessments. This may reflect the wording of statements, purpose of questionnaire, or interpretation by participants. However, it is important to note that the use of a single questionnaire alone will not allow for understanding of the complex motivations, enablers of, and barriers to weight loss.

Figure 2. Weight (kg) by visit (cross-sectional means and SDs). Note: mean person-level change from baseline (95% CI) is shown for both arms at 1 month and 3 months. RI: routine intervention.

Figure 3. Impact of Weight on Quality of Life-lite total score (brief) by visit (cross-sectional means and SDs). Note: mean person-level change from baseline (95% CI) is shown for both arms at 1 month and 3 months. RI: routine intervention.

Figure 4. Having access to and visualizing changes in the self-resembling avatar improved weight loss motivation and perception of self–well-being.
Experiences of Using a Web-Based Avatar

In total, 13 participants (n=11, 85% women and n=2, 15% men) and two HCPs volunteered to be interviewed about their experiences of using a web-based avatar on a weight loss program. Regarding acceptability, most participants found using the personalized avatar as an acceptable and positive experience:

Oh, I think the avatar’s brilliant. It’s really good to be able to see where you were and then to slowly see the progress because you can’t always see it when you are looking in the mirror...I get comments; people go have you lost some weight? And I’m like oh yeah just a bit, but I can’t see that I have lost weight but when you look at that [Avatar] you can see that even just a bit of weight makes that much difference. [MF45; female participant]

However, a few participants found the initial viewing of the avatar as uncomfortable, but reported that the appearance of their avatar was a “reality check” of their current selves, which provided the added motivation to lose weight:

...It was all a bit shocking to be fair [seeing avatar for first time] ...I don’t look at myself very much in the mirror... [MM47; male participant]

It gives you an objective look on how others would see you. [MF45; female participant]

Devastated - that I had let myself get like that so...yeah...embarrassed...it spurred me on to get rid of all that round my belly...I know...as I get thinner I will get fitter and get rid of this lung issue and then I will get to where I want to be and I will go to the gym more and even do more at home. I will definitely walk the dog more: I’m trying to walk the dog faster so I am exerting myself more...so yeah, seeing that end result is brilliant to [compare with] where I was. [MF23; female participant]

Visual perception of the personalized avatar assisted some participants to visualize a potential future reality:

It helps me to visualize what I could, will be...what I am going to look like. [MF17; female participant]

Participants also reported added psychological benefits, such as increased motivation and improved self-esteem and self-confidence:

I need the visual to keep me motivated. [MF22; female participant]

Helps your self-esteem...when you can see it rather than someone just telling you. [MF39; female participant]

I feel like I am better equipped to kind of like be in control of myself. [MF02; female participant]

Participants reported no concerns regarding the questionnaires used, despite some questions being personal and related to physical intimacy:

There are some personal questions talking about intimacy and things, its important though because it is a part...you know that is...when you put weight on you feel undesirable especially when your partner is thin as a rake and...you weren’t, you looked completely different when you met and you have been together you know...donkeys years you know...it is a big part of it, but I think it is important, you have to highlight every area or else you won’t address your issues will? [MF22; female participant]

Another participant reported that the questionnaires were good at pinpointing the physical and emotional issues that people with obesity have. Another participant talked about the positive boost received when reflecting back on the scores from T0 to T2 and seeing positive change in the scores that further embedded the feeling of well-being and achievement:

...I think they pinpointed all the physical and emotional issues that people who are overweight probably face or are worried about. So yes, it was good and it was good that I could give honest answers and really think about each question. [MF01; female participant]

Both health care practitioners were dieticians or nutritionists, and both felt that the personalized avatar, as an adjunct to a weight management program, was a useful addition to the questionnaires available:
I think it exceeded my expectations...because obviously she takes a photo of the patient and then it’s got their face on it and obviously their body...I know it didn’t have any clothing or anything like that [underwear only], but I don’t think that really matters because they get to see the actual body without the clothing...I think that’s better because they can see their skin and where they are actually carrying the weight...I think overall it has been beneficial to have it as part of the program. [HCP1; female HCP]

I don’t think I expected so much emotion, not the extent where people needed a lot of comforting...I didn’t expect that no...Um...but I think it was a positive thing generally, it was something people could use to kind of scale down...It massively helped...just by dropping the BMI by a little bit or moving the scale option to do that...You know I would always highlight that this wasn’t just about aesthetics although, you know everyone kind of wants to be a smaller dress size, but it’s not really about that, it’s about your health. It was quite good to drop it and show if your BMI was lowered by this much, your risk of diabetes reduces by this much and I think that’s when it kind of hits people because then they are working to more health-related goals. [HCP2; female HCP]

The addition of a personalized avatar to the standard NHS program was reported as helpful in terms of patients being able to visualize reality and confront denial:

I feel like the avatar has been a great help for the patients that were on the MotiVar study...a lot of the patients were able to see what they actually look like, because having worked in the service for a few years now...I do understand a lot of the patients don’t look in the mirror for example or they tend to be in denial about their weight or...they might be confident to lose the weight but then they know they are going to struggle to keep it off and that tends to knock them back if they have done several diets through their lifetime...but I think seeing that reality where you know they get to see the avatar and with their face on it as well...where they don’t have to look in the mirror but they see themselves on the screen. I think it is a reality check for a lot of them, but also think it’s a lot more real? [HCP1; female HCP]

I felt like with the females...because they could visualize it...it became something a bit more real and people made comments that existing apps they had used weren’t realistic...one that did actually speak about that and she had downloaded a few apps in the past, but it wasn’t like, proportionate to her and you didn’t have to take so many measurements it was just your height. [HCP2; female HCP]

Both HCPs felt that, for most participants, visualizing the personalized avatar assisted with the motivation to take up and maintain the weight loss program and to visualize personal goals:

...When they are starting something like this program, I think it (personalized avatar) definitely helps in terms of motivation and giving them that kick start that they need, but also it helps to visualize their goal as well because of what the avatar does offer...how to select the different weights and seeing what the goal weight is but again you can check what your 5% target is and then see the difference as well when the weight does change on the avatar. I think it’s really good to see it. [HCP1; female HCP]

Health care practitioners reported no difficulties in administering the questionnaires and felt that they were appropriate for assessing confidence during the weight management program.

Discussion

Principal Findings

This study aimed to investigate the feasibility, acceptability, and implementation of a randomized design to determine the case for future development and evaluation of avatar-based technology in an RCT.

Following the recommendations for feasibility studies [45], feasibility was assessed by examining recruitment and retention (attrition) rates, together with participants’ and HCPs’ experiences of the use of avatar-based technology as an adjunct to a weight management program. In addition, we reported the pre-post intervention effect sizes on primary (weight loss) and other outcomes.

Recruitment was found to be feasible, with more than half of the contacted people consenting to participate, and the target of recruiting at least 30 participants into the intervention arm during the 6-month recruitment period was met. Reasons for declining to participate in the study were disinterest in the study and lack of guarantee of being in the intervention arm. Overall, 7% (3/46) of the recruited participants failed to attend their initial appointment and were discharged from the weight management service. The number of individuals recruited into the intervention arm (30/43, 70%) suggested that a personalized avatar, as an adjunct to a weight management program, will be feasible to offer and will be of interest to participants. However, attrition from the program was relatively high (19/46, 41%).

Regarding acceptability, all study participants mentioned experiencing benefits from using the avatar-based technology. Most participants emphasized the importance of the avatar’s appearance as a reality check, whereas HCPs felt that it was important for patients to visualize reality and confront denial.

Most participants in our study also reported added psychological benefits, such as increased motivation to lose weight and improved self-esteem and self-confidence.

Finally, although the feasibility study was not powered to detect a difference in weight, the study found 10% greater mean weight loss with routine care and avatar compared with routine care weight management program.
Comparison With Previous Studies

Attrition and nonadherence are known to be common problems across all weight loss interventions, with reported mean attrition rates ranging from 10% to >80% [46-49]. Therefore, further studies are required to determine the role that avatar-based technology may have in reducing attrition and supporting engagement within a weight management intervention.

The importance of the avatar’s appearance in terms of visualizing reality and confronting denial builds on, and is consistent with, studies suggesting that mental imagery can induce strong positive and negative effects [50,51]. For example, Ridgway and King [51] found that when participants viewed their 3D avatars, their overall body satisfaction and mood decreased compared with that observed after viewing the baseline reports. However, participants also reported wanting to engage in greater appearance management behaviors after viewing the avatar compared with their baseline reports, suggesting that the avatar stimulated a change in perception of self and behavior. Similarly, Park [50], investigating how body image discrepancy or body satisfaction leverages behavioral intention for weight regulation among nonclinical participants who were aged ≥18 years, found that after participating in a web-based avatar session, those who demonstrated high body dissatisfaction exhibited great intention to be involved in behavioral change to achieve healthy body weight. In contrast, increased body image discrepancy in itself did not trigger an intention to lose weight after web-based avatar experience [50], confirming the multifactorial nature of self-perception and motivation to change behavior.

Weight management services are generally poorly adhered to [48], perhaps as a consequence of high body dissatisfaction, stigma, and discrimination toward people who are obese [52]. Viewing one’s anthropometric web-based avatar can affect the viewer’s self-body perception through comparative evaluation of self-concepts and lead to self-acceptance [53]. The initial discomfort experienced by some study participants on viewing their avatar appeared to provide the trigger needed for some to motivate them to change their behavior and adhere to a weight management program and warrants further investigation.

Our findings around the added psychological benefits, for example, increased motivation to lose weight and improved self-esteem and self-confidence, builds on and is consistent with previous studies suggesting that the experience of using an avatar can increase self-efficacy [54-56]. However, the literature suggests that this experience does not consistently translate into real-world settings and target health behaviors [56], thus supporting the need for further studies in this area.

Weight loss was similar between T0 to T1 for both routine care and avatar arm and routine care arm. However, from T1 to T2, weight loss was greater in the routine care and avatar arm, suggesting that high level of motivation was maintained. The reason for this was not explored directly, but can be explained by the placebo effect of participating in a research trial [57]. Participants in both arms knew that they were part of a research study and were meeting researchers and the weight management team; this may have had an equal impact on diet motivation [57].

A recent systematic review [15], which focused on the inclusion of avatar technology in weight loss interventions, identified greater weight loss and weight maintenance compared with routine interventions. However, the differences were not consistent in terms of statistical or clinical significance [15]. No full-powered trial has been undertaken, and, therefore, although the findings in terms of weight loss demonstrate potential, large studies are required to confirm the results.

Limitations

The feasibility trial design had several strengths, and, importantly, this was the first study of its type, conducted in a health care setting with a GP referral weight management service. As this was a feasibility study, assessing the effectiveness of the intervention was not the primary aim. However, future studies should examine the effectiveness of the avatar within an RCT design and better understand the economic impact.

Limitations of this study include the small sample size and relatively high attrition. However, it still remains as one of the larger sample size studies reported so far. Despite these limitations, this feasibility study has illustrated that avatar-based technology may successfully promote engagement with and motivation to lose weight as part of a weight management program.

This feasibility study demonstrates the possibilities of using avatar-based technology to motivate engagement with a weight management program in the short term. The findings also suggest that avatar-based technology may support greater self-confidence, belief, and efficacy in weight loss ambitions.

Conclusions

We investigated the feasibility, acceptability, and implementation of a randomized design to determine the case for future development and evaluation of avatar-based technology in an RCT. This feasibility study demonstrates the possibilities of using avatar-based technology to motivate engagement with a weight management program in the short term. The findings also suggest that avatar-based technology may support greater self-confidence, belief, and efficacy in weight loss ambitions. Overall, the trial design was found to be feasible and acceptable by participants and HCPs. Expansion of the inclusion criteria to include both primary care and local community weight management services may be beneficial. A full trial of the technology, taking into account participant feedback about the avatar technology design and accessibility, is also warranted.
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Abstract

Background: Digital health interventions provide a cost effective and accessible means for positive behavior change. However, high participant attrition is common and facilitators for implementation of behaviors are not well understood.

Objective: The goal of the research was to identify elements of a digital mindfulness course that aided in course completion and implementation of teachings.

Methods: Inductive thematic analysis was used to assess participant comments regarding positive aspects of the online mindfulness course Mindfulness for Well-being and Peak Performance. Participants were aged 18 years and older who had self-selected to register and voluntarily completed at least 90% of the course. The course comprised educator-guided lessons and discussion forums for participant reflection and feedback. Participant comments from the final discussion forum were analyzed to identify common themes pertaining to elements of the course that aided in course completion and implementation of teachings.

Results: Of 3355 course completers, 283 participants provided comments related to the research question. Key themes were (1) benefits from the virtual community, (2) appeal of content, (3) enablers to participation and implementation, and (4) benefits noted in oneself. Of subthemes identified, some, such as community support, variety of easily implementable content, and free content access, align with what reported previously in the literature, while other subthemes, including growing together, repeating the course, evidence-based teaching, and immediate benefits on physical and mental well-being, were novel findings.

Conclusions: Themes identified as key elements for aiding participant completion of a mindfulness digital health intervention and the implementation of teachings may inform the effective design of future digital health interventions to drive positive health behaviors. Future research should focus on understanding motivations for participation, identification of effective methods for participant retention, and behavior change techniques to motivate long-term adherence to healthy behaviors.

(JMIR Form Res 2022;6(10):e37406) doi:10.2196/37406
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digital intervention; health education; mindfulness; online learning; behavior change; mental health; mental well-being; physical well-being; meditation; health promotion; digital health; eHealth; thematic analysis; attrition; participation; involvement; engagement; attitude; perspective; patient education; e-learning; user feedback
Introduction

Web-based educational interventions have the potential to be implemented for disease prevention, positive behavior change, and self-managed well-being; they are scalable and can be disseminated widely [1-4]. In addition, the digital format enables participants to schedule and plan their learning, providing relative anonymity for open questioning and avoidance of perceived stigmatization for topics such as mental health, and minimizes physical accessibility and financial barriers [5,6]. During the COVID-19 pandemic, restrictions on in-person interactions were introduced to minimize virus spread. Physical barriers to education and demand for self-help courses led to a rapid change and increase in digital communication and learning [7]. Moreover, a global rise in mental health conditions resulting from the pandemic [8,9] prompts an immediate need for efficacious interventions that may increase resilience and well-being.

Mindfulness is a form of mental training that has been effectively used to improve health outcomes in clinical and nonclinical populations [10-12]. Defined as the nonjudgmental awareness of the environment, one’s body, and one’s own thoughts and feelings in the present moment, it can be developed through a range of formal (mindfulness meditation), informal (being mindful in daily life), and cognitive (reflecting on various aspects of mindfulness—for example, acceptance and letting go) practices. Meta-analyses indicate that mindfulness-based interventions (MBIs) facilitate healthy lifestyle change [3]; reduce stress, depression, and anxiety; and improve resilience, cognitive function, sleep, and general well-being [13].

Digital MBIs aim to enable health-based behavior change through real-time or asynchronous participation in self-guided or facilitator-supported content. MBIs have traditionally been enacted in-person where direct, personal, and reflective quality reinforces learning; these factors may be lacking in a digital format, bringing to question the effectiveness of digital MBIs. Studies directly comparing online versus in-person delivery of MBIs have reported similar benefits on measured health outcomes [14], and many studies have reported on the effectiveness of online delivery to reduce perceived stress and improve mindfulness, mental health–related outcomes, and well-being [15]. Key success components of web-based interventions include program content, multimedia resources, interactive online activities, and guidance or supportive feedback [16], while challenges include selecting and understanding the audience, effective learning, and defining learning objectives [1,17]. High attrition rates and low adherence are common. In a systematic review of studies of smartphone apps for depressive symptoms, attrition was near 50% but lower in studies offering human feedback and in-app mood monitoring [18]. Low adherence is associated with reduced intervention efficacy and possibly related to a combination of characteristics of the condition addressed by the intervention, the user, and the intervention itself [4,19]. Understanding components that aid in course completion and implementation of learned practices may inform methods to minimize some of the challenges in web-based educational interventions for positive behavior change.

Mindfulness for Well-being and Peak Performance (MWPP) is a massive online open course (MOOC) which, based on user reviews on Class Central, has been ranked in the top MOOCs globally since the year it began. A study of 2105 participants who completed MWPP found significant improvement in mindfulness, perceived stress, and work engagement [20]. Given the popularity and efficacy of MWPP, we qualitatively analyzed participants’ free text comments on the course’s final learner forum asking “What were the gems of the course?” to explore the positive aspects of the course. Having explored all forum comments, two research questions arose: “What course components aided course completion and implementation of learned practices?” and “How did participants learn mindfulness, and what outcomes resulted from this?” In this study, the research question regarding factors assisting course completion and implementation of learnings was explored.

Methods

Digital Mindfulness Intervention

The MWPP course was developed in 2015 and delivered digitally thrice annually until the end of 2021 by CH and RC. The course is hosted on the FutureLearn platform and open for free registration globally. Registered participants were sent weekly email reminders during the 4-week period prompting them to complete course modules.

The course recommended a commitment of 3 hours per week to cover topics that build skills and knowledge progressively. Content was delivered live in English via short videos, curated articles, downloadable guided meditations, quizzes on core content, links to further resources, moderated discussion forums, and weekly feedback videos. Discussion forums, based on weekly topics and designed to encourage self-reflective learning and discussion between participants, were facilitated by SC and another mentor with the support of educators CH and RC. Content for weekly feedback videos was based on prevalent participant questions and insights from discussion forums. At the end of the 4-week course, participants had an additional 2 weeks to complete the modules, without live mentoring. The course was free for this 6-week period with an optional one-time fee charged for unlimited access to content thereafter.

Participants and Data Collection

Participants self-enrolled in the 16th run of the MWPP course, delivered from March to April 2020. Of 23,932 enrolled participants, 18,080 participants began the course and 3335 (18.4%) completed at least 90% of the modules. Of MWPP course completers, 527 responded to the final discussion forum questions “Have you joined this course before, and if so, what brings you back?” and “What are the gems for you from this course?” (data from responses to the latter were deidentified and extracted for analysis).

Ethics Approval

This study was approved by the Monash University Human Research Ethics Committee (ID 18105).
Analysis

Participants’ comments were analyzed using inductive thematic analysis, which identifies, analyses, and reports patterns within qualitative data in a structured format [21]. This form of analysis was selected given the content of the data varied and thematic analysis can detect patterns that facilitate understanding. Responses to the question of interest were securely exported into an Excel (Microsoft Corp) document.

The analysis team comprised MY, NN, and SN. All 527 participant responses to the final discussion forum question were independently reviewed in an iterative process to aid familiarization with the data and develop initial codes (NN and SN). Comments in languages other than English and from educators and mentors were excluded. From initial codes, NN and SN identified 2 primary and independent categories from the data: course-related (digital health interventions) codes versus value and impact-related codes. These categories were derived without preconceived ideas of categories or theoretical perspectives. A total of 283 participant comments related to the first overarching category of digital health interventions. These 283 comments were reanalyzed and recoded, and themes that contained a central organizing concept were identified and named (NN and MY). Analysis of comments relating to the second category are reported elsewhere [22].

The data were reviewed to ensure themes were appropriately named and reflected the data. Detailed records of researcher meetings (NN and MY) were maintained by MY to enhance transparency. Themes are presented in the context of a digital health program evaluation framework [23] and subthemes illustrated with verbatim quotes to enable readers to assess the validity and fittingness of researcher interpretations [24].

Results

Participant Characteristics

Of the course completers, 15.8% (527/3335) responded to the final discussion forum question. Of the comments, 53.7% (283/527) were relevant to the research question. Due to FutureLearn’s privacy policy, it was not possible to match comments to individual participant demographics.

Qualitative Findings

Four themes and 21 subthemes were identified for components of the course that aided in course completion and implementation of teachings:

1. Benefits from the virtual community
   - Mentor/educator feedback
   - Shared experiences
   - Support
   - Growing together

2. Appeal of content
   - Variety of format
   - Optional content
   - Unrestricted access
   - Visual aids
   - Life examples
   - Ease of implementation
   - Delivery by educators

3. Enablers to participation and implementation
   - Own pace
   - Free access
   - Option to repeat course
   - Evidence-based teaching
   - New perspectives

4. Benefits noted in oneself
   - Knowledge gained
   - Stress management
   - Behavior change
   - Mind and body benefits
   - Increased ability to cope

Selected participant quotes embodying subthemes are presented in text, and a representative quote for each theme tabulated (Table 1).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Illustrative quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benefits from the virtual community</td>
<td>“Having the opportunity to exchange ideas with other learners helps a lot in the process, as you learn from them also and share ideas and feelings.”</td>
</tr>
<tr>
<td>Appeal of content</td>
<td>“I am very impressed with the course and extra PDF files and videos. From the first week, I was making changes in my life.”</td>
</tr>
<tr>
<td>Enablers to participation and implementation</td>
<td>“Mindfulness is so helpful right now. I had a sense of how that would be but it’s only when you actually study and practice mindfulness at a time when all around you is noise, panic, and confusion that you truly realize its importance.”</td>
</tr>
<tr>
<td>Benefits noted in oneself</td>
<td>“Once again, many thanks for this course as it’s helped me to ease my worries working with COVID-19 patients. I feel more relaxed and less anxious. Worry is a just a thought. With meditation, I can change my thoughts for a positive one. And being connected with the present helps me to perform better in my job.”</td>
</tr>
</tbody>
</table>

Benefits from the Virtual Community

Participants appreciated and realized positive outcomes from feeling part of and interacting with members of the course’s virtual community. This included feeling guided and engaged due to mentor feedback, feeling supported, experiencing comradery with fellow participants, and growing by virtue of reflective interactions with other learners. This theme highlights principles of acceptability and adoption as well as technology and function within the evaluation framework [23], with 4 subthemes identified.
Mentor and Educator Feedback

Mentoring was valuable as it helped stay on the right path, with individual concerns addressed and attended to. Educator feedback also enhanced the ability of the course to be engaging as the weekly feedback videos imparted a sense of real-time interaction.

As ever, the “live” aspect of this course keeps me engaged…. I look forward to Craig and Richard’s feedback videos.

Shared Experiences

Through the online interactions with fellow learners who shared similar views, participants felt connected. The course also provided a platform for participant challenges to be validated, and they could find solace in that fellow learners were experiencing the same.

It’s been especially meaningful to connect with like-minded souls across the world, with all of us sharing awareness and compassion.

Support

The support provided by educators, mentors, and fellow learners seemed to facilitate the practice of mindfulness taught in the course and aid in other challenging life situations.

Thank you to everyone here: educators, mentors, and learners. Your knowledge and comments help go on with my practice, go through difficult times, and situations in my life.

Growing Together

Participants reported that through gaining insight from reading others’ views on the discussion forum and by sharing and reflecting on their own experiences, their learning was enhanced.

Being able to read and comment on the “forum” is a great plus. Having the opportunity to exchange ideas with other learners helps a lot in the process, as you learn from them also and share ideas and feelings.

Appeal of Content

Theme 2, appeal of content, additionally reflected principles of acceptability, adoption, technology, and function [23]. Within this theme, 7 subthemes were identified in which participants noted course content features that were appealing and facilitated engagement in practice and learning. These included multimodal content, optional additional learning materials, relatable life examples, and clear and humorous course delivery.

I am very impressed with the course and extra PDF files and videos. From the first week I was making changes in my life.

Optional Content

Emphasis on autonomy and ability to choose the amount, type, and extra content they engaged with was valued.

I would say the entire course is a gem! The way it gave short, open insights with the possibility of expansion and a view to more learning (videos, articles, abstracts, meditations).

Unrestricted Access

Unrestricted access to course content throughout the duration of the course was considered appealing as it enhanced equitable access to all resources and satisfaction with the course and enabled participants to revisit lessons and thereby consolidate knowledge at a user-defined pace.

The resources in this course and the way it is delivered has really been useful. I have been able to go back and revisit sections to consolidate my understanding.

Visual Aids

The provision of visual aids in the course improved engagement, accessibility, and understanding, especially for people who did not speak English as their first language.

I am Spanish-speaking and being able to study in English, at my own pace, in a relaxed tone and with visual help in the form of videos is a great experience for me.

Life Examples

The types of examples and approaches provided by the educators were relatable to participants and led to feelings that the content was personalized and applicable to their own life.

It felt like, at times, that this course was designed specifically for me. It felt like I was having a conversation about my life.

Ease of Implementation

Mindfulness practices were appealing as they were easily implementable. Practices varied in duration, and educators provided examples of mindfulness that were practical and applicable in daily life and activities. The variable duration of practices enhanced accessibility as participants could tailor practices to suit their circumstances.

The practices are as short or as long as you want them to be giving you just enough time to change your mindset at that moment to help cope with stress or just the rest of your day.

Delivery by Educators

Participants appreciated the delivery of content through videos and feedback-aided learning, effective educator communication, and content delivered with humor.

The educators are really good at communicating the material in an easy-to-understand way and make it interesting and easy to practice.
Enablers to Participation and Implementation

Theme 3 encompassed aspects of the course that facilitated continued participation in the course and implementation of mindfulness practice, aligning with principles of accessibility, acceptability, and adoption [23]. Five subthemes were identified: ability to work through content at one’s own pace, free access to course content, option to repeat course for consolidation of learning, evidence-based teaching, and new perspectives of mindfulness gained.

Own Pace
Self-paced learning was a key enabler for participation and thus acceptability of the course. The flexible form of learning enabled accessibility, removing potential barriers of different learning speeds and capabilities, time availability, and motivation.

It was at times hard for me to keep up here. I started late, and then COVID-19 hit us all with a blast. But I’ve made it!

Free Access
Free access to the course was important for accessibility, particularly relevant and valued during times of hardship. During the COVID-19 pandemic, emotional and financial distress were widespread across societies; having free access to resources was an enabler for participation in the course and implementation of mindfulness practice.

Thank you for making the resources available for us for free. A bit more than 4 weeks into quarantine, jobless, and lost a few family members, and I know this course helped me going through all of that.

Option to Repeat Course
Participants reported that reenrolling to repeat the course was useful for implementation of mindfulness practice as it allowed reestablishment and building of knowledge and skills learned previously and revived motivation for practice.

I have done this course before. I find it really useful to refresh and motivate myself. As I cannot take it all in during the 4 weeks, a revisit allows me to remind myself of what I have learned previously and to build on my understanding.

Evidence-Based Teaching
Delivery of evidence-based content and knowledge allowed for increased acceptability of the practices, enhanced motivation to adopt mindfulness, and increased participant ease.

The gem for me was the evidence re mindfulness practice and improved cognitive ability, improved health outcomes, and improved quality of life. This wealth of evidence is helpful to maintain motivation for mindfulness practice.

New Perspectives
Through learning and practicing the course content, participant perspectives on the value of mindfulness practice for embracing and managing life challenges were either reinforced or new perspectives revealed.

Mindfulness is so helpful right now. I had a sense of how that would be but it’s only when you actually study and practice mindfulness at a time when all around you is noise, panic, and confusion that you truly realize its importance.

Benefits Noted in Oneself
Theme 4 aligned with the evaluation framework principles of safety and quality, health outcomes, and acceptability and adoption [23]. The 5 subthemes revealed positive outcomes for improved knowledge, stress management, positive behavior change, and improved well-being.

Knowledge Gained
Participants became aware of certain habitual behaviors. Through course explanations provided regarding these behaviors and why they may be ineffective, participants gained skills that they could use to recognize and change their behaviors.

Uni task. This section was the one that resonated most with me. I was happy in the belief that I could multitask, so it was when Craig and Richard were explaining what actually happens that I recognized some of the issues and barriers I face on a regular basis. I am going to make an effort to focus on just one task at a time.

Stress Management
The course taught participants practical skills of how to be mindful in different situations and environments that could be applied long term. Their immediate implementation of mindfulness resulted in identifiable positive outcomes including managing stress, changing thoughts from negative to positive, and improved performance.

Once again, many thanks for this course as it’s helped me to ease my worries working with COVID-19 patients. I feel more relaxed and less anxious. Worry is a just a thought. With meditation I can change my thoughts for a positive one. And being connected with the present helps me to perform better in my job.

Behavioral Change
Participants acknowledged that being mindful in performing daily tasks and actions helped them to focus, understand and enjoy life, and achieve more. They noted changes in behavior with an ability to regulate demands on self and others, let go of negative emotions, and accept limitations to maintain well-being.

Perception, letting go, acceptance, and presence of mind are now my mantra. I’ve learned to be less demanding of myself and others, this does not mean that I have low expectations, it simply signifies that I’m more realistic about what to expect. I’ve also learned to let go of those harmful feelings of rage, anger, and disappointment. Being mindful, for me, also taught me that that’s ok to say no, to respect and accept my limitations, and to safeguard my well-being.
Mind and Body Benefits

Daily mindfulness resulted in benefits to participants’ mental and physical well-being, with many reporting feelings of positivity, as well as improved concentration, sleep, and fitness, reflecting improved health outcomes.

This course has made me feel more positive, I am loving the meditations, and it has helped me improve my fitness and focus on the here and now.

Increased Ability to Cope

Improved coping skills were described as a positive outcome, gained through learning concepts of perception, letting go, acceptance, and presence of mind, which could be understood and predicted to be applicable to manage strong emotions arising in the future.

This course was timely for me as it helped me push through the challenge, progress, and pick me up during the pandemic shutdown and work from home experience.

Discussion

Principal Findings

High participant attrition and low adherence to practice are common in digital health interventions [4,18,19]. Our qualitative study of participant feedback from a web-based mindfulness course identified 4 key elements that aided course completion and implementation of teachings: (1) benefits from the virtual community, (2) appeal of content, (3) enablers to participation and (4) benefits noted in oneself. Together the themes embodied safety and quality, accessibility, acceptability and adoption, health outcomes, and technology and function aspects of an evaluation framework [23], highlighting the effectiveness of the MWPP as a digital health intervention.

Comparison to Prior Work

Various challenges have been identified in creating effective digital behavior change interventions (DBCIs), particularly in relation to understanding and promoting engagement [17]. These challenges include developing DBCIs that are person-centered and iterative and meet user requirements and establishing what constitutes effective engagement for a DBCI [25]. Through course elements like mentoring and feedback videos, a very person-centered, iterative, and supportive approach for the individual and the learning community were important elements in the success and popularity of the MWPP course. Further, engagement with an online learning platform does not necessarily translate into engagement with behavior change, nor does it mean that short-term behavior changes as a part of the program will translate into longer term healthy behaviors [26]. Mixed method approaches including qualitative data provide important insights into why participants find a DBCI effective or ineffective [27].

Benefits gained from a virtual community were reported to be achieved through interaction with mentors and fellow learners in the discussion forums and through educator feedback. Our findings align with prior studies showing support provided by therapists and other participants are significant factors in the experience of participating in MBIs [4]; support through existence of another person or social presence can influence accountability and thus adherence to the course [28]. Other qualitative studies on mindfulness reflect the notion of group support to be valuable [14], with theoretical research suggesting it is the strongest predictor of behavior change [28]. It is interesting to note that comments in this theme reflect perceived support, with research showing this perception enhances coping and self-esteem [28]. A sense of connectedness and validation of feelings by sharing experiences and gaining and reflecting on learning and practice together were novel concepts for online interventions. These suggest the value of group interaction and discussion for enhancing motivation for continued learning, consolidation of teachings, and confidence in implementation of practice.

The multimodal and optional course content were valued and conducive to course completion, in accord with previous studies showing that appeal of intervention features improves the quality of the user experience and has strong influence on initiating and sustaining user engagement [29]. Unlimited and free access to content, flexibility of participation in the learning materials, and access to the benefits of discussion forums and educator feedback were also identified as aiding in course completion. Previous research has shown time constraints to be one of the key barriers to engaging in MBIs, and reducing this through features such as optional additional resources grants autonomy over amount of time invested and is favorable to participants [30]. Novel aspects identified in course content were inclusion of visual aids, which enabled accessibility to nonnative English speakers, and easy-to-understand delivery of concepts by educators. This provides valuable insight for a means to mitigate other potential language, reading, and listening barriers. Content that aided in implementation of mindfulness practice were provision of multiple options and providing life examples with which learners could identify.

Enablers to participation and implementation included provision of evidence-based content, which has been shown in prior research to improve outcomes by enabling acceptance in academically minded groups [31]. Self-pacing was a valued aspect of this course, and this is supported by the theory of self-determination—namely, that self-efficacy and autonomy increase successful implementation [32]. Novel findings within this theme were participants reporting repetition of the course provided motivation and enabled reestablishment and maintenance of skills and participants preconceptions of mindfulness changing because of course content. These aspects may be important for sustained long-term adherence to behavior change.

Benefits noted in oneself identified an increase in self-regulation (consciously managing emotions and behaviors), which is a recognized change induced by mindfulness meditation [33]. There is strong evidence shown in the literature that self-regulation facilitates behavior change as it improves participants’ innate motivation and focus, which can assist in retaining and efficiently learning material leading to lasting changes [33].
Strengths and Limitations

Limitations of the study are acknowledged. First, of participants who commenced the MWPP course, only 18% completed at least 90%. Reasons for and timing of dropout from the course were not collected, although for MOOCs, an 18% completion rate is quite high. These details, as well as information on motivations for commencing the course, may provide further insight to key components for participant retention. Second, of the MWPP course completers, 16% contributed to the data. Our results may not be representative of all course completers; however, data from a large sample are not crucial for qualitative analyses [34]. Methods to increase participant feedback may include mandatory survey completion at intervals to progress to subsequent sections and financial incentives for survey completion. A third limitation noted is the free-text nature of the feedback question, which directed participants to specifically comment on positive aspects of the course. Reframing the feedback question to query positive and negative aspects as well as course components that facilitated and deterred completion and implementation of teachings may reveal greater depth of knowledge.

The strengths of our study include the data being drawn from a diverse and significant sample of engaged participants, many of whom were experienced with the course. Thematic analysis allowed for a range of relevant issues to be highlighted.

Future Directions

Future research should focus on understanding motivations for participation in mindfulness and identifying effective methods for participant retention and behavior change techniques to motivate long-term adherence to healthy behaviors. This may include research on behavior change techniques to motivate long-term adherence of healthy behaviors. Together, these questions may address challenges in the design of effective digital interventions for self-managed improved well-being. For future research, the established mindfulness techniques used in this course can be explored to allow for formal reporting and use in other behavior change interventions.

Conclusion

Supportive community, appealing content, enablers to participation and implementation, and positive self-benefits were identified as core aspects aiding in completion of an online mindfulness course and implementation of teachings. These insights may aid future digital health intervention designers to optimize elements that lead to optimal learning and effective implementation of health behaviors.
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Abstract

Background: Our research groups have developed a number of parental knowledge translation (KT) tools to help families understand common childhood illnesses and make informed decisions regarding when to seek urgent care. We have developed a series of videos to help parents understand how to manage common acute childhood illnesses at home and when to contact emergency health care services. It is unclear whether the videos in their current form and language are useful for a wider range of populations, including Indigenous groups.

Objective: The purpose of this study was to explore whether and understand how our KT tools could be adapted for use with Indigenous communities.

Methods: Health care providers (HCPs) serving Indigenous families in Alberta, Canada, were asked to review 2 of our KT tools (one on croup and one on acute otitis media), complete a demographic survey, and participate in a one-on-one semistructured interview. HCPs were asked to reflect on the usability of the KT tools within their practice and what cultural adaptation considerations they felt would be needed to develop KT tools that meet the needs of Indigenous clients. Audio recordings from the interviews were transcribed verbatim and analyzed for relevant themes using thematic analysis.

Results: A total of 18 HCPs (n=15, 83% women and n=3, 17% men) from various health professions (eg, physician, registered nurse, and licensed practical nurse) were interviewed. Of these 18 HCPs, 7 (39%) self-identified as Indigenous. Four overarching themes were identified as important when considering how to adapt KT tools for use by Indigenous communities: accessibility, relatability, KT design, and relationship building. Accessibility affects the types of KT tools that can be obtained or used by various individuals and communities and the extent to which they can implement recommendations given in those KT tools. In addition, the extent to which users relate to the depictions and content within KT tools must be considered. The environments, portrayals of characters, and cultural norms and values presented within KT tools should be relevant to users to increase the relatability and uptake of recommendations. Most importantly, fostering genuine and sustainable relationships with users and communities is a vital consideration for KT tool developers.

Conclusions: These findings serve to cultivate a greater understanding of the various components that HCPs consider important when developing or culturally adapting KT tools for use by Indigenous families. This information will help support the effective...
adaptation and distribution of KT tools for use by a broad audience. Careful consideration of the themes identified in this study highlights the importance of working together with the knowledge users (health care consumers) when developing KT tools.
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**Introduction**

**Background**

Effective synthesis, dissemination, and implementation of health research findings is critical for informing patient decision-making, promoting the effective use of health care system resources, and, ultimately, improving health outcomes [1]. Over the past few years, this process known as knowledge translation (KT) has been increasingly directed toward those accessing health care (ie, patients and parents) to foster an active involvement in informed decision-making [2]. Our research group strives to improve health outcomes for children by facilitating the uptake of evidence by actively engaging health care providers (HCPs) and families in the codevelopment and dissemination of a variety of user-friendly KT tools. We integrate the best available evidence (systematic reviews [3]) with parent experiences (qualitative interviews [4]) to create a successful KT model centered within the knowledge-to-action [5] cycle. We are now exploring within local contexts how best to tailor our KT products to diverse audiences.

Our research team has developed a series of web-based videos to help parents understand how to manage common acute childhood illnesses at home and when to contact health care services. These videos have been reviewed by our pediatric parent advisory group [6]; vetted by multidisciplinary, pediatric emergency health care professionals; tested for usability by parents in remote, rural, and urban settings [7,8]; and released on the web for the English-speaking general population (freely accessible at ECHO research [9]). However, it is unclear whether these videos, in their current form, will be useful for a wider range of population.

The relatability and accessibility of KT tools require developers to understand the contexts and realities in which their viewers find themselves [5,10]. Although KT tools are meant to present health care information in user-friendly and relatable formats, they are often developed with the majority cultural communities in mind (eg, in North America, this is predominantly White, English-speaking populations). Culturally adapting KT tools for use by diverse groups offers a great potential for decreasing health disparities and increasing access to resources.

In Canada, Indigenous populations face a plethora of health disparities and unique barriers when accessing health information [11,12]. This can include a lack of access to health resources and the discontinuity of care for families, which can directly affect child health outcomes [13,14]. Unfortunately, most existing KT initiatives may not effectively engage Indigenous populations or incorporate Indigenous knowledge and practices [15-17]. In addition, there is a lack of information in the literature on how best to implement, practice, and appraise KT initiatives for Indigenous populations [18].

**Objective**

We sought to understand whether and how our KT tools could be adapted for use by Indigenous communities. Although frameworks to achieve cultural adaptation for health promotion programs and health interventions have been documented [19,20], guidance on how best to adapt KT products for use by culturally and linguistically diverse audiences is lacking. As the first step, we explored the opinions of HCPs who work with Indigenous communities regarding the applicability of 2 of our KT tools for use by the families they serve. We aimed to gather their perspectives on the usefulness and appropriateness of the tools as well as considerations for how best to adapt or develop KT tools in such a way that they are relatable and accessible to Indigenous communities.

**Methods**

**Stakeholder Engagement**

Within our province, there are 45 First Nations in 3 treaty areas, representing culturally distinct and traditionally underserved Indigenous communities [21]. We engaged with several local stakeholders (researchers, clinicians, program managers, and Indigenous community members) working in Indigenous health and research to understand what approach would work best. Those early conversations helped develop the research plan and facilitated subsequent engagement with HCPs who serve Indigenous families and communities in Alberta, Canada.

**Overview**

Semistructured one-on-one web-based interviews were conducted with HCPs who serve Indigenous communities to discuss 2 existing child health KT videos (on croup and acute otitis media [AOM]; Multimedia Appendix 1). The videos were originally produced for the general English-speaking population. The participants were also asked to complete a short demographic survey.

**Sampling and Recruitment**

Participants were eligible for the study if they were a practicing HCP serving Indigenous families in Alberta and could read and speak English. HCPs could be any health care personnel or professional interacting with Indigenous patients and families and providing care (eg, physician, nurse, or midwife). Participants were recruited from a variety of disciplines, including provincial health authorities and those working in not-for-profit organizations, local hospitals or care units, and Indigenous organizations, through a targeted recruitment effort using professional contacts and snowball sampling [22].
Purposive sampling was used to generate an in-depth understanding of the HCPs’ reflections [23]. Sample size was determined by evidence of data saturation, which was monitored through concurrent analysis of the data to assess the comprehensiveness, variation, and richness of the interviews [24].

Ethics Approval
Ethics approval for this study (Pro00085188) was received by the appropriate Institutional Review Board offices at the University of Alberta. Before the interviews, all participants were informed of the study and the study’s purpose through recruitment emails during the screening for eligibility process and at the start of the interview sessions. All participants provided informed consent before any data were collected. The anonymity, confidentiality, and secure storage of the data were guaranteed to the participants in both the written consent form and before each interview and respected. A meal or electronic gift voucher to the value of CAD $25 (US $19) was provided to all the participants before commencing the interview in recognition of their time.

Study Components

Demographic Questionnaire
The participants completed a demographic questionnaire via a secure web-based survey platform, REDCap (Research Electronic Data Capture; Vanderbilt University) [25]. The questionnaire asked the participants about their clinical or community health care practice history and setting, their Indigenous affiliation, and standard demographic information such as age and sex.

Semistructured Interview
Our research team initially developed the interview questions before field testing. The questions were then adapted over the course of 3 nonrecorded interviews with in-house volunteers (HCPs, researchers, and parents). The first part of the interview consisted of questions probing into the existing information sources and KT tools that were used by the HCPs and the patients they served. The second part of the interview consisted of questions specifically about the content and format of the croup and AOM videos. The semistructured nature of the interview schedule allowed flexibility for the interviewer (JK) to explore the most meaningful experiences for the participants. The participants were treated as experts of their own experience and had full autonomy over the information they shared.

Interviews were audio recorded and then transcribed verbatim by a third-party transcriptionist as data were collected. The transcripts were reviewed as the interviews were completed to ensure accurate interpretation and complete inclusion of the data collected in the interviews.

Data Analysis
Data collection and analysis were conducted concurrently to facilitate a more focused and meaningful data collection. Data management and analysis were facilitated using NVivo software (version 12, QSR International). Transcripts were read several times, coded, and analyzed using thematic analysis to identify common themes across the interviews. The thematic analysis process followed was outlined by Braun and Clark [26] and entailed familiarization with the data, initial coding, grouping similar codes together, and the development of themes and subthemes. Themes were then named and described. The interviewer (JK) regularly debriefed the study team members SAE and LH. Iterative data collection and analysis continued until data saturation was reached.

A line-by-line approach was used during the coding process. An inductive approach was used where codes emerged from the data [27]. Data were coded and sorted based on the themes that developed throughout the analysis. A focused coding approach in which similar codes were grouped together was used to elucidate patterns during data analysis. Analytical rigor and trust were promoted through continual communication with the research team and a detailed study log. Interview recordings and detailed field notes promoted confirmability of the findings. Field notes promoted reflexivity, allowing for the acknowledgment of bias, transferability, dependability, credibility, and inductive research praxis [28].

A second researcher (SAE or KSW) re-examined the transcripts and the codes to mitigate interpretive bias. All concerns were discussed until a consensus was reached.

The description and interpretation of themes were then reviewed by a fourth research team member who self-identified as Indigenous (SDL) to ensure that the language, meaning, and context of the findings were appropriately reflective of Indigenous cultures and the needs faced by Indigenous families within the scope of this study.

Results

Study Participants
A total of 18 HCPs from various health professions (eg, physician, registered nurse, and licensed practical nurse) participated in the study. Participant demographics are presented in Table 1. All the participants were HCPs who served Indigenous families or communities; 83% (15/18) of the participants self-identified as female, and 39% (7/18) of the participants self-identified as Indigenous. The HCPs served Indigenous patients in rural communities (4/18, 22%), urban communities (6/18, 33%), or a mixture of both (8/18, 44%). The participants had, on average, 11 (SD 9) years of experience working with Indigenous communities.
Table 1. Demographic characteristics of the study participants (N=18).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (83)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>5 (28)</td>
</tr>
<tr>
<td>31-40</td>
<td>3 (17)</td>
</tr>
<tr>
<td>41-50</td>
<td>3 (17)</td>
</tr>
<tr>
<td>51-60</td>
<td>4 (22)</td>
</tr>
<tr>
<td>31-70</td>
<td>3 (17)</td>
</tr>
<tr>
<td><strong>Indigenous descent</strong></td>
<td></td>
</tr>
<tr>
<td>First Nations</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Métis</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Inuit</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Non-Indigenous</td>
<td>11 (61)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
</tr>
<tr>
<td>Bachelor of Arts (BA)</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Master of Science (MSc); Doctor of Philosophy (PhD)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Nurse Practitioner (NP); Registered Nurse (RN)</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Doctor of Medicine (MD)</td>
<td>8 (44)</td>
</tr>
<tr>
<td><strong>Practice setting</strong></td>
<td></td>
</tr>
<tr>
<td>Private or community clinic</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Hospital</td>
<td>8 (44)</td>
</tr>
<tr>
<td>Mixed or other</td>
<td>5 (28)</td>
</tr>
<tr>
<td><strong>Locale</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Urban</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Both</td>
<td>8 (44)</td>
</tr>
<tr>
<td><strong>Working with Indigenous populations (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>7 (39)</td>
</tr>
<tr>
<td>5-10</td>
<td>4 (22)</td>
</tr>
<tr>
<td>10-20</td>
<td>2 (11)</td>
</tr>
<tr>
<td>≥20</td>
<td>5 (28)</td>
</tr>
</tbody>
</table>

aBA: Bachelor of Arts.  
bMSc: Master of Science.  
cPhD: Doctor of Philosophy.  
dNP: Nurse Practitioner.  
eRN: Registered Nurse.  
fMD: Doctor of Medicine.

Considerations for Adapting and Developing KT Tools for Indigenous Communities

The participants spoke about various considerations needed during the development or adaptation of KT tools to ensure they were relevant to the Indigenous communities they served. In total, 4 main themes were identified, and a summary of these themes can be found in Table 2. The participants described how addressing (1) accessibility, (2) relatability, (3) KT design, and (4) relationship building could produce more effective, culturally relevant, and meaningful KT tools.
Table 2. Descriptions and quotes of the identified themes and subthemes.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Descriptions</th>
<th>Theme exemplars</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accessibility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Tangible resources</td>
<td>Tangible resources refer to the physical resources, or a lack thereof, that a caregiver or community has access to. This can include access to the internet, clean water, medication, medical devices, and transportation.</td>
<td>“...if you were looking at antibiotics and like try to look at an antibiotic that while maybe if they’re like extremely rural and in the bush and they don’t have access to a refrigerator like you wouldn’t want to give them something that had to be refrigerated, right, like trying to take into consideration those little the tiny details in regards to lifestyle, where they’re from, what kind of life they live I guess”</td>
</tr>
<tr>
<td>• Relationships</td>
<td>Relationships refer to having consistent or easy access to HCPs, services, and community connections.</td>
<td>“...a lot of people have Wi-Fi because we’re very rural”</td>
</tr>
<tr>
<td>• Environmental contexts</td>
<td>Environmental contexts refer to the need for relatable scenery and environments, such as depicting characters from a remote community.</td>
<td>“...often times families don’t have thermometers at home”</td>
</tr>
<tr>
<td>• Individual representation</td>
<td>Individual representation refers to having characters that resemble the target audience in terms of appearance, attire, and customs.</td>
<td>“...accessing healthcare isn’t as easy, especially if they don’t have a physician or a nurse in their community...”</td>
</tr>
<tr>
<td>• Culture</td>
<td>Culture refers to integrating cultural practices and dynamics into KT tools and ensuring that these tools are culturally sensitive.</td>
<td>“You have to weigh the pros and cons about going [to seek care]. Is it that severe that I have to go and wake up a nurse in the middle of the night? I think talking to rural communities and seeing their perspective on things and getting like an idea from a kid about how they actually access the healthcare services”</td>
</tr>
<tr>
<td><strong>Relatability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Format</td>
<td>Format refers to the medium of a KT tool and the benefits and drawbacks that come with it; for example, video versus paper-based resource.</td>
<td>“...tailoring it more towards Indigenous culture, different languages, and incorporating Indigenous art might be helpful...”</td>
</tr>
<tr>
<td>• Plain language</td>
<td>Plain language includes avoiding medical jargon, using clear and simple wording, using active voice, avoiding excessive text, and using lower reading levels.</td>
<td>“I thought was not very Indigenous-friendly based on the lifestyle and the settings that most First Nations and Métis and Inuit people live”</td>
</tr>
<tr>
<td>• Translations</td>
<td>Translations are important for ensuring that Indigenous patients and communities that speak Indigenous languages are able to use KT tools.</td>
<td>“Wow, I thought the second video actually looked maybe more visually that people would be an Indigenous kind of people. Maybe that would be more relatable if the people looked more like you. The other piece on that is that you might have a grandmother or somebody involved in the picture, which might also make it a little bit more relatable...”</td>
</tr>
<tr>
<td><strong>KT design</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• • Relationship</td>
<td>Relationships refer to having consistent or easy access to HCPs, services, and community connections.</td>
<td>“…a lot of people have like Indigenous bedding like so if you had a baby...it would be nice to have like a baby wrapped in a special blanket things like that that are like very obviously Indigenous”</td>
</tr>
<tr>
<td>• Format</td>
<td>Format refers to the medium of a KT tool and the benefits and drawbacks that come with it; for example, video versus paper-based resource.</td>
<td>“Yeah, like a blanket on a wall. Like a lot of people have those really nice Pendleton blankets on the wall on their like office or like of their home”</td>
</tr>
<tr>
<td>• Plain language</td>
<td>Plain language includes avoiding medical jargon, using clear and simple wording, using active voice, avoiding excessive text, and using lower reading levels.</td>
<td>“...the more concise and brief, the more easily received...”</td>
</tr>
<tr>
<td>• Translations</td>
<td>Translations are important for ensuring that Indigenous patients and communities that speak Indigenous languages are able to use KT tools.</td>
<td>“Videos are very short and concise and like even with the new videos that are coming out with AHS in regards to emergency and like their kiddos at the hospital those are very clear and concise and are easy to kind of absorb and understand...”</td>
</tr>
<tr>
<td><strong>Theme exemplars</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Accessibility</td>
<td>Accessibility refers to the physical resources, or a lack thereof, that a caregiver or community has access to. This can include access to the internet, clean water, medication, medical devices, and transportation.</td>
<td>“I definitely think that translating them into languages like Cree or Dené or Stoney if we’re talking all through Alberta not just Northern Alberta and Blackfoot all of the languages I think would be very, very valuable”</td>
</tr>
<tr>
<td>• Relatability</td>
<td>Relatability refers to having consistent or easy access to HCPs, services, and community connections.</td>
<td>“…a lot of the Elders, a lot of grandparents, a lot of the people that would be relied upon to have this information or who would best have this information are more comfortable in their Indigenous language. I mean, the younger people, definitely a lot of them are more comfortable”</td>
</tr>
</tbody>
</table>
Community members might not have access. An HCP explained the resources depicted in KT tools to which Indigenous tools themselves was also discussed. The participants described to health centers. The representation of resources within the limited access their patients and some community members had. Along with access to web-based resources, HCPs described the dissemination of and access to web-based KT tools. This lack of internet reliability presents a challenge for the connection. An HCP described the situation as follows:

> Not a lot of people have Wi-Fi because we’re very rural, and I’m not sure what the cost of Wi-Fi is out there but not very many people have it and there’s often people who don’t have phone data. [Participant_018]

This lack of internet reliability presents a challenge for the dissemination of and access to web-based KT tools. Along with access to web-based resources, HCPs described the limited access their patients and some community members had to health centers. The representation of resources within the tools themselves was also discussed. The participants described the resources depicted in KT tools to which Indigenous community members might not have access. An HCP explained as follows:

> I put out a doctor’s post about hand washing and then the Facebook comments were like well, it’d be nice if we had something to wash our hands with because at that time there was no hand sanitizer in the stores

Accessibility

Overview

HCPs described how the accessibility of KT tools and the resources mentioned within the tools varied greatly within the Indigenous communities they serve. HCPs often spoke of tangible resources (physical resources) that a family or community may or may not have access to as well as the relationships needed to have a consistent or an easy access to health care resources.

Tangible Resources

HCPs discussed access to tangible resources as a barrier to viewing KT tools and relating to the content within each tool. Access to internet, equipment, and health centers were mentioned as barriers to Indigenous community members seeking health information. Often, KT tools are disseminated on the web, which may not reach those without adequate internet connection. An HCP described the situation as follows:

> "Definitely consulting in the community with Elders to learn about their values and their cultural practices, just being very aware of that"
> "...we really need their [Elders] perspective and understanding of their resources when we’re creating these things and advising them..."
> "...But you have to work with the community. It can’t be done at the community, it needs to be done with the communities"
> "...I’m connected to my First Nation’s Facebook page and it’s like by far the easiest way to disseminate like videos, educational videos..."
> "I thought like Facebook would probably be like the easiest option (for dissemination) as well as just connecting with the community nurses"

Another HCP mentioned the following:

> I think often times families don’t have thermometers at home, but I also see the value in explaining the difference between a low fever and a high fever. I don’t know so maybe you could just say if you have a thermometer it’s useful to see if it’s a low fever or a high fever. [Participant_016]

These relatively small components of KT tool could impose a barrier for the user in understanding important content or acting upon specific recommendations. Similarly, another HCP described access to transportation as an issue, "...the Inuit people I work with don’t have cars.” One of the participants later went on to say, “There’s a variety of things that [these KT tools] have made assumptions about parents, that doesn’t always fit” (participant_007). As this HCP mentioned, finding a good fit with the message and audience is important for translating relevant evidence to various communities.

Relationships

When searching for health information, HCPs voiced several difficulties their community members faced when finding and receiving appropriate health care services. It was often described as “weighing up the pros and cons about going to seek care” (participant_008). Several HCPs mentioned that knowledgeable and accessible health care workers were already overwhelmed within the communities, so patients might not want to further burden them with requests or feel that such requests would put a strain on the provider-patient relationship. An HCP described their patient’s difficult decision-making, “Is it that severe that I have to go and wake up a nurse in the middle of the night?” (participant_008). This notion of balancing the barriers and benefits of seeking care was mentioned as particularly difficult for those in rural communities where access to care is limited. An HCP also suggested that researchers and practitioners would better understand Indigenous health care needs by “talking to rural communities and seeing their perspective on things” (participant_005).
Relatability

Overview

Beyond assessing the resources in a given community, HCPs discussed how adapting KT tools to demonstrate relatable environmental contexts, individual representations, and the culture of a community can improve the relevance of the tools for Indigenous community members.

Environmental Contexts

HCPs described how familiar scenery could provide a more relatable tool for the intended community. For some communities residing in terrains difficult to navigate, physicians do not just wait in a clinic to see their patients. An HCP described their situation around traveling to visit the patients as follows:

> Very often especially even in the summer with the storms, flights are restricted or cancelled. So, the ability to get in and out and right now it’s being served by a group of three flying docs who have been kind of commuting up. [Participant_005]

The importance of tailoring visuals for increased relatability within the given community was also highlighted through the interviews. Upon viewing one of the KT tools, an HCP said the following:

> I thought it was not very Indigenous-friendly based on the lifestyle and the settings that most First Nations and Métis and Inuit people live, it’s more middle class. [Participant_013]

Furthermore, they explained the importance of representing the community setting for an individual to relate the content to their own experience. An HCP mentioned that this was perhaps why information was disseminated more broadly in a recent health campaign on social media as follows:

> Yeah, or like I said, Indigenize it up. I know pretty clearly on my Facebook because I’m Cree, when Alberta Health Services posted that poster translated in Cree for washing hands, I saw that a lot more of my own relatives and a lot more on my Facebook share that than the poster of wash your hands. [Participant_012]

Individual Representation

Similarly, in terms of visual representation, HCPs described how animated characters in the KT tools should look similar to the target communities. A self-identified Indigenous HCP mentioned the following:

> I do think having representative characters would be a good starting point. Skin tone and skin coloration...It would be more relatable if people looked more like you... [Participant_015]

Including HCPs that resemble Indigenous community members was also mentioned as a way to foster comfort and inclusion. Others discussed considering family structures, inclusion of grandparents as primary caregivers, and representative clothing animations as key considerations for improving relatability.

Culture

The idea of representing culture was a major discussion item throughout the interviews. HCPs felt that to engage with Indigenous communities, these KT tools required visual representations of the culture and ways of being that are unique to Indigenous peoples. “Indigenize it up” was the advice given by an HCP. More specifically, other HCPs suggested including items such as a Métis sash, traditional medicines, beadwork, and artwork on the walls to improve the relatability of the video:

> Of course, like braids would be great and then yeah, bedding. Like a lot of people have like Indigenous bedding like so if you had a baby like it would be nice to have like a baby wrapped in a special blanket things like that that are like very obviously Indigenous...like physicians or doctors or nurses they have those nice beaded lanyards that are nice. Those are just like some ideas how to indigenize the space. [Participant_011]

Cultural considerations as a whole were suggested as essential in producing relatable material for any specific community, not just for Indigenous peoples.

KT Tool Design

Overview

In addition to questions regarding content, the participants were encouraged to comment on the design features of the KT tools and were asked for their opinions on the format of the tools and their preferences. Although design preferences were mixed, HCPs suggested that those developing or adapting KT tools should consider the appropriateness of format, depth of language, and translation of language when catering to Indigenous communities.

Format

Rather than one specific format recommendation, HCPs suggested that understanding the accessibility barriers would better inform the development of KT tool formatting. An HCP said the following:

> There’s often people that don’t have phone data so I think there is still a role for physical pamphlets and handouts. [Participant_018]

HCPs also suggested that the best format for KT tools is dependent on the context of the target audience.

Plain Language

HCPs recognized that a subsection of those they work with does not have English or health literacy, which would enable them to understand the health information in these KT tool formats. An HCP voiced this by saying the following:

> We get a lot of patients especially from up north where English is not their first language or they’re not comfortable with English and like in a conversation you can slow down, you can change your words to make them simpler or like cue in what they understand but you can’t do that in a video. [Participant_010]
In addition, while discussing the use of various KT tools more broadly, more verbose documents were identified as a barrier to effectively communicating with patients and families:

> Often times, they’re really text heavy, they’re written at a higher level of reading, and have a lot of medical jargon. [Participant_012]

These sorts of documents would not successfully inform the target audience and may even isolate users; therefore, HCPs suggested using plain language and avoiding jargon when creating or adapting KT tools for use by Indigenous groups.

### Translations

When considering language, the idea of translating the tools into Indigenous dialects was discussed. HCPs offered suggestions of “translating them into languages like Cree or Dené or Stoney” but recognized the multitude of Indigenous languages spoken across Canada. Once again, HCPs urged that tool development match the unique needs of the community first, whether that involves translating the tools into a specific language or making use of subtitles or syllabics.

### Relationship Building

#### Overview

The most commonly mentioned theme through these discussions was the importance of building trusting relationships with community members to provide relevant information. HCPs believed that understanding community needs, consulting with community members throughout the KT process, and disseminating information in meaningful ways would promote effective practice in developing and adapting KT tools for use by Indigenous communities.

#### Understanding Community Needs

HCPs voiced the need for relationship building in Indigenous communities to inform content development in KT efforts. Understanding resources, services, and health provider access as well as common health concerns would require conversations with community members, which HCPs mentioned as being essential for creating meaningful products. An HCP said the following:

> You have to work with the community. It can’t be done at the community, it needs to be done with the communities. [Participant_006]

This collaboration was suggested not only for assessing needs but also for the continued adaptation and revision of KT tools.

#### Consultations

HCPs suggested that while adapting tools by fostering relationships with Indigenous community members, those facilitating KT efforts could seek relevant thoughts and opinions and adjust their products accordingly. Rather than simply improving the quality, an HCP said that community collaboration is a necessary component of KT efforts:

> I think we really need their perspective and understanding of their resources when we’re creating these things and advising them. [Participant_009]

### Spreading Information

HCPs said that by understanding context, resources, and overall culture, one could plan an appropriate method of delivering health information to each community. An HCP recommended using social media to spread information:

> I’m connected to my First Nation’s Facebook page and it’s by far the easiest way to disseminate educational videos. [Participant_003]

Other HCPs had specific recommendations of where they have found success in dissemination but overall suggested consulting with community members throughout the KT process.

### Discussion

#### Principal Findings

Cultural adaptation has the potential to enhance the acceptability, uptake, and adherence to evidence-based information. Where culture represents a dynamic set of norms, values, and practices in a social sphere, cultural adaptation focuses on modifying certain aspects to enhance the fit for an individual’s cultural values, preferences, and norms [29]. Incorporating Indigenous knowledge into KT efforts has the potential to create “new knowledge, policies, and practices to address health issues in communities” [30]. Unfortunately, KT has received relatively little attention in Indigenous health contexts.

As a starting point to understanding how KT tools could be adapted or tailored to meet the needs of Indigenous communities in Alberta, we assessed the value of 2 of our existing child health KT tools from the perspectives of HCPs. From our thematic analysis, 4 key themes were identified by HCPs to consider when adapting or developing child health KT tools use by for Indigenous families: accessibility, relatability, KT design, and relationship building. Here, we present important considerations for researchers and health professionals developing or adapting KT tools for use by Indigenous populations.

#### Resources

Tangible resources, such as access to internet, being able to afford certain medications, or having access to clean water or transportation, were key elements to consider when portraying an event or message within the KT tools. In general, remote and rural communities have greater accessibility barriers than their urban counterparts and often face challenges in relation to transportation infrastructure and internet connectivity [31-34].

In addition, a community’s ability to leverage resources, services, and providers affects the relevance and applicability of the recommendations made in a KT tool. Researchers and developers should ensure that KT tools are tailored to the intended population or community with specific accessibility barriers in mind so that the users can implement the recommendations effectively.

Accessibility barriers can also impact whether users are able to access or view KT tools. For instance, caregivers residing in remote locales with sparse internet connectivity may be unable to use web-based KT tools. Although these interviews did not reveal a preference for a particular KT format, the ideal KT format is something which is easily accessed and used by the
target population. In this case, social media platforms such as Facebook were identified as an extremely effective method for distributing web-based tools to populations with internet access and have been successfully used previously to share health information with First Nations communities within our province [35].

Language
To ensure widespread accessibility and usability, the translation of KT tools into various Indigenous languages and dialects for specific communities and linguistic groups should be considered. However, a deep linguistic approach, as referred to by Resnicow et al [36], should be used. This involves ensuring that texts are culturally relevant rather than simply providing a direct translation. Direct language translations can often lack cultural nuances; therefore, high quality translations by Indigenous translators are needed.

A community-level collaboration approach should be adopted to support the development of community-owned products that incorporate cultural sensitivity and unique linguistic needs to improve their uptake and use within the community.

Cultural Awareness and Understanding Diversity
Incorporating different aspects of a group’s culture appropriately into KT tools can foster engagement and increase knowledge, especially if shared through locally developed and contextualized ways [17,18]. Incorporating Indigenous cultural components, such as the medicine wheel, or practices, such as smudging, may help users to better connect with KT tools. An important caveat here is that Indigenous peoples and cultures are incredibly diverse [37], and as such, it is extremely challenging to create content that is relevant to all Indigenous groups within a single tool. However, culture has been successfully incorporated within KT efforts in the past. For instance, Laird et al [38] used a culturally safe KT approach to help Indigenous Australian caregivers manage protracted bacterial bronchitis in their children. Another study aimed to improve dementia health literacy in Canadian Indigenous communities by developing culturally appropriate fact sheets in collaboration with Indigenous organizations and Elders [39]. However, each Indigenous community has a unique culture and history; therefore, a successful approach to KT for one community may not be relevant to another. By actively engaging the community of interest, stakeholders could shape the information design and content to suit the community’s needs and preferences.

Ensuring that KT tools, specifically those that use visuals or graphics, incorporate relevant and appropriate depictions of environments and characters is important. Scenic or environmental portrayals must be relatable to KT users. Likewise, portrayals of characters within visual or story-based KT tools must also bear resemblance to the target users for optimal reception. This could involve having characters in a visual KT tool that have a similar skin complexion to that of the target audience and similar clothing items based on cultural or environmental factors or integrating customs and practices specific to that group [40,41]. Notably, those developing KT tools should avoid stereotypical or inaccurate representations of Indigenous peoples or cultures by effectively engaging with and involving the communities and tailoring the tools appropriately.

Importance of Relationships
Relationship building is important throughout all aspects of the KT and dissemination process and is integral for working with Indigenous communities in a respectful and meaningful way. Engaging with and building long-lasting mutual relationships with Indigenous communities, stakeholders, and Elders has been shown to be extremely important for working with Indigenous populations in a multitude of capacities and contexts [42-44]. A scoping review highlighted the importance of the contributions of the Indigenous Elders to well-being at the individual and community levels and the need to include Indigenous Elders in consultation and relationship-building efforts [45].

Relationship building entails creating long-term, sustainable partnerships with community members, stakeholders, and health professionals. Understanding community needs is required from a holistic and grassroots approach, which should only be achieved through genuine reciprocal relationships. Relationship building is also necessary to facilitate consultations with Indigenous community members, Elders, and health providers to adapt KT tools for use by their respective communities. KT tools should be codeveloped with the members of a given community to ensure that they are culturally sensitive, relevant to their needs, and accessible.

Limitations and Future Directions
While reflecting on the enduring power dynamics of researchers engaging with Indigenous peoples [46], we believed that recruiting Indigenous community members required a sensitive process of meaningful reciprocity that was not feasible for this study. In consultation with Indigenous community representatives, it was suggested that HCPs who work with Indigenous families were well situated to comment on the available health care resources for the Indigenous communities they serve. The interviewed HCPs also provided important considerations on how to engage Indigenous patients and communities to develop relevant and impactful KT tools.

An important limitation to address is the biases that may arise from the type of qualitative research conducted in this study. Specifically, interpretive biases could arise during the interview or the data analysis and interpretation stages. To mitigate the impact of any interpretive biases, a second researcher (KSW) reviewed the data and brought forth any concerns for discussion with the primary author to reach a resolution. The findings of this study were also reviewed by one of our team members (SDL) who self-identified as Indigenous, further mitigating any interpretative biases.

Despite having a good representation from HCPs working directly with Indigenous families and communities, only 39% (7/18) of our participants self-identified as Indigenous. Even though the themes present across the interviews were similar, it is important to keep in mind that the lived experiences of
HCPs who self-identify as Indigenous are distinct from those that are not. Future studies may benefit from incorporating a higher proportion of HCPs self-identifying as Indigenous or aim to recruit exclusively Indigenous participants. This may prove difficult given that Indigenous peoples have historically been underrepresented in health care–related fields [47]. It is important to recognize that given the small number of Indigenous people involved in the study, the findings are not generalizable to the broader population of Indigenous people. In addition, these findings only represent the perspectives of the HCP, and future studies should expand beyond consulting only HCPs and include the health consumers or knowledge users of the KT tool (Indigenous families). We recognize that this study is just a first step; consultations with Indigenous community members, Elders, Indigenous leaders, and other stakeholders are needed to fully understand how to best develop and adapt KT tools for use by Indigenous communities in accordance with their unique needs. Furthermore, we recognize that this study was conducted within a local context in Canada, and the findings might not be representative of all Indigenous populations, not just within Alberta but across Canada (and elsewhere). However, the croup video usability was completed at the Stanton Territorial Hospital in Yellowknife, Northwest Territories, Canada, which has a significant population of Dené people; Portage La Prairie, Manitoba, Canada, which has a significant population of Anishinaabe or Ojibwe, Cree, and Dakota or Sioux people; and the Stollery Children’s Hospital (Edmonton, Alberta, Canada). The AOM video usability was conducted in 3 rural emergency departments in Nova Scotia; the Royal University Hospital in Saskatoon, Saskatchewan, Canada; and Leduc Community Hospital, Alberta, Canada. Therefore, it is important to acknowledge that the perspectives of various Indigenous communities and Indigenous peoples may differ from the themes we have derived in this study. Future KT tool development studies may also benefit from usability testing that occurs across an increased number of locales, particularly those with significant populations of Indigenous peoples.

Conclusions

Developing or adapting KT products that are relevant to different cultural groups is important to enhance the reach of knowledge and ultimately improve health outcomes. On the basis of the interviews with HCPs, accessibility, relatability, KT design, and relationship building were perceived by HCPs as important considerations for adapting and developing KT tools that would meet the needs of the Indigenous communities they serve. This study is a critical first step in identifying how to adapt existing KT tools for use by culturally and linguistically diverse communities in general. This study demonstrated the importance of engaging end users (health care consumers) in the development and critique of KT products. Including Indigenous perspectives in the continuing refinement of KT tool content and delivery will increase the relevance and accessibility of the messaging for future KT efforts in this unique population.
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Abstract

Background: Contingency management is an evidence-based yet underutilized approach for opioid use disorder (OUD). Reasons for limited adoption in real-world practice include ethical, moral, and philosophical concerns regarding use of monetary incentives, and lack of technological innovation. In light of surging opioid overdose deaths, there is a need for development of technology-enabled solutions leveraging the power of contingency management in a way that is viewed by both patients and providers as acceptable and feasible.

Objective: This mixed methods pilot study sought to determine the perceived acceptability and usability of PROCare Recovery, a reward-based, technology-enabled recovery monitoring smartphone app designed to automate contingency management by immediately delivering micropayments to patients for achieving recovery goals via smart debit card with blocking capabilities.

Methods: Participants included patients receiving buprenorphine for OUD (n=10) and licensed prescribers (n=5). Qualitative interviews were conducted by 2 PhD-level researchers via video conferencing to explore a priori hypotheses. Thematic analysis of interviews was conducted and synthesized into major themes.

Results: Participants were overwhelmingly in favor of microrewards (eg, US $1) to incentivize treatment participation (up to US $150 monthly). Participants reported high acceptability of the planned debit card spending restrictions (blocking cash withdrawals and purchases at bars or liquor stores, casinos or online gambling). Quantitative data revealed a high level of perceived usability of the PROCare Recovery app.

Conclusions: Patients and providers alike appear receptive to microfinancial incentives in standard OUD treatment practices. Further pilot testing of PROCare is underway to determine acceptability, feasibility, and preliminary effectiveness in a rigorous randomized controlled trial.

(TMIR Form Res 2022;6(10):e37474) doi:10.2196/37474
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Introduction

America’s escalating opioid overdose crisis requires innovative solutions. Over 100,000 people died of drug overdose in 2021 in the United States—the majority of which involved opioids [1]. Contingency management (ie, rewarding people, often with monetary incentives, for achieving recovery goals) is an effective, evidence-based intervention for opioid use disorder (OUD) backed by decades of research [2] but remains highly underutilized. Motivational incentives are rarely used in
of more people receiving treatment for OUD. As a number of mobile apps begin to emerge in the treatment of OUD [10], there remain concerns about their quality, safety, potential efficacy, and availability of empirical evidence supporting their use for populations with OUD. Findings from a recent review study conducted to characterize currently available smartphone apps for the prevention, management, and treatment of opioid use, misuse, and related harm found that few apps meet basic quality standards [11], and even fewer reward-based apps have published peer-reviewed evidence regarding patient and provider perspectives on acceptability to inform uptake in real-world treatment settings. All currently available opioid-related apps were identified via web scraping of data from the Google Play and Apple App Store using the following keywords: opioid use disorder, opioid abuse opioid misuse, opioid addiction, prescription opioid misuse, prescription opioid abuse, opioid abuse treatment, opioid abuse intervention, opioid abuse therapy, opioid abuse management, and opioid addiction recovery. Of the 619 apps identified by the researchers, 59 apps met basic criteria for quality assessment, and only 1 app satisfied all standards on the screener for quality, as assessed by the American Psychiatric Association’s App Evaluation Model [12], which addresses the most fundamental questions to ask when considering using a digital health app (eg, Does the app have a clinical/recovery foundation relevant to your intended use? Is there evidence of specific benefit from academic institutions, end user feedback, or research studies?). Further work is warranted to fill this gap in technological solutions for OUD recovery management.

Guided by the Innovation Corps methodology, which uses the Lean Launchpad approach to developing hypotheses, then rapidly moving to continuous customer discovery with the aim of translating hypotheses into facts [13], this study evaluated PROCare Recovery, a multiplatform (iOS and Android), reward-based recovery management mobile app for patients receiving medication treatment for OUD. PROCare uses the power of motivational incentives and self-monitoring to reward people for achieving their recovery goals and engaging in their treatment plan. Development of PROCare was supported by a Small Business Innovation Research (SBIR) grant from the National Institute on Drug Abuse (NIDA). With an evidence-based reward system, people recovering from OUD can earn rewards for taking their medication as directed, attending appointments, taking routine self-report surveys to track recovery progress, completing science-backed learning modules in the psychoeducational library, as well as engaging in other recovery-oriented activities within the app. PROCare is a recovery management tool for people receiving medication treatment for OUD who are currently enrolled in outpatient treatment under the supervision of a clinician, and allows for many aspects of contingency management to be fully or partially automated, thereby addressing common logistical barriers to implementation. Patients have the opportunity to earn both monetary and nonmonetary rewards for completing various activities within the app as well as elements of their care plan such as Rapid Daily Check-In surveys (assessing craving, motivation, etc); more comprehensive monthly assessments (health care utilization, occupational functioning, quality of life, etc); taking their medication as directed; and accessing resources
in the psychoeducational library to help educate, support, and encourage patients. Automated delivery of monetary rewards is achieved by depositing money to a pre-paid debit card with the option to apply spending restrictions. The “smart” debit card allows card administrators (eg, treatment program staff) to toggle specified blocking capabilities on/off to prevent cash withdrawals or purchases at identified high-risk vendors (eg, bars, liquor stores, casinos). Medication adherence and treatment engagement are translated to tangible financial rewards. With nonmonetary rewards, patients earn “credits” toward their “Degree(s) in Recovery” (associate, bachelor’s, master’s, and doctorate of recovery). Patients immediately earn monetary and non-monetary rewards for certain activities (eg, daily check-ins), whereas other activities first require verification before rewards are released. Medication adherence is confirmed by way of a combination of self-report and verification via urinalysis, and attendance at individual and group therapy appointments is confirmed via GPS location verification.

In light of surging opioid overdose deaths, there is a need for development of technology-enabled solutions leveraging the power of contingency management in a way that is viewed by both patients and providers as acceptable and feasible. This mixed methods study sought to determine the perceived acceptability and usability of PROCare Recovery, a reward-based, recovery monitoring smartphone app designed to automate contingency management by immediately delivering micropayments (eg, US $1) to patients for achieving recovery goals via smart debit card with blocking capabilities.

**Methods**

**Recruitment**

The current study was conducted as part of a phase I SBIR grant from the NIDA to build and test a reward-based recovery management smartphone app (PROCare Recovery) for patients with OUD receiving medication treatment. Participants were recruited from an addiction treatment system in South Florida. The study sample included licensed providers actively prescribing buprenorphine (n=5), and patients currently receiving buprenorphine for OUD (n=10). Participants had an average age of 41.93 years, and were predominately White, male, and employed full-time (Table 1).

**Table 1.** Sample demographic characteristics (N=15).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>6 (40)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>12 (80)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>13 (86.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (6.7)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (6.7)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>8 (53.3)</td>
</tr>
<tr>
<td>Married</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (6.7)</td>
</tr>
<tr>
<td>Separated</td>
<td>1 (6.7)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>11 (73.3)</td>
</tr>
<tr>
<td>Part-time</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (13.3)</td>
</tr>
</tbody>
</table>

**Measures**

Individual in-depth qualitative interviews were guided by the Innovation Corps methodology given its emphasis on the Lean Launchpad approach to developing hypotheses, then rapidly moving to continuous customer discovery with the aim of translating hypotheses into facts [13]. A Project Advisory Board of addiction treatment industry experts, researchers, clinicians, administrators, people in recovery from opioid addiction, and family members of people with OUD, varying in background and expertise, was formed to inform the scientific and strategic direction of the phase I SBIR project. Following Project Advisory Board input with developing a list of hypotheses about...
the problem under study—here specifically regarding planned features and components of PROCare Recovery—semistructured interviews were conducted by two PhD-level researchers (authors SLP, KKR). In-depth interviews were selected for their ability to capture individual experiences and elicit detailed, granular responses. Participants were also administered the 10-item System Usability Scale (SUS) [14] as a quantitative measure of perceived PROCare usability (scores can range from 0 to 100 with >68 considered above-average). The SUS is a valid and reliable measure commonly used for global assessments of systems usability to evaluate a wide variety of products (mobile apps, software, websites, etc), including studies evaluating patient- and provider-facing mobile apps in addiction treatment settings [15-19]. The SUS can be accessed online [20].

Procedure

After informed consent was obtained, participants were administered the semistructured interview, including a series of open-ended questions exploring a priori hypotheses, but space was made for the emergence of unanticipated themes allowing participants to fully describe their perceptions. Participants were asked for their thoughts on the acceptability of contingency management for routine use in addiction treatment settings in general, and perceived usability of the PROCare Recovery app in particular. Participants were informed that PROCare was a reward-based, technology-enabled recovery monitoring smartphone app delivering micropayments via smart debit card (True Link), with blocking capabilities for achieving recovery goals. Participants were shown the app and presented prompts with actual interview questions on the screen covering various topics and app features (ie, contingency management, outcomes monitoring, daily check-in, smart debit card system, psychoeducational library, appointment scheduling, target behaviors for rewards, and progress charting). Examples of questions included: (1) What expectations do you have about an app designed to monitor outcomes for patients? (2) Do you have any reservations about the PROCare app? (3) What do you think of the features of the app?

During the rewards section of the interview, participants were first asked how open they were to the idea of giving people small amounts of money (ranging from US $1 to US $5) for achieving their treatment goals, before being asked how much money in particular they thought it would take to properly incentivize participation each month. Participants were then asked a series of questions focused on the use of the True Link smart debit card system to facilitate delivery of monetary rewards. After participants provided their initial impressions regarding the smart debit card system, they were asked how important it was that such a debit card have blocking capabilities to prevent specified purchases. Participants offered their thoughts on what types of stores, businesses, or spending categories they believed should be automatically blocked for all card users in addiction treatment settings. Participants were also asked to comment on how they thought patients would feel about restrictions being placed on how they could spend the money earned from the PROCare app; that is, whether they believed such a strategy would be viewed as understandable or offensive to most patients receiving addiction treatment.

Examples of questions included: (1) What are your thoughts on the True Link smart debit card system? (2) How do you feel about restrictions being placed on how patients can use the money? (3) How receptive do you think patients will be to the non-monetary rewards? At the conclusion of the interview, participants were administered the SUS to quantify perceived usability of PROCare. Interviews lasted approximately 60 minutes and were conducted via secure video platform (Zoom). Participants received a US $50 gift card for their participation. Interviews were recorded and automatically transcribed by Zoom. Transcripts were coded and thematically analyzed using Quirkos software by a PhD-level researcher with specialized training in mixed methods [21].

Ethical Considerations

All study procedures were approved by the Medical Decision Logic, Inc Institutional Review Board (IRB00001558).

Results

In general, our qualitative analysis revealed participants were very excited about the idea of an app that can help them in their recovery. Qualitative responses were consistent with SUS scores showing an exceptionally high level of perceived usability, as evidenced by a mean participant usability score of 92.2 (range 72.5-100). It was clear that participants perceived a need for a mobile app-based program and that PROCare Recovery seemed to be filling this void. Using such an app was only viewed as beneficial, and no major concerns about using the app were voiced.

When participants were asked for their thoughts about contingency management as delivered by PROCare, patients and providers were overwhelmingly supportive. There were no objections to giving patients small amounts of money for reaching their recovery goals. In fact, the idea of paying patients was generally described as “innovative” and “smart,” with very little concern being voiced. With regard to apparent benefits of using monetary rewards, one patient explained:

*A lot of addicts will use the app just for the money, but it might save their life in the process.*

The micropayment model in particular was described as “wise” because it did not give the patient “all the money at once.” The planned maximum monthly reward limit of US $150 was viewed as a reasonable amount for patients to earn monthly, as one patient explained:

*People in recovery are broke. [US $150/month] is just the right amount. Not too much to hurt themselves. Small, which is good for cigarettes, food, and other things.*

Further analysis revealed that participants believed the True Link debit card system was an appropriate safeguard. This was viewed as a superior option to giving patients actual cash, with some even describing the debit card system as a “necessity”. The blocking capabilities were seen as a crucial piece to the debit card system and several suggestions were made regarding which stores, businesses, and activities should be blocked (eg,
Discussion

Principal Findings

This study provides important qualitative and quantitative evidence supporting the use of technology-enabled contingency management in real-world opioid treatment settings using a mobile app delivering rewards via smart debit card. Responses from in-depth interviews revealed that not only are patients themselves receptive to the idea of rewarding patients for achieving treatment goals, but providers also reported seeing value in the use of monetary incentives when proper safeguards are in place (blocking capabilities preventing ATM cash withdrawals, etc). Patients and providers both expressed enthusiasm for the micropayment model in which patients can earn small amounts of money (typically around US $1) for actively participating in their treatment (attending individual therapy appointments, producing negative urine screen results, attending community-based mutual-help support groups such as Narcotics Anonymous, etc), with the opportunity to earn a maximum monthly amount of US $150. Of particular interest, patients were in favor of the blocking capabilities, reporting that such spending restrictions “made perfect sense,” especially early in the recovery process. In addition to the qualitative findings, the observed SUS score of 92.2 far exceeds the industry standard of 68 indicating a high level of perceived usability of the PROCare Recovery app.

Comparison With Prior Work

There has been rapid progress on the innovation front in recent years with respect to emerging mobile app technologies leveraging contingency management in the treatment of OUD [22-24]. The current findings contribute to the extant literature on promising reward-based mobile apps for OUD treatment populations and extend prior work by providing empirical evidence on patient and provider perspectives on the acceptability of providing motivational incentives in routine clinical practice. Several studies [25-27] have identified concerns shared by patients as well as providers tasked with implementing contingency management, including the overreliance on abstinence, fairness, perceived power imbalance, and how incentives will be spent. One of the most commonly identified concerns about contingency management is how patients will use the money earned (ie, “giving people ‘extra’ money at a vulnerable point in their treatment pathway may do more harm than good”) [27,28]. The current study findings, however, demonstrate that contingency management protocols using “micro” rewards and a mobile app with accompanying “smart” debit card technology—where blocking capabilities and spending restrictions can be put in place—is viewed by both patients and providers as an appropriate safeguard and a critical piece to any reward system.

Limitations

This study has several limitations, including most notably, a relatively small sample size, thereby limiting the generalizability of the findings. Although a small sample is generally acceptable for a focused, qualitative pilot study designed to inform preliminary technology development, conclusions drawn from such a small sample require replication in a larger scale study. The study sample was also predominately White and did not include any Black, American Indian, or Pacific Islander participants. Further research with a larger, more racially diverse population is warranted. Finally, although this study was able to collect useful data on perceived feasibility of PROCare by way of in-depth qualitative interviews with both patients and providers, a logical next step for future work is to assess for additional indicators of feasibility, including patient access to smartphone technology, level of digital health literacy, and comfort with technology.

Conclusions

Notwithstanding sample size limitations, current findings suggest strong preliminary evidence that both patients and providers alike appear to be in favor of contingency management for OUD, particularly when using a micropayment model delivered via mobile app with smart debit card and spending parameters for monetary rewards earned. Although patients and providers reported a high level of perceived usability of the PROCare Recovery app, further testing in a large-scale randomized controlled trial is necessary to determine preliminary effectiveness of the PROCare Recovery app as a solution to enhance medication and care plan adherence, and ultimately improve outcomes for OUD treatment populations.
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Abstract

Background: Limited budgets may often constrain the ability of health care delivery systems to adopt shared decision-making (SDM) systems designed to improve clinical encounters with patients and quality of care.

Objective: This study aimed to assess the impact of an SDM system shown to improve diabetes and cardiovascular patient outcomes on factors affecting revenue generation in primary care clinics.

Methods: As part of a large multisite clinic randomized controlled trial (RCT), we explored the differences in 1 care system between clinics randomized to use an SDM intervention (n=8) versus control clinics (n=9) regarding the (1) likelihood of diagnostic coding for cardiometabolic conditions using the 10th Revision of the International Classification of Diseases (ICD-10) and (2) current procedural terminology (CPT) billing codes.

Results: At all 24,138 encounters with care gaps targeted by the SDM system, the proportion assigned high-complexity CPT codes for level of service 5 was significantly higher at the intervention clinics (6.1%) compared to that in the control clinics (2.9%), with \( P < .001 \) and adjusted odds ratio (OR) 1.64 (95% CI 1.02-2.61). This was consistently observed across the following specific care gaps: diabetes with glycated hemoglobin \( A_1c \) \( (HbA_1c) \geq 8\% \) (n=8463), 7.2% vs 3.4%, \( P < .001 \), and adjusted OR 1.93 (95% CI 1.01-3.67); blood pressure above goal (n=8515), 6.5% vs 3.7%, \( P < .001 \), and adjusted OR 1.42 (95% CI 0.72-2.79); suboptimal statin management (n=17,765), 5.8% vs 3%, \( P < .001 \), and adjusted OR 1.41 (95% CI 0.76-2.61); tobacco dependency (n=7449), 7.5% vs 3.4%, \( P < .001 \), and adjusted OR 2.14 (95% CI 1.31-3.51); BMI \( \geq 30 \text{ kg/m}^2 \) (n=19,838), 6.2% vs 2.9%, \( P < .001 \), and adjusted OR 1.45 (95% CI 1.05-2.00). Compared to control clinics, intervention clinics assigned ICD-10 diagnosis codes more often for observed cardiometabolic conditions with care gaps, although the difference did not reach statistical significance.

Conclusions: In this randomized study, use of a clinically effective SDM system at encounters with care gaps significantly increased the proportion of encounters assigned high-complexity (level 5) CPT codes, and it was associated with a nonsignificant increase in assigning ICD-10 codes for observed cardiometabolic conditions.

Trial Registration: ClinicalTrials.gov NCT 02451670; https://clinicaltrials.gov/ct2/show/NCT 02451670

(JMIR Form Res 2022;6(10):e32666) doi:10.2196/32666
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Introduction

Care delivery systems are increasingly considering an array of software products that promote clinical decision support (CDS), care efficiency, and shared decision-making (SDM) in primary care environments. CDS uses computable biomedical information, person-specific data, and inferencing mechanisms to generate helpful information to clinicians, patients, and care teams, as care is being delivered with the objective of reducing errors and adverse events and promoting best practices [1]. CDS can also be used to generate SDM interfaces to facilitate patient engagement and help patients make choices, incorporate personal preferences, and help them prioritize clinical recommendations and decisions [2]. Key features shown to improve the success of SDM products include incorporating them into clinician workflows without disruption, delivery at the right time in the clinical encounter to influence decision-making, and provision of SDM output to patients as well as clinicians [3]. We developed an SDM system that involves patient-centered CDS and a workflow that presents clinicians and patients with printed information about chronic care gaps in low- and high-literacy formats and prioritizes care options based on potential benefits to the individual early in primary care encounters. We have shown that an SDM system with these features achieves high clinician satisfaction rates and sustainable high SDM use, improves glucose and blood pressure (BP) control in patients with diabetes mellitus (DM), lowers 10-year cardiovascular (CV) risk in patients without DM or heart disease, and positively influences the frequency and quality of SDM [4-6].

However, many care systems are operating with tight budgets and facing difficult choices regarding adoption of SDM due to the cost of implementation and maintenance of SDM technology [3,7]. Very few studies have assessed the cost-effectiveness of SDM, and those that have invariably adopt the societal or health insurer perspective. In 1 such study, Gilmer et al [8] estimated the base-case incremental cost-effectiveness of implementing a clinical decision-making system used in SDM for patients with DM at US $3017 per quality adjusted life year gained [8]. This amount was considered cost-effective by usual standards from a payer perspective [9]. However, most of the cost burden for implementing SDM falls on the care delivery system rather than the payer, and the lack of data needed to estimate the impact of SDM implementation on care delivery system revenue is often cited as a major barrier to adoption [7,10].

The objective of this analysis was to evaluate the impact of an SDM system on diagnostic coding and billing at primary care encounters because these factors substantially impact revenue generation for a care delivery system and can ultimately influence the care for SDM adoption. In a care delivery model that relies on “fee for service (FFS)” reimbursement, it is important that care systems are able to capture billing codes that reflect the extent to which SDM might increase the amount of time, number of clinical issues addressed, and complexity of medical decision-making at patient encounters [11]. In today’s emerging transition to value-based care agreements, accurate and complete diagnostic coding is related to risk-adjusted reimbursement for the population served. In most health care settings today, both adequate billing service levels and accurate coding of conditions are necessary to optimize revenue and optimally manage the health care needs of the patients and populations they serve [11].

The SDM system studied in this analysis included no specific components to encourage diagnostic coding or influence billing codes. However, it directed clinician attention to care gaps related to diabetes and uncontrolled CV risk factors, and it would be expected to indirectly influence diagnostic coding and billing. Therefore, in an exploratory analysis conducted as part of a multisite randomized controlled trial (RCT) to evaluate the quality impact of the SDM system on patients with high CV risk and serious mental illness, we assessed the effect of using SDM at intervention clinics within 1 medical group on (1) rates of diagnostic coding for SDM-related clinical domains based on the 10th Revision of the International Statistical Classification of Diseases and Related Health Problems (ICD-10) [12] and (2) current procedural terminology (CPT) codes in the level of service used for billing at clinics using the evidence-based SDM system [13].

Methods

Study Design and Study Population

This analysis occurred as part of a larger multisite clinical trial (trial registration: NCT 02451670) funded by the National Institute of Mental Health that developed, implemented, and evaluated an SDM system for adults with serious mental illness (SMI), such as schizophrenia, schizoaffective disorder, or bipolar disorder, who die on average 17 years earlier than the rest of their birth cohort, primarily due to CV disease [14]. The objective of the study was to determine if an SDM system targeting reversible CV risk factors would lower the reversible 10-year CV risk for patients with SMI over 12-18 months. The study showed that the rate of increase in the total modifiable CV risk was 4% lower among intervention patients compared to the control, emphasizing the value of using the SDM system for the prompt management of modifiable CV risk factors in the SMI population [15]. Of the 3 participating medical groups, 1 was used for this exploratory analysis of SDM impact on billing and coding. The SDM implementation at this site also included patients with diabetes, CV disease, and high CV risk in addition to those with SMI. For this analysis, we explored the impact of the SDM system on diagnosis and CPT coding at all encounters of adult patients with diabetes, SMI, CV disease, or high reversible CV risk, plus suboptimal control of 1 or more major CV risk factors. The specific inclusion and exclusion criteria are described in more detail below. In this medical group, 17 primary care clinics were randomly assigned to receive (n=8) or not receive (n=9) the SDM system beginning March 15, 2017. The control clinics were scheduled to receive the SDM system 18 months later, in September 2018. The clinical
randomization was conducted using a computer-generated random allocation sequence while ensuring a balance in terms of the clinic size and percentage of patients with Medicaid insurance. Clinic names were concealed until intervention assignment.

Inclusion and exclusion criteria for study analysis eligibility were determined for each study-eligible patient by SDM algorithms at the start of every primary care encounter and included the following.

**Inclusion Criteria**

These criteria include an office encounter in a primary care department with a patient aged 18 to 75 years and one of the following two clinical criteria:

1. The presence of DM, CV disease, or SMI and not meeting evidence-based goals for one or more of the following major CV risk factors were considered: statin use [16], BP [17], glycemic control [18], weight (BMI>25 kg/m$^2$) [19], tobacco cessation [20], and aspirin use, if indicated [21,22].

2. The reversible 10-year CV risk score was greater than 10% (without DM, CVD, or SMI identified). The reversible CV risk score was the sum of the amount of 10-year CV risk attributable to each of the above risk factors that could potentially be eliminated if the patient were to achieve the guideline-recommended clinical goal. For weight, the reversible risk was the amount of reversible CV risk attributable to a drop of 3 units in the BMI (kg/m$^2$), which is equivalent to a 10- to 20-pound weight loss for most individuals.

**Exclusion Criteria**

ICD-10 visit codes and problem list codes were used to exclude all patients with one or more of the following conditions: hospice or nursing home, active cancer, current or recent pregnancy, and cognitive impairment.

**Intervention Description**

The evidence-based SDM system directs patient and clinician attention to a patient’s personalized care priorities at the point of care. A custom routine programmed in the electronic health record (EHR) gathers key clinical data and securely exchanges it with a web service, where algorithms are applied to identify and prioritize evidence-based CV risk factor care improvement options for patients and clinicians. The algorithms use published risk-prediction equations [23-25] to calculate an individual’s reversible CV risk potential and then prioritize out-of-control CV risk factors in a list form from the most to the least likely to lower CV risk if successfully addressed. Care suggestions include personalized pharmacologic and lifestyle treatment options that account for the patient’s current therapy, most recent status of clinical values, distance from clinical goals, and relevant comorbidities. The SDM also provides safety alerts (eg, for drug contraindications and interactions), screening and monitoring reminders, and suggestions for appropriate follow-up intervals [5].

The SDM system is automatically triggered at adult visits when clinic rooming staff enter any BP value into the EHR, as is the case in over 95% of all primary care clinic visits. When web-based clinical algorithms identify a patient who meets the study eligibility criteria, a flag is returned to the EHR that triggers an EHR best practice advisory (BPA) pop-up inviting clinic rooming staff to open (1 click) and print (1 click) the SDM tools for patients and clinicians in intervention clinics. Having paper interfaces available to clinicians and patients at the beginning of the encounter was key to the SDM process and workflow, and using rooming staff to print the interfaces was key to ensure high use rates and exposure to the SDM tools.

**Printed SDM Interfaces for Patients and Clinicians**

To meet a wide range of health literacy needs, the printed SDM tools included a more detailed “clinician-oriented” decision support interface as well as a companion low-literacy “patient-oriented” interface. The interfaces went through multiple iterations based on feedback received from clinicians and patients during the study. Figure 1 shows the version of the SDM system for a synthetic patient.

The lay/patient version is printed by the rooming nurse and given to the patient to review while waiting in the exam room for the provider, with the following message: “If you act on the things with high priority or needs attention, you may be able to reduce your danger of a stroke or heart attack. Talk to your doctor about things you can do.”

The professional/clinician version in Figure 2 is printed by the rooming nurse and placed on the exam room door for rapid review by the provider just before the visit. Uncontrolled CV risk factors are prioritized by the potential absolute risk reduction that may be achieved by managing those risk factors. The data presented in Figure 2 are obtained from web service interfaces for synthetic patients and are not from actual patients.
Figure 1. Example of the printed shared decision-making interfaces for patients. $A_{1c}$: glycated hemoglobin; BP: blood pressure; LDL: low-density lipoprotein.
Recommended Workflow

The automated BPA pop-up for targeted patient encounters in the recommended workflow shown in Figure 3 was for rooming staff to print and give the patient-oriented interface to patients while they waited for the clinician, a design that promoted engagement and improved efficiency when making important decisions for care priorities. The “clinician-oriented” interface was given to clinicians before the encounter to review patient CV risk factor–related clinical priorities. Clinicians at intervention clinics also could manually view the SDM within the EHR for any adult patient (independent of study eligibility or CV risk) from an SDM activity tab visible in all open encounters. Later in the study, when the SDM was opened from this tab, the SDM display included active guideline features that facilitated quick orders for medications, labs, procedures, and referrals based on recommendation options generated by the SDM algorithms. Rooming staff in the control clinics did not receive the BPA and clinicians could not display the SDM tools. Providers in both intervention and control clinics could use a “smart dot phrase” within encounter notes to summarize and document the patient’s 10-year CV risk score and CV risk factors not at goal.

Figure 2. Example of the printed shared decision-making interfaces for clinicians. $A_{1c}$: glycated hemoglobin; ALT: alanine amino-transferase; BP: blood pressure; CV: cardiovascular; HDL: high-density lipoprotein; LDL: low-density lipoprotein; TC: total cholesterol; TRIG: triglycerides; UMACR: urine microalbumin to creatinine ratio.
Technical Description of the SDM System Functionality

The SDM system shown in Figure 4 consists of three interconnected components: (1) a custom routine to extract data from the EHR, (2) web services running on server clusters that process algorithms, and (3) a website that displays the SDM patient and clinician interfaces. The first component of the SDM system involves installation of a program using a Massachusetts General Hospital Utility Programming System (MUMPS) routine in Epic’s database management system (Epic Systems Corporation) called Chronicles. When the BP is entered at the encounter, it triggers the MUMPS routine to extract all the data needed to run the algorithms and packages the information into a Simple Object Access Protocol messaging request that uses text in the XML format. Epic’s Interconnect Infrastructure is used to connect to the web service over https that contains a unique web service call identifier. The web service then processes the data, runs algorithms, stores the unique call identifier, and returns results to the EHR. The EHR code then processes the response and extracts and saves relevant pieces of information into discrete data fields. For targeted patients with care gaps identified within the web service response, the BPA contains a URL link to the web application that displays the SDM tools. When the rooming staff or clinician clicks on the URL link containing the unique patient identifier, the patient’s personalized SDM tools are displayed in real time within the EHR browser. With 1 additional click, the tools can also be printed for patients and clinicians to use in SDM. To the end user, the process to display the SDM takes less than 2 seconds and appears to be entirely integrated within the EHR experience. All data are exchanged via transport layer security with extra layers of security enforced via exchange of unique identifiers and IP address authorization. The SDM system currently uses Epic web services where possible, and these can be replaced with Fast Healthcare Interoperability Resources (FHIR) as FHIR features mature and offer improved interoperability with other EHR systems and software.
Training

Intervention clinic staff were offered a 1-hour luncheon training to introduce the SDM tools and learn the recommended workflow before the SDM system became available on March 15, 2017. Over the intervention period, nursing leaders at intervention clinics were given monthly reports of how often the tool was being printed for the target population. From our previous implementation experience, these monthly process measurements were essential for promoting and maintaining high SDM use rates. With this implementation process and workflow, the SDM was printed for 75% of eligible encounters on average after the first month, and these rates were sustained for the duration of the intervention.

Analysis

On entering the BP for all encounters, data exchange with the SDM web service occurred in both the SDM system intervention and control clinics for analysis purposes and was saved in the data repository, but the SDM tools were displayed only at the SDM system intervention clinics. We evaluated all eligible patient encounters occurring from March 15, 2017, to December 31, 2017, in the intervention and control clinics. Encounter-level data from the SDM repository were later merged with data extracted from the EHR (Epic Clarity) [26], which included the ICD-10 visit diagnostic codes and CPT level of service for the same encounters. The objective of this analysis was to evaluate differences between the intervention and control clinics in terms of the following: (1) likelihood of ICD-10 diagnostic coding for DM (E10-E11), hypertension (I10-I16), hyperlipidemia (E78), obesity (E66), smoking (F17 and Z72), and CVD (G45, I20-25, I63-70, and I74); and (2) CPT billing codes documented by clinicians as straightforward (level 2, CPT 99212), low complexity (level 3, CPT 99213), moderate complexity (level 4, CPT 99214), or high complexity (level 5, CPT 99215).

Documentation of the CPT levels of service was done by clinicians based on the intensity and complexity of medical decision-making at encounters using the recommended criteria related to the nature and number of clinical problems, amount and complexity of the data reviewed, and the risk of morbidity and mortality to the patient [13]. If counseling or coordination of care accounts for more than 50% of the visit, the CPT service level can be based on the length of the visit as well [13]. Descriptive summaries of diagnostic and billing codes were tabulated, including frequencies, means, 95% CIs, and percentiles of the continuous distribution, where applicable. We used the Fisher exact test for unadjusted comparisons between intervention and control clinics. Generalized linear mixed regression models (with a binomial distribution and logit link) were used for covariate adjustment and random intercepts to account for clustering at the provider and clinic levels. All modeling results reported here are adjusted for the age (continuous), gender (female/male), and race (White, Black, and other/unknown) of the patients. The P values reported are 2-sided. Analyses were conducted using SAS (version 9.4, SAS
Institute) and R (version 3.4.3, R Foundation for Statistical Computing).

Ethics Approval
The study was reviewed in advance, approved, and monitored by the HealthPartners Institutional Review Board (IRB, reference: 13-154). The IRB approved waiver of written consent from participants.

Results

Analysis Population
During the 9.5-month evaluation period, 32,735 primary care encounters with 18,070 unique adult patients were identified.

Table 1 summarizes the demographic characteristics of the eligible encounters. Approximately half of the encounters (16,335/32,735, 49.9%) were with female patients; the mean age was 58.1 years (slightly older for the intervention clinics, 59.0 years vs 57.2 years), with 75% (13,553/18,070) of patients being White. The mean BMI was 33.0 kg/m². CVD was present in 20.4% (6678) of the encounters, and of the encounters in which CVD was not identified, the mean 10-year estimated CV risk [27] was 15.8%. Type 2 diabetes was identified in 69.7% (22,816), type 1 diabetes in 4.2% (1375), and hypertension in 67.7% (22,162) of the encounters.

Table 1. Demographic characteristics of patient encounters by clinic intervention status, 2017.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All encounters (N=32,735)</th>
<th>Control clinics (N=16,417)</th>
<th>Intervention clinics (N=16,318)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>2782 (8.5)</td>
<td>1478 (9)</td>
<td>1289 (7.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>40-49</td>
<td>4386 (13.4)</td>
<td>2529 (15.4)</td>
<td>1877 (11.5)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>8642 (26.4)</td>
<td>4515 (27.5)</td>
<td>4145 (25.4)</td>
<td>.1</td>
</tr>
<tr>
<td>60-69</td>
<td>11,163 (34.1)</td>
<td>5336 (32.5)</td>
<td>5826 (35.7)</td>
<td></td>
</tr>
<tr>
<td>70-75</td>
<td>5761 (17.6)</td>
<td>2561 (15.6)</td>
<td>3182 (19.5)</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16,335 (49.9)</td>
<td>8110 (49.4)</td>
<td>8208 (50.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>16,400 (50.1)</td>
<td>8307 (50.6)</td>
<td>8110 (49.7)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>White</td>
<td>24,346 (75.2)</td>
<td>12,198 (74.3)</td>
<td>12,418 (76.1)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>4223 (12.9)</td>
<td>1904 (11.6)</td>
<td>2333 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Other/unknown</td>
<td>3895 (11.9)</td>
<td>2331 (14.2)</td>
<td>1567 (9.6)</td>
<td></td>
</tr>
</tbody>
</table>

Diagnostic Coding
Table 2 shows the proportion of encounters with each condition and care gap identified by the SDM system that included a corresponding visit diagnostic code. There was a significant increase in diagnostic coding for almost all the cardiometabolic conditions that the SDM addressed. Odds ratios (ORs) from generalized linear mixed models were generally consistent with unadjusted comparisons; however, these estimates were not statistically significant, possibly due to a relatively small sample of clinics (N=17).
Table 2. Proportion of encounters with the 10th Revision of the International Classification of Diseases coding for clinical conditions and care gaps identified by shared decision-making algorithms based on intervention clinic status, 2017\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Condition subgroup</th>
<th>Control clinics (N=16,417)</th>
<th>Intervention clinics (N=16,318)</th>
<th>P value</th>
<th>Adjusted odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes (N=24,138), n (%)</td>
<td>17,186 (71.2)</td>
<td>18,055 (74.8)</td>
<td>&lt;.001</td>
<td>1.04</td>
<td>0.8-1.35</td>
</tr>
<tr>
<td>Diabetes with HbA\textsubscript{1c} \textsuperscript{b} &gt;8% (N=8463), n (%)</td>
<td>9705 (75.9)</td>
<td>10,280 (80.4)</td>
<td>&lt;.001</td>
<td>1.12</td>
<td>0.86-1.47</td>
</tr>
<tr>
<td>Hypertension (N=22,127), n (%)</td>
<td>12,834 (58)</td>
<td>13,542 (61.2)</td>
<td>&lt;.001</td>
<td>1.04</td>
<td>0.73-1.48</td>
</tr>
<tr>
<td>Hypertension with BP\textsuperscript{c} above goal (N=8515), n (%)</td>
<td>5779 (68.1)</td>
<td>5926 (69.6)</td>
<td>.13</td>
<td>1.04</td>
<td>0.68-1.59</td>
</tr>
<tr>
<td>Suboptimal lipid management (N=17,765), n (%)</td>
<td>5330 (30)</td>
<td>5738 (32.3)</td>
<td>.002</td>
<td>1.01</td>
<td>0.67-1.51</td>
</tr>
<tr>
<td>ASCVD\textsuperscript{d} (N=6679), n (%)</td>
<td>1656 (24.8)</td>
<td>1803 (27)</td>
<td>.041</td>
<td>1.18</td>
<td>0.93-1.51</td>
</tr>
<tr>
<td>Tobacco use (N=7449), n (%)</td>
<td>1952 (26.2)</td>
<td>2451 (32.9)</td>
<td>&lt;.001</td>
<td>1.38</td>
<td>0.98-1.95</td>
</tr>
<tr>
<td>BMI≥30 kg/m\textsuperscript{2} (N=19,838), n (%)</td>
<td>2956 (14.9)</td>
<td>3491 (17.6)</td>
<td>&lt;.001</td>
<td>1.19</td>
<td>0.73-1.94</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Age (continuous), sex (female/male), and race (White/Black/other) were included in multivariable logistic regression models.

\textsuperscript{b}HbA\textsubscript{1c}: glycated hemoglobin A\textsubscript{1c}.

\textsuperscript{c}BP: blood pressure.

\textsuperscript{d}ASCVD: atherosclerotic cardiovascular disease.

CPT Levels of Service

Table 3 shows the proportion of encounters coded as “5,” indicating a high-complexity CPT level (as opposed to other lower CPT levels 2-4), for selected subgroups of encounters with targeted care gaps, glycated hemoglobin A\textsubscript{1c} (HbA\textsubscript{1c})>8%, hypertension with BP over goal, suboptimal lipid management, obesity, and tobacco dependency. There were higher proportions of encounters with high-complexity codes for all SDM-eligible encounters. This held true for subgroups of encounters with specific identified conditions, including DM, hypertension, statin use not at goal, CVD, smoking, obesity, and high reversible risk (without DM or CVD). In generalized linear mixed models, accounting for clinic clustering and demographic factors, encounters were statistically significantly more likely to be coded as “5” (high complexity) in intervention clinics overall (OR 1.64, 95% CI 1.02-2.61), and in patients with DM and HbA\textsubscript{1c}>8% (OR 1.93, 95% CI 1.01-3.67), and active smokers (OR 2.14, 95% CI 1.31-3.51).

Table 3. Proportion of encounters coded as 5, indicating a high-complexity current procedural terminology level for clinical conditions identified by shared decision-making algorithms based on clinic intervention status, 2017\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Condition subgroup</th>
<th>Control clinics (N=16,417)</th>
<th>Intervention clinics (N=16,318)</th>
<th>P value</th>
<th>Adjusted odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>All encounters (N=32,735), n (%)</td>
<td>949 (2.9)</td>
<td>1997 (6.1)</td>
<td>&lt;.001</td>
<td>1.64</td>
<td>1.02-2.61</td>
</tr>
<tr>
<td>Diabetes (N=24,138), n (%)</td>
<td>724 (3)</td>
<td>1472 (6.1)</td>
<td>&lt;.001</td>
<td>1.44</td>
<td>0.73-2.85</td>
</tr>
<tr>
<td>Diabetes with HbA\textsubscript{1c} \textsuperscript{b} &gt;8% (N=8463), n (%)</td>
<td>384 (3)</td>
<td>793 (6.2)</td>
<td>&lt;.001</td>
<td>1.80</td>
<td>0.92-3.52</td>
</tr>
<tr>
<td>Hypertension (N=22,127), n (%)</td>
<td>708 (3.2)</td>
<td>1416 (6.4)</td>
<td>&lt;.001</td>
<td>1.36</td>
<td>0.7-2.62</td>
</tr>
<tr>
<td>Hypertension with BP\textsuperscript{c} above goal (N=8515), n (%)</td>
<td>315 (3.7)</td>
<td>553 (6.5)</td>
<td>&lt;.001</td>
<td>1.42</td>
<td>0.72-2.79</td>
</tr>
<tr>
<td>Suboptimal lipid management (N=17,765), n (%)</td>
<td>533 (3)</td>
<td>1030 (5.8)</td>
<td>&lt;.001</td>
<td>1.41</td>
<td>0.76-2.61</td>
</tr>
<tr>
<td>ASCVD\textsuperscript{d} (N=6679), n (%)</td>
<td>274 (4.1)</td>
<td>448 (6.7)</td>
<td>&lt;.001</td>
<td>1.43</td>
<td>0.77-2.63</td>
</tr>
<tr>
<td>Tobacco use (N=7449), n (%)</td>
<td>253 (3.4)</td>
<td>559 (7.5)</td>
<td>&lt;.001</td>
<td>2.14</td>
<td>1.31-3.51</td>
</tr>
<tr>
<td>BMI≥30 kg/m\textsuperscript{2} (N=19,838), n (%)</td>
<td>575 (2.9)</td>
<td>1230 (6.2)</td>
<td>&lt;.001</td>
<td>1.45</td>
<td>0.75-2.8</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Age (continuous), sex (female/male), and race (White/Black/other) were included in multivariable logistic regression models.

\textsuperscript{b}HbA\textsubscript{1c}: glycated hemoglobin A\textsubscript{1c}.

\textsuperscript{c}BP: blood pressure.

\textsuperscript{d}ASCVD: atherosclerotic cardiovascular disease.
Discussion

Principal Findings and Implications

SDM has been recommended for years as a strategy to improve outcomes for patients with chronic disease [28]. However, in the context of other technical accomplishments of this decade, the adoption of SDM beyond rather simple process prompts and reminders has been incredibly slow. The reasons for slow uptake are numerous, including the challenges related to developing, maintaining, and updating SDM content; workflow constraints in busy health care settings; and lack of evidence, until recently, directly correlating SDM use with improved patient outcomes [29]. High-quality SDM has become more widely available to improve quality of care and promote evidence-based standards [30]. To avoid influencing patient and clinician behavior and medical decision-making in nonevidence-based ways, it is important that the SDM developers avoid financial conflicts of interest, use of medication brand names, and biases introduced through commercialization strategies. However, adoption and implementation of high-quality SDM can be costly to care systems, and almost no data are available to describe directly how SDM impacts coding and billing factors that can affect revenue generation.

The SDM system implemented for this study was developed at HealthPartners Institute through a series of federally funded research grants by a team with no financial conflicts of interest and with the main objective of improving patient outcomes. Previous versions of the SDM system had been proven to improve patient outcomes for targeted individuals with diabetes and several cardiometabolic conditions as well as SMI in RCTs [4,5,15,31]. It required minimal staff training for implementation. It has been integrated into external care systems through business associate agreements, service agreements, and assurance of secure data transfer between EHRs and the SDM web service. It currently requires about 4 to 6 months of commitment by the recipient organization to conduct data mapping, programming, and testing prior to implementation, although this work may be streamlined in the future with increasing EHR data interoperability and improved FHIR applications. This SDM is currently in use at all HealthPartners and Park Nicollet primary care clinic systems in Minnesota and Wisconsin and external care organizations in rural Minnesota and 10 other states through collaborative research agreements, with over 250,000 web service calls per month. Because SDM algorithms are maintained and the SDM system output is delivered through web-based functionality, there are no dissemination-related geographic limits or boundaries to overcome. When research projects have ended, the annual costs for keeping the SDM system clinically up to date for diabetes and cardiovascular conditions and maintaining required informatics technology have been modest (estimated at US$200,000 annually) and have been shared by participating care systems. However, even for a clinically successful SDM technology such as this one, dissemination and scalability efforts have been hampered by the inability to demonstrate the value proposition to care delivery systems, with the typical entities deciding whether to adopt the SDM and pay for its integration and maintenance [1].

Although this analysis was exploratory in nature, it was rigorously conducted, and the findings were quite consistent across all coding variables assessed. The findings were compatible with what would be expected if the SDM increased clinician time and attention to important care gaps identified by the SDM. The increase in the appropriate CPT billing codes observed in SDM-targeted encounters is important to care delivery models that rely on FFS reimbursement to capture the increased time and level of medical decision-making at these encounters. Without this appropriate alignment of billing codes, provision of additional value in care may go inadequately incentivized due to reduced FFS reimbursement [32]. Providers tend to systematically underestimate the value of their medical decision-making, which can lead to reduced revenue to support high-quality care [11]. To the extent that using this SDM system increased the amount of time, number of clinical issues addressed, and complexity of medical decision-making at encounters, the increased levels of CPT coding observed are clinically justified and may, as in several of our published studies, improve patient health [11].

In many health systems, FFS reimbursement models are transitioning to or being blended with value-based models [32,33] driven by federal programs such as medical homes and accountable care organizations [33,34]. Value-based models are also being adopted by commercial lines of business, with nearly two-thirds of payments now based to some extent on value [35,36]. Many of these models use a risk adjustment factor (RAF) based on patterns of diagnostic coding to determine the amount of payment to appropriately care for patient populations, assigning a higher RAF to the care of more complex patient populations [33,37]. For many health care organizations, attention to diagnostic coding for risk adjustment has become a top priority to improve care and sustain appropriate reimbursement for the populations they serve under value-based agreements. Some care systems are implementing software programs to explicitly promote accurate diagnosis of chronic conditions [38] in conjunction with mechanisms to ensure sufficient clinical documentation of care to support the diagnostic codes [39,40]. This SDM system did not contain features to explicitly encourage increased diagnostic coding at visits. The observed increases in CPT coding for chronic conditions addressed by the SDM in intervention clinics were not enough to achieve statistical significance with the limited number of clinics included in the analysis (N=17), but further research is warranted, given the consistency of coding changes.

Previous work has established the clinical benefits of using this SDM system, but fostering the business case for implementation and maintenance is critical to scalability and broad dissemination of SDM technology. For this SDM system, implementation and maintenance costs (excluding research-related costs) are known. A formal cost-effectiveness analysis demonstrated cost-effectiveness with likely cost savings to payers at scale [8], but more research is needed to demonstrate that the use of SDM systems does not negatively impact revenue generation. The data presented here demonstrate for the first time that outpatient SDM use at the point of care for patients with DM, SMI, and high CV risk increases high-complexity CPT level of service codes. It accomplishes this by broadening the clinical content
of the visit while guiding clinician and patient attention to specific evidence-based clinical actions with potential substantive benefits to a particular patient at the time of a clinical encounter.

These effects of the SDM system could improve short-term revenue generation for a care delivery system. For example, under the assumption that scheduling systems did not change and physician productivity was not affected, the estimated magnitude of revenue generation based on these CPT data for targeted encounters (34,300 SDM-eligible visits) would be approximately US $63,919 over 12 months in a model that assumed that all encounters received published Medicare FFS CPT reimbursement rates (published 2018 revenue rates for CPT codes 99212, 99213, 99214, and 99215 are US $45, 74, 109, and 148, respectively) [13]. In a pure value-based reimbursement model or a blended model with FFS, any positive impacts on diagnostic coding and quality of care would also be expected to increase revenue. As the clinical scope of SDM technology expands beyond CV domains, the extent of the SDM impact on a higher proportion of primary care visits could further enhance the SDM business case.

A number of factors limit the interpretation of the data we present here. First, the data were derived from a single care delivery system and should be replicated elsewhere and in larger studies. The SDM system we evaluated is now being used in many other care systems, which would enable such additional analyses. However, other SDM developers should consider assessing revenue impacts and the impact on physician productivity, such as the production of relative value units, which may vary according to payment models. Second, the value of the increased revenue is only justified by improved quality of clinical care delivered and improved clinical outcomes. Any increases in revenue from billing and coding changes due to the intervention would be in addition to what could be expected through higher incentive payments from better quality outcomes. We have shown in published clinical randomized trials that this SDM system improves clinical outcomes, but future investigations should jointly consider the clinical and economic impacts of SDM technology from the point of view of both the payer and the care delivery system. Third, we focused on encounters made by patients who had the potential for diabetes improvement or CV risk reduction at their clinic visit. It remains to be seen if similar findings would apply to other chronic disease conditions or different acute or preventive care needs. Our results relate to CPT coding practices in a care delivery system that provides close oversight and routine audits of clinician coding practices to ensure accuracy and avoid fraud. Coding practices, and thus the impact of SDM systems on coding practices, may vary across care delivery organizations. The data used to for this analysis were collected before the 2021 changes to the Center for Medicare and Medicaid Services (CMS) Physician Fee Schedule to “reflect a broader administration-wide strategy to create a health care system that results in better accessibility, quality, affordability, empowerment, and innovation” [41]. Further studies are needed to assess the SDM impact with these newest CMS changes that attempt to simplify billing and coding for office-based services and compensate physicians for additional time spent with patients. Lastly, there are SDM-related factors that could positively influence revenue generation in any of these models, but they must be considered in the context of implementation and maintenance costs of SDM systems and the costs of promoting treatments that may be more intensive.

Conclusions

This analysis demonstrates that use of an SDM system with proven clinical effectiveness was associated with significantly higher levels of CPT level of service 5 coding and with consistent but nonsignificant increases in ICD-10 coding at routine primary care encounters of patients with diabetes and uncontrolled cardiometabolic conditions. An appropriate shift in CPT coding was observed with a significantly increased proportion of encounters coded as high complexity for patients with poorly controlled diabetes and tobacco dependence. The study provides novel and important information that may inform the business decisions related to implementation of SDM technology to improve quality of care for targeted conditions.
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Abstract

Background: Mobile technologies are being increasingly developed to support the practice of medicine, nursing, and public health, including HIV testing and prevention. Chatbots using artificial intelligence (AI) are novel mobile health strategies that can promote HIV testing and prevention among men who have sex with men (MSM) in Malaysia, a hard-to-reach population at elevated risk of HIV, yet little is known about the features that are important to this key population.

Objective: The aim of this study was to identify the barriers to and facilitators of Malaysian MSM’s acceptance of an AI chatbot designed to assist in HIV testing and prevention in relation to its perceived benefits, limitations, and preferred features among potential users.

Methods: We conducted 5 structured web-based focus group interviews with 31 MSM in Malaysia between July 2021 and September 2021. The interviews were first recorded, transcribed, coded, and thematically analyzed using NVivo (version 9; QSR International). Subsequently, the unified theory of acceptance and use of technology was used to guide data analysis to map emerging themes related to the barriers to and facilitators of chatbot acceptance onto its 4 domains: performance expectancy, effort expectancy, facilitating conditions, and social influence.

Results: Multiple barriers and facilitators influencing MSM’s acceptance of an AI chatbot were identified for each domain. Performance expectancy (ie, the perceived usefulness of the AI chatbot) was influenced by MSM’s concerns about the AI chatbot’s ability to deliver accurate information, its effectiveness in information dissemination and problem-solving, and its ability to provide emotional support and raise health awareness. Convenience, cost, and technical errors influenced the AI chatbot’s effort expectancy (ie, the perceived ease of use). Efficient linkage to health care professionals and HIV self-testing was reported as a facilitating condition of MSM’s receptiveness to using an AI chatbot to access HIV testing. Participants stated that social influence (ie, sociopolitical climate) factors influencing the acceptance of mobile technology that addressed HIV in Malaysia included privacy concerns, pervasive stigma against homosexuality, and the criminalization of same-sex sexual behaviors. Key design strategies that could enhance MSM’s acceptance of an HIV prevention AI chatbot included an anonymous user setting; embedding
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the chatbot in MSM-friendly web-based platforms; and providing user-guiding questions and options related to HIV testing, prevention, and treatment.

**Conclusions:** This study provides important insights into key features and potential implementation strategies central to designing an AI chatbot as a culturally sensitive digital health tool to prevent stigmatized health conditions in vulnerable and systematically marginalized populations. Such features not only are crucial to designing effective user-centered and culturally situated mobile health interventions for MSM in Malaysia but also illuminate the importance of incorporating social stigma considerations into health technology implementation strategies.

**(JMIR Form Res 2022;6(10):e42055)** doi:10.2196/42055
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**Introduction**

**Background**

During the past 3 decades, great progress has been made worldwide in HIV prevention, including HIV testing. However, the HIV epidemic in key populations such as men who have sex with men (MSM) continues to grow worldwide in the setting of stigma and discrimination [1]. Malaysia has one of the fastest-growing HIV epidemics among MSM in Southeast Asia [2]. Surveillance data in 2019 suggest that over 1 in 5 (21.6%) MSM in Malaysia live with HIV [3]. HIV testing guidelines recommend high-risk MSM to be tested every 3 to 6 months [4,5]. However, MSM do not get tested optimally, with only 70.3% having ever been tested, 40.9% having been tested in the past year, and only 9.5% being tested more than once annually [6,7]. Moreover, in 2019, only 3% of MSM in Malaysia had adequate knowledge of HIV prevention, and only 36.7% reported ever having received HIV prevention services [3]. The low testing rates and inadequate prevention efforts are associated with high levels of stigma and discrimination against MSM, which are perpetuated in Malaysia, where same-sex sexual behaviors are criminalized by both secular and Shariah law [8]. To access HIV testing and prevention services, MSM in Malaysia must navigate individual and systemic barriers that perpetuate stigma and discrimination. Previous research has associated the heightened HIV burden among MSM in Malaysia with both etiological factors such as substance use during sexual encounters [9], which is linked to higher HIV transmission rates [10], and social factors such as perception of social stigma of pre-exposure prophylaxis use to prevent HIV [11], anxiety and fear for safety following the arrest of HIV prevention workers under legislation that codified sexual practices with persons of the same sex as criminal and unnatural [12], and health care workers’ discriminatory intentions against MSM [13]. Mobile health (mHealth) strategies that use theory-guided behavior change interventions and address both individual and systematic health care challenges have the potential to overcome multilevel barriers to HIV testing and prevention [14].

**mHealth and Chatbots**

Mobile technologies’ increasing global penetration and capacity for swift information delivery and retrieval make mHealth a promising tool for HIV intervention, which requires timely monitoring of disease development at the population level as well as early detection, effective prevention, and efficient diagnosis at the individual level. mHealth strategies involve several modalities, including apps that are installed on smartphones or chatbots that are embedded within existing apps or websites. Multiple studies have identified mHealth as an effective means of facilitating HIV testing and prevention. For example, the HIVsMart app showed high efficacy in detecting new HIV infections and increasing self-test referrals [15]. A recent randomized controlled trial of an app intervention for increasing access to HIV testing and care among young cisgender men and transgender women highlighted the capacity of mHealth technologies for effective HIV prevention and real-time intervention delivery [16]. A meta-analysis of 41 studies evaluating 28 evidence-based mHealth interventions to support HIV self-management further revealed that mHealth interventions significantly improved individual-level medication adherence, mental health, and social support [17]. Despite the ample literature on the effectiveness of mHealth interventions, these studies have primarily involved apps, and chatbots are absent from HIV testing and prevention strategies.

Chatbots have the potential to create new opportunities to promote HIV testing and prevention. Chatbots are software-based programs that imitate human conversational agents to interact with users [18]. Users often converse with a chatbot on mobile platforms such as phones, laptops, websites, apps, and SMS text messaging, where the chatbot provides the information and solutions demanded by users through text responses or other engaging formats such as pictures, videos, and audio. Following the advances in natural language processing (NLP) and artificial intelligence (AI), AI chatbots, broadly referring to computer programs with minimal design interfaces embedded with AI to simulate conversation with human users, have been developed as mHealth strategies to support patient care and identified as an effective intervention for increasing health information delivery and promoting physical activity and a healthy diet [19]. A 2021 systematic review of the application of AI chatbots in health care and oncology accentuated the potential of integrating AI chatbots into clinical practice to reduce costs, improve patient outcomes, and enhance health practitioners’ work efficiencies [20]. Another recent review on the application of AI chatbots in digital mental health care suggested that, given AI chatbots’ unique ability to learn from and interface with patients, understanding the individual and contextual factors that might affect the impact
of AI chatbots was particularly significant compared with conventional mHealth interventions [21]. Our study echoes this concern and aims to expand the understanding of AI chatbots’ health care application by demonstrating how individual and social factors are intricately linked to the mechanisms that affect people’s acceptance of AI chatbots as digital health interventions. Furthermore, in light of the onset of the COVID-19 pandemic, a recent review examined 61 chatbots used for pandemic public health response in 30 countries and highlighted chatbots’ “scalability, wide accessibility, ease of use, and fast information dissemination” as prominent features that served the interest of public health while calling for discussions on sophisticated chatbot design synergies [22]. In this study, we hope to deepen people’s understanding of AI chatbot design by illuminating user-centered features informed by multifaceted facilitators of and barriers to AI chatbot acceptance.

Although existing studies on the use of AI chatbots to improve health care outcomes encourage continuous investigation into the adoption of this technology, systematic discussions on contextual adaptations of AI chatbots to suit the unique dynamics of different populations, sociocultural contexts, and targeted health conditions remain scant. For example, a year-long prospective study of conversations between patients with breast cancer and an AI chatbot demonstrated the efficacy of using the chatbot to increase patients’ knowledge of breast cancer, medication adherence, and satisfaction with health care support [23]. Specifically, this study highlighted patients’ willingness to communicate sensitive and intimate information, such as their experiences of sexuality, with the AI chatbot, but whether patients’ perception of cancer-related social stigma existed or affected chatbot acceptance remained unexplored [23]. When adapting an AI chatbot to different health conditions and target populations in different sociocultural contexts, the same level of acceptance should not be assumed ubiquitously without deliberating the cultural and disease contexts in which an AI chatbot might receive sensitive personal information. Whether the same level of willingness can be found among stigmatized populations who are subjected to potential negative sociopolitical consequences because of disclosures of sensitive personal information, exemplified by the MSM population in Malaysia, remains to be investigated. Thus, this study heeds the significance of cross-cultural technology adoption and situates the examination of AI chatbot acceptance in the careful consideration of person-disease-context dynamics among MSM in Malaysia. Another study examined the acceptance of using a tuberculosis prevention AI chatbot among people who were vulnerable to tuberculosis in South Korea and found that the chatbot facilitated the dissemination of desired tuberculosis care information to at-risk populations [24]. Although the researchers acknowledged the stigmatization of tuberculosis in South Korea, the interrogation of health stigma remained outside the systematic consideration of how multilevel social influence could affect technology acceptance [24]. Therefore, we hope to incorporate systemic stigma into the discourse of social influence that affects technology acceptance, highlighting the interconnection among AI chatbot acceptance, individual needs, and macrosocial determinants of health.

**Purposes of the Study**

To develop culturally tailored AI chatbots to promote HIV testing and prevention among MSM in Malaysia, researchers must identify the facilitators and barriers of chatbots among MSM and features that would promote acceptance. Such findings can play a critical role in informing and optimizing the design of the AI chatbot that is currently being developed, which may in turn influence its uptake and use [25]. Overall, this study aimed to increase our understanding of developing culturally tailored AI chatbots as mHealth interventions in a discriminatory environment against MSM and lay the groundwork for the future development, implementation, and scale-up of an MSM-friendly AI chatbot in Malaysia to improve HIV testing and use of prevention services. Specifically, we explored what influenced MSM’s acceptance of an AI chatbot designed to promote HIV testing and prevention using the unified theory of acceptance and use of technology (UTAUT).

**Conceptual Framework for Analysis**

The UTAUT was used to guide the analysis of MSM’s acceptance of AI chatbots designed to promote HIV testing and prevention in Malaysia. The UTAUT is an extension of the technology acceptance model (TAM) that is commonly used to evaluate factors predicting people’s acceptance of new technologies. The TAM involves 2 constructs—perceived usefulness and perceived ease of use—as the primary predictors of users’ acceptance of new technologies [26]. The TAM was later expanded to the UTAUT, which includes (1) performance expectancy (perceived usefulness), (2) effort expectancy (perceived ease of use), (3) social influence, and (4) facilitating conditions as empirically proven predictors of technology acceptance and use intention [27].

The UTAUT was used as the analytical framework for 3 reasons. First, we hoped to use the insights learned from this study to guide the design of an HIV prevention AI chatbot. The UTAUT’s emphasis on users’ perception of what makes a technological tool useful rather than what is assumed to be useful by researchers and product designers would allow us to design the AI chatbot from a user-centered perspective. Second, it was important to use a validated framework such as the UTAUT, which has predictive value for identifying effective users’ acceptance of technology [28-33]. Third, although perceived self-efficacy, facilitating conditions, and system quality have been added to the UTAUT in evaluating health care technologies [34], there has been little investigation regarding the application of the UTAUT in HIV-specific health technology within cultural settings where stigma against HIV and MSM is pervasive. The standard definition of social influence in the UTAUT highlights an individual’s family’s, peers’, and friends’ influence on the individual’s technology acceptance and behavioral intention [27] rather than the influence of macro sociocultural determinants. Given the prevalent antihomosexuality sentiment and the heightened stigma toward HIV-infected MSM in Malaysia, we sought to provide insights into the adaptation of the UTAUT in assessing culturally specific and HIV-specific mHealth acceptance by incorporating stigma into the domain of social influence in the current model.
Methods

Eligibility Criteria

The inclusion criteria for the participants were as follows: (1) being cisgender men, (2) being aged ≥18 years, self-reporting (3) condomless sex with another man in the past 6 months and (4) HIV-negative or unknown status, and (5) speaking Bahasa Malaysia or English.

Recruitment

Figure 1 depicts findings from the recruitment strategy. The study setting was Malaysia, and the target population was MSM.

Figure 1. The screening process for research participants.

- Assessed for eligibility (N=225)
- Did not complete the screening questions (n=88)
- Completed the screener (n=137)
- Did not meet the eligibility criteria (n=66)
- Eligible for participation (n=71)
- Did not agree to participate in the interview (n=40)
- Agreed to participate (n=31)

Procedures for the Focus Group Interviews

After obtaining informed consent, eligible participants were assigned to different groups based on their available times. The focus group interviews were conducted using Zoom (Zoom Video Communications). To ensure anonymity, the participants were instructed to set their preferences for their name (pseudonym) and video use. An experienced qualitative interviewer (JAW) with expertise in HIV prevention with MSM in Malaysia led all the interviews with other members of the research team to observe and record them. A total of 5 focus group interviews (range 5-9 participants each) were conducted using a semistructured interview guide (Multimedia Appendix 1) between July 2021 and September 2021. The interview guide was developed by adapting the evidence-based 5-phase process by Kallio et al [35]. First, we identified the prerequisite for using focus group discussions by assigning user technology acceptance and perception as the predetermined thematic concerns of our interviews. Second, informed by the purpose of formulative evaluation and previous literature, we decided on our 3 main topics for discussion. Topic 1: attitude toward HIV testing aimed to generate insight into the health behavior change targeted by chatbot interventions. Topic 2: chatbot focused on participants’ perceptions of the technology of interest. Topic 3: social networking app hoped to elicit user-centered suggestions regarding the platforms that should host MSM-friendly HIV prevention chatbots in response to the increasing mobilization of social media in the digital health industry [36]. Third, we formulated the interview guide by ensuring that the 3 topics proceeded logically from general to more specific questions, leaving room for interviewers to probe unanticipated but relevant issues raised during the discussion [37]. Fourth, we pilot-tested the guide among research team members not involved in the development of the interview guide. Finally, we presented the complete guide to the entire research team for approval.

During the focus group discussion, participants first watched an introductory video (90 seconds) about AI chatbots and how they worked, followed by open-ended questions regarding the facilitators and barriers associated with using an AI chatbot to promote HIV testing and prevention. Sample questions included “What do you think would be helpful for AI-chatbots to promote HIV testing?” and “Where would you expect to find an AI-chatbot designed to promote HIV testing and prevention?” Themes identified during the interviews were probed for further details as they emerged. Each group interview lasted 85 minutes on average (SD 5; range 81-94 minutes).

Analysis

Descriptive statistics were calculated using SAS (version 9.4; SAS Institute) to summarize participants’ demographic characteristics; HIV prevention practices; and self-reported measures of substance use, depression, and social media use characteristics. The interviews were recorded, transcribed verbatim, and analyzed using thematic analysis. Emerging themes were mapped onto the 4 constructs of the UTAUT. Thematic coding was conducted using NVivo (version 9; QSR International) by 4 researchers (ZN, MAAH, WMI, and VT) who independently completed the initial round of coding. Each coder identified the patterns and themes that emerged from the findings regarding the benefits, concerns, and desirable features of the chatbot.
associated with using a chatbot for HIV testing and prevention. All coders collaboratively discussed their findings, resolved any discrepancies, and achieved saturation when no new themes were identified. The first author (MP) reviewed all the findings; identified similarities, differences, and redundancies among each coder’s findings; and organized the themes and illustrative quotations according to the four constructs of the UTAUT (Figure 2): (1) performance expectancy (ie, perceived usefulness), (2) effort expectancy (ie, perceived ease of use), (3) facilitating conditions, and (4) social influence. Later, a retrospective assessment of thematic saturation was conducted by the 4 coders by comparing the study findings with the themes in the System Usability Scale, a simple, 10-item attitude Likert scale that provides a global view of subjective assessments of usability [17]. We compared the findings with the System Usability Scale as it is a reliable and validated tool evaluating a wide range of technical themes, including a new technology’s use frequency, complexity, technical issues, integration of various functions, and inconsistency. Any new themes appearing in the System Usability Scale were double-checked by the 4 coders in the transcripts to ensure that our results were comprehensive enough to guide a wide variety of mHealth interventions and products. To increase reliability, themes were reviewed after coding, where the final coded themes were returned to 6 interviewees for accuracy check and to identify if there were any discrepancies between our interpretations and their intended opinions. All participants concurred with our findings.

Figure 2. Summary of contextualized definitions of key terms. AI: artificial intelligence.

Performance expectancy  
Whether one perceives an AI chatbot to be useful in promoting HIV testing and prevention (perceived usefulness)

Effort expectancy  
Whether one believes that using an AI chatbot would be easy, low-effort, or free from effort (perceived ease of use)

Facilitating conditions  
Whether one believes that institutional, organizational, or technical infrastructure exists to support using an AI chatbot for HIV testing and prevention

Social influence  
Systematic sociocultural factors that might facilitate or impede the use of an AI chatbot
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Results
Overview
Participants’ demographic characteristics are presented in Table 1. The mean age of the participants was 30.6 (SD 6.4) years, and they encompassed 4 ethnic groups: Malay (12/31, 39%), Chinese (16/31, 52%), Indian (1/31, 3%), and mixed (2/31, 6%). Among all participants, 48% (15/31) had never taken pre-exposure prophylaxis; 23% (7/31) had not been tested for HIV in the past 6 months; and 32% (10/31) had a PHQ-2 score >3, indicating a likelihood of depressive disorder. Overall, most participants responded positively to using an AI chatbot for HIV testing and prevention. Multimedia Appendix 2 summarizes the key themes identified according to the 4 domains of the UTAUT with illustrative quotations. Figure 3 presents MSM’s preferred features of the AI chatbot suggested by the participants.
Table 1. Participant characteristics (N=31).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.6 (6.4)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Malay</td>
<td>12 (39)</td>
</tr>
<tr>
<td>Chinese</td>
<td>16 (52)</td>
</tr>
<tr>
<td>Indian</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Mixed</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Had been tested for HIV, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>In the last 3 months</td>
<td>12 (39)</td>
</tr>
<tr>
<td>In the last 4 to 6 months</td>
<td>12 (39)</td>
</tr>
<tr>
<td>In the last 7 to 9 months</td>
<td>2 (6)</td>
</tr>
<tr>
<td>In the last 10 to 12 months</td>
<td>5 (16)</td>
</tr>
<tr>
<td><strong>Had ever taken PrEP</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (52)</td>
</tr>
<tr>
<td>No</td>
<td>15 (48)</td>
</tr>
<tr>
<td><strong>Any drug use (past 6 months), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (23)</td>
</tr>
<tr>
<td>No</td>
<td>24 (77)</td>
</tr>
<tr>
<td><strong>Substance used (past 6 months), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>11 (35)</td>
</tr>
<tr>
<td>Crystal methamphetamine</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Gamma hydroxybutyrate</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Cigarettes</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Other drugs</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>PHQ-2 score, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;3</td>
<td>21 (68)</td>
</tr>
<tr>
<td>≥3</td>
<td>10 (32)</td>
</tr>
<tr>
<td><strong>Smartphone system, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>15 (48)</td>
</tr>
<tr>
<td>iOS</td>
<td>16 (52)</td>
</tr>
<tr>
<td><strong>App used, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>29 (94)</td>
</tr>
<tr>
<td>Facebook</td>
<td>25 (81)</td>
</tr>
<tr>
<td>Instagram</td>
<td>27 (87)</td>
</tr>
<tr>
<td>Telegram</td>
<td>19 (61)</td>
</tr>
<tr>
<td>Grindr</td>
<td>15 (48)</td>
</tr>
<tr>
<td>Twitter</td>
<td>24 (77)</td>
</tr>
<tr>
<td>Blued</td>
<td>6 (19)</td>
</tr>
<tr>
<td>WeChat</td>
<td>8 (26)</td>
</tr>
</tbody>
</table>
Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discord</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Jack’d</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Scruff</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

\(^a\)PrEP: pre-exposure prophylaxis.

\(^b\)Some participants used multiple drugs.

\(^c\)PHQ-2: Patient Health Questionnaire-2.

\(^d\)The PHQ-2 was used to screen for depression. Major depression was likely when the score was ≥3.

\(^e\)Some participants used multiple apps.

Figure 3. Helpful features for an HIV prevention artificial intelligence (AI) chatbot suggested by the participants. MSM: men who have sex with men; Q&A: question and answer.

Performance Expectancy

**Overall Perception**

Participants reported both positive and negative perceptions regarding AI chatbots’ performance expectancy. They indicated that an AI chatbot’s ability to disseminate valuable information, solve routine questions, and raise HIV prevention awareness positively affected whether they perceived the AI chatbot to be useful. They also described concerns with information accuracy and skepticism of AI chatbots’ ability to provide emotional support and solve complex problems as the primary factors undermining performance expectancy.

**Contributors to Positive Performance Expectancy**

An AI chatbot’s capacity for information dissemination was a major contributor to positive performance expectancy. In total, 13% (4/31) of the participants explained that they perceived AI chatbots as useful “one-stop centers” for information with a simple user interface. A participant further elaborated on the relative advantage of using an AI chatbot to obtain information on HIV testing and prevention compared with canvassing multiple available sources and web-based platforms, which he described as a major obstacle to “getting tested often.” Another participant highlighted his perception of using an AI chatbot as a reliable source of information, stating that, compared with humans who might conceal information or twist facts, he perceived the information provided by AI chatbots as “factual” and more credible. Information regarding HIV awareness was also discussed. “Chatbot will be good for awareness purposes,” as one participant stated regarding AI chatbots’ usefulness in raising awareness for HIV testing and prevention. Nonetheless, another participant voiced skepticism, questioning that “how can chat robot send [relevant information to increase] awareness to the user?” In total, 13% (4/31) of the participants described that an AI chatbot was useful for providing solutions to users’ routine questions regarding HIV. A participant emphasized that “[i]t’s just a simple question, I believe the chatbot can help.” For instance, another participant stated the following:

...some people will ask simple questions like “where could I get tested” and the chatbot can totally help that by giving template answers.

**Major Concerns**

Despite some participants favoring AI chatbots as credible sources of information, a perceived lack of information accuracy and trustworthiness was reported by some as the primary reason that would hinder them from using AI chatbots. Specifically,
with regard to obtaining information on HIV self-testing kits from AI chatbots, a participant commented the following:

*I don’t know if I can trust those...products are working or not.*

An overwhelming concern regarding AI chatbots’ ability to provide emotional support and a personal touch to health care was reported by 19% (6/31) of the participants. As participants stated, because of chatbots’ robotic nature, they “are not human alike,” “will reply [to the user] in really regulated answers,” and “there’s no replacing the human element, especially for those first-timers [in HIV-testing].” A total of 10% (3/31) of the participants emphasized the importance of human touch, reiterating their preference for in-person health care services. For example, regarding the preference for HIV service modality, a participant commented the following:

*...at the end of the day, I think that most of them...wanted to reach out to talk to someone in person.*

The same sentiment was echoed by another participant, who highlighted the following:

*...sometimes you need another person in the same room offering you comfort and additional advice and support on what can be done and what needs to be done.*

Participants’ perception of an AI chatbot’s ability to solve complex health problems was another major source of negative performance expectancy. A total of 19% (6/31) of the participants perceived using a chatbot as sometimes frustrating and limited in providing useful solutions to users’ complex questions and concerns. A participant elaborated that, in their previous experience using a chatbot, “it keeps being repetitive about the same kind of solution that I don’t need.” Another participant echoed the concern, stating the following:

*[Chatbots] always go back to the same question that cannot get my question answered so sometimes it’s very frustrating.*

Some participants also highlighted their desire to interact with a real person. As a participant claimed, “if it’s [the question] too complex, then I will prefer a human interaction.” Among the concerned participants, one nevertheless mentioned that, for complicated questions, a chatbot could be useful in “filtering and narrowing down those inquiries.”

**Relevant Features Suggested by Participants**

In total, 10% (3/31) of the participants further discussed the features that they perceived to be critical in improving an AI chatbot’s performance and usefulness. A participant suggested that the AI chatbot should provide educational information on safe sex, such as information on “chemsex,” defined as “the use of methedrone, crystal methamphetamine and gamma hydroxybutyrate/butryolactone (GHB/GBL) to enable, enhance and prolong sexual interactions” [38], and “what to expect when they’re going to try [chemsex].” Another participant suggested having real-time human representatives to whom the chatbot could direct users when their questions could not be adequately answered by the chatbot. He elaborated the following:

*...the chatbot cannot cater for every query or question that asked by the human, so I think it’s good to have a counselor as to fulfill the other questions that’s not being listed in the chatbot.*

To increase reliability, the final coded themes were returned to 19% (6/31) of the interviewees for accuracy check. All participants agreed on our findings, and 33% (2/6) provided valuable feedback worthy of mention. They pointed out that AI chatbots needed to be able to provide information in a neutral tone and should not strive to be or pretend to be humans, although being able to converse smoothly was important.

**Effort Expectancy**

**Overall Perception**

The participants reported both positive and negative perceptions regarding effort expectancy. The predominantly positive effort expectancy was associated with the convenience of using a chatbot. Major concerns included costs, technical difficulties, and the level of technical literacy required when using a chatbot.

**Positive Contributors to Low Effort Expectancy**

Many participants expressed favorable attitudes toward the convenience and ease of using a chatbot. A participant stated the following:

*...in terms of convenience, I think it [an AI-chatbot] is brilliant, especially if you are planning to, you know, introduce it to the MSM community.*

The participants perceived AI chatbots as convenient tools, specifically for their 24/7 availability and their ability to provide immediate responses. Compared with human agents, from whom one “might have to wait for a reply,” participants perceived an AI chatbot to be a more readily available source of help. A participant described the following:

*I think the reason why I said [it is] convenient [is] because usually with chatbots you get your answer almost immediately.*

Similarly, another participant elaborated the following:

*...it’s just great because this hunting thoughts of whether you need to be checked up or not tends to come late at night when no personnel are actually available for you to speak to.*

Overall, low effort and ease of use were reported as the major contributors to positive effort expectancy and, consequently, the facilitators of participants’ acceptance of AI chatbots designed to promote HIV testing and prevention.

**Major Concerns**

Positive perceptions aside, some participants spoke about the potential cost, technical difficulties, and required technical literacy when using AI chatbots as sources of negative effort expectancy. A participant speculated that using an AI chatbot would be costly, maintaining that “I think it’s going to be expensive, and I do not think that we should invest on it.” Another perceived obstacle to AI chatbots’ ease of use was the risk of technical breakdowns. In total, 6% (2/31) of the
participants reported the same concern, one stating the following:

...sometimes it will break down. Then you have to do it again and again and again and again, and will be frustrated.

The other participant expressed similar frustration with the following:

...[imagine] your first attempt to just get HIV treatment...or PrEP...then suddenly a technical issue arises.

The participants generally perceived AI chatbots as high-technology products, prompting 6% (2/31) of the participants to express concerns regarding the difficulty of navigating an AI chatbot for the older population. A participant conjectured that more effort would be required from older users who might not be technologically savvy, stating the following:

...the younger generation definitely will find it easier to adapt...and as for the older generation...they still need to have someone to consult.

The other participant raised the same concern, reiterating the potential difficulty to use an AI chatbot for HIV testing and prevention among the older generation when “things start too complicated.”

**Relevant Features Suggested by Participants**

In terms of helpful features that could reduce use effort, some participants suggested that an AI chatbot should be designed to generate fast and seamless responses with guiding questions and options. A participant also envisioned that automatic information reminders on how to conduct HIV self-testing and notifications on progress throughout the testing process could enhance the AI chatbot’s ease of use. For example, he stated the following:

...you just need to enter something, [the chatbot will] give you the information and [to] book your parcel and to collect your parcel from the office.

**Facilitating Conditions**

Themes regarding both external and internal facilitating conditions emerged from participants’ responses. External facilitating conditions pertained to the overall HIV virtual care infrastructure, whereas internal facilitating conditions included the users’ attitudes toward HIV self-testing. Efficient linkage between users and health care professionals was a major external facilitating condition associated with the participants’ acceptance of the AI chatbot. If an individual believed that there would be an integrated HIV telemedicine infrastructure and an effective channel of information relay established between the AI chatbot and health care services, they would be more inclined to use the chatbot. A participant added that the automated linkage to health care and physician referral from an AI chatbot would encourage chatbot use because the referral process would make them feel more comfortable compared with going straight to a clinical setting as the chatbot would have mentally prepared them to consult health care professionals. They stated the following:

I would feel much more comfortable because the barrier is already broken when I checked with a chatbot, then I already let my guard down, then when it comes to the real person that can consult, then you feel much more open.

Participants’ attitudes toward self-testing were an important internal facilitating condition. On the one hand, most participants claimed that they would be encouraged to use an AI chatbot that could link them to HIV self-testing kits as they viewed HIV self-testing kits as a proprivacy, quick, and convenient testing method to learn their HIV status. By contrast, lack of self-testing awareness would undermine the incentives to use such a chatbot. As a participant reported, “we know that not everyone is aware of the self-testing kit,” and some participants “personally never heard of a self-testing kit.” Moreover, potential users’ concerns about the accuracy and trustworthiness of HIV self-testing results could hamper the use of the AI chatbot to obtain HIV self-tests. As emphasized by a participant, he “would like to be assured by a professional that my test [result] is right.”

**Social Influence**

**Overview**

Our participants also reported sociocultural factors that would facilitate or impede their acceptance of an AI chatbot, including stigma, fear of discrimination, privacy concerns, and drug-related legal concerns. Many participants mentioned the discriminatory cultural climate against MSM and the HIV stigmatization targeted at MSM in Malaysia:

- HIV is still a taboo [in Malaysia]
- ...there is huge stigma on the subject. People don’t generally engage in the conversation about HIV.
- ...there are some judgments during those [HIV] checkups, and it deters me from any future visits.

As a result, participants perceived an AI chatbot as a helpful learning and service tool in an environment with discrimination and stigmatization, believing that self-testing facilitated by the AI chatbot could help MSM avoid stigma and discrimination and, thus, increase HIV testing rates.

On the issue of avoiding discrimination and stigmatization, 10% (3/31) of the participants discussed the issue of HIV testing privacy, emphasizing that an AI chatbot could be a helpful means to protect their identity and privacy compared with routine clinical testing, especially for people “not willing to be tested by professionals.” A participant elaborated the following:

...once told the nurse, the nurse told another nurse, and another nurse, and [eventually] everyone knew [I am] there for HIV testing.

The benefit of using an AI chatbot for HIV self-testing in terms of safeguarding MSM’s privacy was reiterated by another participant, who reported that he had to commute to another district far away from his current living address for HIV testing to protect his privacy. He stated the following:

I think a chatbot is very helpful because when I took my HIV test, I was not checking at my area. I live at
Principal Findings

In settings such as Malaysia, where same-sex sexual behaviors are illegal in secular and Shariah law, there are several key design and implementation factors that must be considered to improve the acceptability of AI chatbots that target HIV prevention in MSM. The UTAUT framework is an ideal heuristic for examining barriers and facilitators for new technologies; therefore, we analyzed the potential facilitators and barriers associated with MSM’s acceptance of AI chatbots aimed at promoting HIV testing and prevention based on the UTAUT, categorizing participants’ insights into performance expectancy, effort expectancy, facilitating conditions, and social influence. There were no additional or anomalous themes that stood incompatible or incongruent with the 4 aforementioned factors. The findings suggested that, with the right design, features, and platforms, the implementation of an AI chatbot to promote HIV testing and prevention could be acceptable to MSM, an at-risk population highly vulnerable to HIV infection in Malaysia.

The UTAUT states that positively perceived performance expectancy and perceived low effort to use facilitate use intention and technology acceptance [27]. On the basis of our results, an AI chatbot’s perceived usefulness and ease of use stem from its ability to disseminate valuable HIV-related information, provide easy answers to users’ questions, and raise HIV prevention awareness, and from its convenience and 24/7 availability. The participants placed a high value on an AI chatbot’s ability to operationalize these features. In light of participants’ opinions and direct feedback on preferred features, the design of an HIV prevention AI chatbot needs to (1) incorporate security and privacy settings and ensure anonymity to protect chatbot users; (2) have easily reachable human agents and a customer support section embedded in the AI chatbot interface; (3) have a learning center or information center embedded in the interface and consider a wide variety of educational, awareness-raising, and informative materials to be incorporated into the information center; (4) undergo meticulous model training to answer complex questions with high accuracy and clarity; (5) provide signposting questions to break down complex questions to facilitate complex problem-solving; (6) have a user-friendly and intuitive interface that does not undermine older users’ ability to navigate the AI chatbot; (7) provide a navigation manual or chatbot function tour for newly registered users; and (8) have an efficient and responsive technical support sector where technical issues can be reported and investigated 24/7. As demonstrated in previous applications of the UTAUT in assessing technology acceptance, performance expectancy and effort expectancy had a significant impact on use intention, although performance expectancy is often reported as a stronger factor [39-43]. Coupled with these findings, the qualitative insights obtained from this study further demonstrate the necessity to ensure and continuously enhance an HIV prevention AI chatbot’s user-centered designs grounded on users’ feedback on the chatbot’s performance and ease of use.

Findings from this study further expand the facilitating conditions that may encourage HIV prevention AI chatbot acceptance and use. Incorporating linkage to health care professionals and services should be considered in the design and implementation of the chatbot. Not only should an HIV prevention AI chatbot be designed as a one-stop center for information provision, but it should also be envisioned as a hub of health care connection that provides effective linkage and communication between health care consumers and health care providers. This finding accentuates the importance of sociocultural and systematic thinking in the design of digital health tools. Health care services should ideally be treated as an ecosystem rather than as separate localities of services where one service locale readily affects the acceptance and use of another. Eliciting participation from local HIV clinics, HIV testing sites, and HIV health care providers; incorporating them as part of an HIV prevention AI chatbot’s user-chatbot-provider ecosystem; and allowing the AI chatbot to readily transfer patient data upon request to health care services could prove crucial in improving the implementation outcomes of the chatbot, such as acceptability and sustainability.

It should also be noted that individual internal facilitating conditions, such as attitudes toward HIV self-testing, are
intricately shaped by external infrastructural conditions. If an AI chatbot intends to encourage HIV self-testing by linking users to HIV home testing services, the overall functionality of the self-testing service system and the information dissemination and educational infrastructure placed by HIV home test vendors would be a significant factor in shaping participants’ attitudes toward HIV self-testing and, consequently, their attitudes toward the acceptance of the HIV prevention chatbot. Therefore, the chatbot development team could reach out to HIV home test vendors to encourage educational campaigns regarding their products, with an emphasis on the efficacy, transparency, and limitations of their HIV home testing kits. To help shape users’ positive perception of self-testing, the AI chatbot could also incorporate a function that allows users to compare the quality of different self-testing kits, such as their price, sensitivity and specificity, positive and negative predictive values, and user reviews and satisfaction ratings. As Venkatesh et al [27] maintained, “facilitating conditions have a direct positive effect on intention to use.” As supported by a previous mixed methods study on the acceptance of an informational antituberculosis chatbot among South Korean adults, facilitating conditions, specifically “the extent to which users think organizational and technical infrastructure exists to support the use of antituberculosis chatbots,” showed a strong connection with the acceptance of the chatbot by patients with tuberculosis [24].

Given the findings of this study and the previous literature, the design of an HIV prevention AI chatbot should adopt systematic thinking by creating an efficacious user-centered chatbot HIV care service system and investing in improving facilitating conditions beyond focusing on the characteristics of the chatbot itself.

This study also provides insights into how social influence might affect the acceptance of an HIV prevention AI chatbot. Social influence is originally defined by Venkatesh et al [27] as “the degree to which an individual perceives that important others believe he or she should use the new system” in the UTAUT. The implication of this factor is that people’s behavior is affected by and adjusted to others’ perceptions of them. In this study, the definition of social influence goes beyond how one’s behavioral intention is directly affected by important others’ perceptions of them and focuses on how sociocultural climate and collective social perceptions, such as stigma, discrimination, and criminalization, affect individuals’ behavior. The interviews revealed that the anti–lesbian, gay, bisexual, and transgender and queer culture and the taboo around HIV in Malaysia shape MSM’s privacy concerns around HIV care and act as an impetus for MSM to resort to proprivacy technologies such as an HIV prevention AI chatbot, which would allow them to bypass human interaction in HIV testing and care services. Although previous studies attempting to empirically validate the UTAUT demonstrate that social influences have an inconsistent effect on technology acceptance across different settings [26], this study points to a new lens through which social influence can be examined. Instead of focusing purely on how individual behavior is affected by important others’ perceptions of them, macrolevel social influences, such as cultural stigma, discrimination, social inequality, health justice, and identity oppression, can be further investigated as potential variables of social influence and, thus, technology acceptance. The consideration of these systematic sociocultural factors could prove particularly salient for the design of mHealth interventions targeted at systematically disadvantaged at-risk populations who experience a high burden of social marginalization and health care inequality.

We offer 2 major suggestions for researchers worldwide when designing culturally tailored AI chatbots. First, the examination of the social determinants of the health outcome or disease that an AI chatbot aims to address should be an integral part of the design process. The understanding of the sociocultural mechanism that drives a specific population’s behaviors and attitudes toward a health condition and health care can be used to decide what health care stakeholders an AI chatbot should aspire to connect to effectively encourage health-promoting actions among targeted populations. Different levels of stakeholders that can be connected to form a user-centered AI health care ecosystem include users, families, friends, health care providers, community health workers, nonprofit organizations, governmental agencies, policy makers, researchers, and community support networks. Second, although upstream social determinants such as health policies, discrimination and sociocultural stigma, and systematic health care inequality cannot be single-handedly solved by one mHealth technology, features such as empathetic NLP and human custom support agent empathy training that could assuage users’ system-, stigma-, or discrimination-induced anxiety around a health condition can be incorporated into an AI chatbot to encourage positive attitudes toward health and care seeking. The latest publication by Rahmani et al [44] on a chatbot designed with artificial empathy features for weight management demonstrated the promising impact of empathetic NLP on engendering long-term behavior change and fostering emotional and social support. Thus, we recommend the incorporation of artificial empathy into the design of AI chatbots that target stigma-ridden and anxiety-inducing health conditions in high-risk populations. Efforts should also be dedicated to training culturally and socially tailored empathetic responses in AI chatbot NLPs rather than assuming one-response-fits-all empathetic languages. Empathy training for health care workers has been described as of “unquestionable importance” [45]. In the virtual space, an AI chatbot’s human support agents undertake the same tasks of user or patient communication and problem-solving as health care workers in the clinical setting. The final implementation and operationalization of the entire AI chatbot network, where the chatbot may refer users to human agents for further support, necessitates the consideration of empathy training not only within the chatbot programming but also within the human extension of the chatbot system. Anti-implicit bias training and compassionate care may be considered as part of the human support empathy training.

Finally, the UTAUT states that the effect of performance expectancy, effort expectancy, facilitating conditions, and social influence is “moderated by age, gender, experience and voluntariness of use” [27]. Although this study did not systematically explore the moderating effects of these factors, it indicated the potential disparity in the acceptance of an HIV prevention AI chatbot between younger and older users. The older population may expect a higher level of difficulty in using
the chatbot because of limited technological literacy. Future randomized controlled trials that examine the moderating effects of multi-sectional identities such as age, experience, socioeconomic background, and education level could prove valuable in demonstrating whether, given the same AI chatbot, use intention and acceptance of technology would differ among different populations.

Acceptability is a widely assessed implementation outcome, defined as the perception among implementation stakeholders that a given treatment, service, practice, or innovation is agreeable or satisfactory [46]. Both acceptance and acceptability were mentioned in this study, but the distinction between the 2 terms should be noted. We used acceptance as intended in the UTAUT, denoting users’ intentions to use a technology [27]. This study specifically investigated the potential barriers and facilitators associated with users’ intention to use AI chatbots for HIV testing and prevention. We used acceptability as intended in implementation science, denoting an implementation outcome [46]. Insights into what affects users’ acceptance were used to discuss the implications of this study on the implementation outcome of the chatbot.

Overall, the study’s findings illustrate the potential facilitators of and barriers to MSM’s acceptance of an AI chatbot as a means to promote HIV testing and prevention, which are classified according to the 4 constructs of the UTAUT. Insights related to performance expectancy, effort expectancy, facilitating conditions, and social influences all suggest that an HIV prevention AI chatbot could have high acceptance among MSM in Malaysia. Our evidence speaks to the imperative of using user-centered design to enhance AI chatbots’ convenience, availability, problem-solving capacity, and ability to provide valuable information and raise HIV prevention awareness. Conversely, negligence of these factors could impede user acceptance of the chatbot. Our findings also point to a greater chance of user acceptance if systematic and socioecological thinking is effectively incorporated into the design of AI chatbots, where linkage to health care services and vendor-consumer information dissemination are well supported by the functions and health care network incorporated into the chatbot. This study further provides hypotheses regarding the impact of health stigma and discrimination on HIV-related health technologies, which warrants further investigation and validation through randomized controlled trials and quantitative regression analysis. As the preimplementation formative research for an HIV prevention AI chatbot in Malaysia evolves, these insights will be used to inform the design of the AI chatbot and the testing, evaluation, and optimization of the implementation outcomes of the AI chatbot, such as appropriateness, feasibility, and sustainability, in the mid- and postimplementation stages of the AI chatbot development program.

Limitations

Although this study contributes important knowledge to the understanding of the use of AI chatbots as an HIV prevention strategy, the following limitations must be acknowledged. First, given the preimplementation phase and the explorative nature of this study, the findings neither statistically tested any hypothesis regarding user acceptance of AI chatbot technology nor confirmed the actual acceptability of an AI chatbot. Further quantitative or mixed methods research should be conducted to corroborate whether the reported factors are related to the actual acceptability and usability of an MSM-targeted AI chatbot in Malaysia. Second, all interviews were conducted in English, which may have limited the interpretation of the data. A large sample stratified by English and non-English speakers may reveal other facilitators and barriers associated with participants’ acceptance of an AI chatbot. Nevertheless, as the aim of this study was not to test a hypothesis but rather to generate in-depth insights, this sample would not undermine the significance or validity of the participants’ opinions [47]. Third, convenience sampling was used in the recruitment of interviewees. Although the recruited participants represented a wide range of demographic characteristics (shown in Table 1), thus mitigating the risk of overly narrow insights because of homogeneous population characteristics, random sampling could strengthen the study by incorporating a greater demographic diversity of participants, thus generating a greater breadth of insights. Furthermore, given the taboo culture around HIV and nonheterosexual orientation in Malaysia, participants might have withheld information regarding sensitive personal experiences and social issues regarding HIV care, which might otherwise provide more insights for this study. We also acknowledge the possibility of the misreporting of MSM identity among participants, although we believe this was highly improbable as participants voluntarily responded to our recruitment on social media and, in a sociopolitical environment that discriminates against MSM, the motivation to take on a false marginalized identity would be irrational. In addition, this study only obtained potential MSM users’ perspectives. An investigation of health care providers’ and other stakeholders’ perspectives, such as community health workers and local policy stakeholders, could have provided a richer understanding of what might encourage or discourage the acceptance and use of an AI chatbot in Malaysia. Further research is warranted in this regard.

Conclusions

In the absence of research that examines what influences the acceptance of AI chatbots as tools for HIV prevention in an anti–lesbian, gay, bisexual, transgender, and queer cultural setting, this study contributes to the understanding of what may affect users’ acceptance of AI chatbots designed to promote HIV testing and prevention in Malaysia. The results of this study present the perceived benefits and concerns of using an AI chatbot among MSM and apply the UTAUT framework to understand the acceptance of health technology used for the prevention of stigma-ridden diseases. Not only can these findings inform the future design of AI chatbots aimed at promoting HIV testing and prevention, but they also provide direction for the integration of health stigma into the UTAUT’s application in health technology settings.
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Abstract

Background: China, where half of the adult male population smoke tobacco, has one of the highest global burdens of smoking. Smoking rates are even higher among people with HIV. People with HIV can be affected by smoking in multiple ways, including more severe HIV-related symptoms and worse antiretroviral therapy treatment outcomes. However, smoking cessation services targeted for people with HIV are not routinely integrated into HIV care in China. Given the widespread mobile phone ownership, an exploration of factors related to smoking among people with HIV in China who smoke could inform the design and implementation of mobile smoking cessation interventions that target the needs of this vulnerable population.

Objective: This study aims to explore the perspectives of smoking, barriers and facilitators to quitting, and perceptions related to a smoking cessation intervention delivered through behavioral counseling sessions and brief daily messenger service (WeChat)–delivered messages.

Methods: We recruited people with HIV from the People’s 4th Hospital of Nanning, Guangxi, China, and conducted semistructured face-to-face interviews. All interviews were audio-recorded, transcribed verbatim in Chinese, and translated into English for data analysis. We conducted a thematic analysis using a codebook, which was guided by a team-based consensus approach to identify 5 main themes. We also explored themes according to the demographic groups.

Results: A total of 24 participants were enrolled in the study. The mean age was 37.2 (SD=13.5) years. The participants had lived with HIV for a mean of 2.4 years. The majority were male (18/24, 75%) and lived in urban or metropolitan settings (19/24, 79%). We identified five main themes: variable knowledge of the harms of smoking, both related and unrelated to HIV; willpower perceived as the primary quitting strategy; a duality of the effect of social factors on quitting; perceptions about optimal features of the smoking cessation intervention (eg, messages should be brief and most frequent during the first few weeks); and the largely negative impact of their HIV diagnosis on smoking behaviors. In addition, some themes differed according to participant demographic characteristics such as age, sex, and education level.

Conclusions: We identified barriers to and facilitators of smoking cessation among people with HIV in China by conducting semistructured qualitative interviews. Owing to the adverse impact of smoking on HIV outcomes, targeting cessation interventions...
to the unique needs and preferences of people with HIV in China may be needed to increase the effectiveness of future interventions. A pilot clinical trial will be conducted in the future to evaluate this behavioral counseling and brief daily messenger service (WeChat)–delivered messages approach among people with HIV who smoke in China.

**KEYWORDS**

mobile health; mHealth; China; smoking; smoking cessation; HIV; qualitative research; SMS text messages; WeChat

### Introduction

**Background**

Tobacco use is one of the most important preventable causes of premature death worldwide. In 2018, approximately 50.5% of adult males in China and 2.1% of adult females in China smoked cigarettes [1]. Smoking is more prevalent among people with HIV compared with the general population in China. For instance, a sample of males with HIV from Yunnan province in 2012 had a smoking prevalence of 92% [2]. In addition, the same sample showed that a majority (67.6%) of people with HIV who smoked in China were heavy smokers, smoking 20 cigarettes per day [2]. People with HIV are affected by tobacco in multiple ways: more severe HIV-related symptoms [2-4]; worse treatment outcomes, in part owing to lower antiretroviral therapy adherence [4]; and higher rates of tobacco-related comorbidities such as lung cancer, cervical cancer, and pulmonary disease [4,5]. In China, people with HIV who smoke experience high degrees of stigma, prejudice, and discrimination [6,7]. People with HIV who experience HIV stigma can have high psychosocial distress and low self-esteem and resilience [8]. To deal with HIV-related stigmatization and depression [9], both of which are highly prevalent among people with HIV and have adverse effects on HIV care engagement [10], they may choose to engage in smoking behavior as a coping strategy [8]. Owing to the harmful nature of smoking with negative implications on the course of HIV infection and success of treatment, targeted smoking cessation interventions are needed.

Although there is a large body of research on smoking cessation interventions for the general population [11,12], smoking cessation interventions specifically targeting people with HIV in China are lacking and have not been routinely integrated into clinical HIV services. This specific population has high motivation to engage in smoking cessation interventions to improve health outcomes [13,14]. A few studies have been published about smoking cessation efforts among people with HIV in China who smoke [13,14]; however, these studies are limited to cross-sectional surveys examining motivations for cessation, instead of evaluating cessation interventions [13,14]. An in-depth understanding of the factors related to smoking behaviors and preferences would present opportunities to design culturally targeted smoking cessation interventions for people with HIV who smoke in China.

Mobile phones are a widely used mode of delivery for behavioral interventions because they are readily accessible in many populations and have the potential for widespread use. In China, interventions using mobile technologies for smoking cessation such as SMS text messaging and mobile apps have demonstrated efficacy in smoking cessation [15,16]. In particular, in China, the WeChat messenger service platform has demonstrated efficacy in changing behaviors across a range of behaviors and health conditions [17-21], including among people with HIV for decreasing depressive symptoms and improving medication adherence [19,20].

**Objectives**

The goal of this study was to identify factors related to smoking and cessation among people with HIV in China who were current or former smokers and to explore their perspectives on how to modify a draft of Quit for Life, an 8-week intervention that combined 4 counseling sessions and brief daily messenger service (WeChat)–delivered messages. Quit for Life was based on a previous intervention, which consisted of cessation and nicotine replacement therapy (NRT) adherence counseling and did not include WeChat messages, tested among Chinese patients living in Hong Kong with erectile dysfunction in a randomized controlled trial conducted from 2004 to 2007. The previous intervention was shown to be effective; the intervention group participants were more likely to quit smoking compared with the control group [22]. On the basis of these efficacy findings, we selected this intervention and decided to boost its potential effectiveness and reach with mobile technology (ie, WeChat messaging). We focused on exploring participants’ perspectives on the new component of the intervention (ie, WeChat messaging) and how to modify all intervention content for people with HIV.

### Methods

**Study Setting and Recruitment**

The study was conducted at the People’s 4th Hospital of Nanning, Guangxi, China. The Guangxi Zhuang Autonomous Region (Guangxi) is located in the southwest region of China. From 2013 to 2015, HIV prevalence in Guangxi increased from 6.6% to 11.2% [23]. In 2018, Guangxi reported more than 50,000 HIV cases in 1 year, ranking it third for the highest number of HIV cases among all provinces in China [24]. From 2003 onward, the Chinese government started providing HIV prevention services and free antiretroviral therapy to encourage individuals to participate in screening and treatment [24]. People’s 4th Hospital of Nanning is the only grade A (the highest classification) tertiary hospital (comprehensive referral hospitals) in Nanning city.

To recruit participants, research assistants contacted individuals who received HIV treatment at the outpatient HIV clinic or who were hospitalized in 2021. The eligibility criteria were as follows: aged ≥21 years, HIV seropositive, current or former smokers, receiving antiretroviral therapy, receiving HIV care at the clinic at the 4th People’s Hospital of Nanning, and
speaking Mandarin Chinese. Exclusion criteria were as follows: any serious health problems that preclude participation, only smoke tobacco products other than cigarettes (ie, cigars and electronic devices), or inability to give consent.

Data Collection
A graduate student interviewer, trained by an investigator on the Guangxi Medical University team experienced with qualitative methods, conducted all interviews face-to-face in Mandarin Chinese. A health care provider from the HIV clinic (ie, physicians and nurse practitioners) was present during the interview and answered the participants’ medical questions, if any. All interviews were audio-recorded. Before the interview, the interviewer administered a survey assessing demographic information such as age, sex, ethnicity, education level, current smoking behaviors, and HIV status (self-reported diagnosis, diagnosis and time since diagnosis were later verified in the health record). The interviewer then conducted the interview following a semistructured guide with open-ended questions (Multimedia Appendix 1) consisting of the following topics: smoking patterns and motivations; knowledge of general health impacts of smoking, second-hand and third-hand smoke, and e-cigarettes; knowledge of the impact of smoking on HIV and disease prognosis; and experiences with previous attempts to quit and perceived facilitators and barriers to quitting. The interviewer briefly described the draft Quit for Life intervention, including reading 4 sample WeChat messages, and then explored preferences for delivery modality, duration of contact, frequency of contact, and desired content. Finally, participants had the opportunity to provide additional comments. Participants received compensation (equivalent to US $15) for completing the onetime interview.

Data Analysis
The research team entered participants’ demographic information using the Research Electronic Data Capture tools (Vanderbilt University) hosted at Boston University [25]. We computed the frequencies of demographic variables to characterize the study sample. Investigators from China transcribed the interview recordings verbatim in Mandarin, and a bilingual second research assistant who is a native Mandarin speaker then translated the transcriptions into English. The research team in China reviewed the transcripts for validation purposes. All data analyses were performed using the final set of English language transcripts. Using a thematic coding process [26], the bilingual research assistant systematically reviewed all transcripts, generated and refined the codes and subcodes. All transcripts were then coded using the final codebook, with NVivo version 12 (QSR International) as the data management platform. Two team members grouped the codes into themes. We then held 2 joint meetings with research team members from the Guangxi Medical University team in China (including the original interviewers) to collect their feedback about the themes and cultural context. During the joint meetings, we decided to explore demographic (age, sex, and education level) differences in our coding. As we did not address demographic differences directly in our interview guide, we categorized them as exploratory themes. At the end of this process, we developed a final version of the thematic categories.

Ethical Considerations
The ethics approval for this study was obtained from the institutional review boards of the Boston Medical Center (Institutional Review Board number: H-40111) and the Guangxi Medical University.

Results
Overview
A total of 24 participants were enrolled; the majority of participants were male (18/24, 75%) and from outpatient HIV units (19/24, 79%; Table 1). Interviews were conducted either individually (18 interviews) or in pairs (3 interviews). The average duration of the interviews was approximately 30 minutes. We identified 5 thematic categories (Table 2) and explored themes among demographic categories (Multimedia Appendix 2).
Table 1. Sociodemographic characteristics of smokers and former smokers with HIV in China participating in qualitative interviews (N=24).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.3 (13.5)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18 (75)</td>
</tr>
<tr>
<td>Female</td>
<td>6 (25)</td>
</tr>
<tr>
<td><strong>Education level</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary or lower</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Lower secondary</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Upper secondary</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Tertiary or higher</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Zhuang</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Married</td>
<td>9 (37)</td>
</tr>
<tr>
<td>Unmarried</td>
<td>11 (46)</td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>18 (75)</td>
</tr>
<tr>
<td>Former</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Smoking duration (years), mean (SD)</td>
<td>18.6 (13.6)</td>
</tr>
<tr>
<td>Smoking amount (cigarettes per day), mean (SD)</td>
<td>20.9 (15.4)</td>
</tr>
<tr>
<td>Duration of HIV diagnosis (years), mean (SD)</td>
<td>2.4 (2.7)</td>
</tr>
<tr>
<td>Duration of ART** (years), mean (SD)</td>
<td>2.1 (2.8)</td>
</tr>
</tbody>
</table>

*Primary or lower education level in China is equivalent to grades 6 or lower in the United States; lower secondary education level in China is equivalent to grades 7 to 9 in the United States; upper secondary education level in China is equivalent to high school grades 10 to 12 or vocational training in the United States; and tertiary education level in China includes junior college, undergraduate, and graduate school.

**ART**: antiretroviral therapy.
Table 2. Frequently noted themes with supporting codes and example quotations of smokers and former smokers with HIV in China.

<table>
<thead>
<tr>
<th>Theme and parent code</th>
<th>Subcode</th>
<th>Additional sub-code</th>
<th>Quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: Knowledge on the harms of smoking and personal risk perception</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>Source of knowledge</td>
<td>—</td>
<td>• “I watched TV ads saying that smoking is bad and harmful to your health.” [M&lt;sup&gt;b&lt;/sup&gt;, 37, C&lt;sup&gt;c&lt;/sup&gt;]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• “[I learned smoking would impact my health from] Science, doctors, and people in the society.” [M, 33, C]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Health effects</td>
<td>—</td>
<td>• “Every year when I do physical examination, my lungs appear to be influenced by smoking to some extent...” [M, 24, Q&lt;sup&gt;d&lt;/sup&gt;]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• “...I know it’s bad for health. But I don’t know the details on how and what exactly does it impact.” [F&lt;sup&gt;e&lt;/sup&gt;, 38, C]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Effects on HIV</td>
<td>—</td>
<td>• “I don’t think there’s a relationship between smoking and HIV infection. It may affect treatment.” [M, 48, Q]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• “There’s certainly a damage to the body, but I don’t know much about it.” [M, 25, C]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Second- and third-hand smoke</td>
<td>—</td>
<td>• “I know second-hand smoke, but not third-hand smoke.” [M, 46, C]</td>
</tr>
<tr>
<td>Barriers and motivators to quitting</td>
<td>Barriers to quit</td>
<td>Risk perception</td>
<td>• “...people say it’s carcinogenic and affects my lungs. However, since I’m smoking, I shouldn’t think of those things too much.” [M, 21, C]</td>
</tr>
<tr>
<td>Barriers and motivators to quitting</td>
<td>Daily stress</td>
<td>—</td>
<td>• “Yes, it is possible [to not relapse if there were no recent stress from work].” [M, 24, C]</td>
</tr>
<tr>
<td>Smoking behavior</td>
<td>Feelings associated with smoking</td>
<td>—</td>
<td>• “When I talk about happy things, I smoke more cigarettes than usual.” [M, 25, C]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• “I smoked more when I was moody or unhappy and smoked less when I had lighter moods. Having stress also made me smoke more.” [M, 71, Q]</td>
</tr>
<tr>
<td><strong>Theme 2: Willpower as a primary quitting strategy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategies</td>
<td>Willpower</td>
<td>—</td>
<td>• “…NRT&lt;sup&gt;f&lt;/sup&gt; or other medications are only facilitators. One’s own willpower is the most important and the most crucial.” [M, 46, C]</td>
</tr>
<tr>
<td>Strategies</td>
<td>Gradually decrease</td>
<td>—</td>
<td>• “I used to smoke, but it decreased slowly after I got sick, and then I really stopped smoking. When others give me cigarettes, I refused by saying I don’t smoke anymore. I tend to avoid occasion involving drinking and socializing as much as possible.” [M, 43, Q]</td>
</tr>
<tr>
<td>Strategies</td>
<td>Suddenly decrease</td>
<td>—</td>
<td>• “I think it’s useless to slowly reduce the amount. If you want to resist the craving, give it up all at once, and you’ll have better chance of quitting successfully.” [M, 48, Q]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Available cessation resources</td>
<td>—</td>
<td>• “If I’m sick and the doctor says I shouldn’t smoke or drink, then I won’t smoke.” [M, 21, C]</td>
</tr>
<tr>
<td>QFL&lt;sup&gt;g&lt;/sup&gt; intervention</td>
<td>Useful</td>
<td>Initial interest in joining</td>
<td>• “If I see it [smoking cessation counseling offered at outpatient clinic], I will go check it out and learn more about it.” [M, 29, C]</td>
</tr>
<tr>
<td>Quit attempts</td>
<td>Perceptions of cessation resources</td>
<td>Positive</td>
<td>• “It can be difficult to refrain from smoking without medications or other help.” [M, 37, C]</td>
</tr>
<tr>
<td>Quit attempts</td>
<td>Perceptions of cessation resources</td>
<td>Negative</td>
<td>• “No, there is no need [for other cessation resources]. I can rely on myself to quit.” [M, 30, C]</td>
</tr>
<tr>
<td>Additional concepts</td>
<td>E-cigarettes</td>
<td>Not useful</td>
<td>• “I smoked e-cigarettes and it was completely useless. So I shifted back to smoking cigarettes. After I tried smoking cessation, I smoked again and with greater quantity” [M, 48, Q]</td>
</tr>
</tbody>
</table>

---

<sup>a</sup> Knowledge Source of knowledge —

<sup>b</sup> Knowledge Health effects —

<sup>c</sup> Knowledge Effects on HIV —

<sup>d</sup> Knowledge Second- and third-hand smoke —

<sup>e</sup> Barriers and motivators to quitting Barriers to quit Risk perception —

<sup>f</sup> Barriers and motivators to quitting Daily stress —

<sup>g</sup> Smoking behavior Feelings associated with smoking —

<sup>h</sup> Strategies Willpower —

<sup>i</sup> Strategies Gradually decrease —

<sup>j</sup> Strategies Suddenly decrease —

<sup>k</sup> Knowledge Available cessation resources —

<sup>l</sup> QFL<sup>g</sup> intervention Useful Initial interest in joining —

<sup>m</sup> Quit attempts Perceptions of cessation resources Positive —

<sup>n</sup> Quit attempts Perceptions of cessation resources Negative —

<sup>o</sup> Additional concepts E-cigarettes Not useful —
<table>
<thead>
<tr>
<th>Theme and parent code</th>
<th>Subcode</th>
<th>Additional sub-code</th>
<th>Quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additional concepts</td>
<td>E-cigarettes</td>
<td>Useful</td>
<td>• “...I’ve used it [e-cigarettes] before. It can replace real cigarettes for a period of time.” [M, 24, C]</td>
</tr>
<tr>
<td>Theme 3: Duality of social factors</td>
<td>Smoking behavior</td>
<td>Reasons to start smoking</td>
<td>Curiosity</td>
</tr>
<tr>
<td></td>
<td>Smoking behavior</td>
<td>Reasons to start smoking</td>
<td>Social</td>
</tr>
<tr>
<td></td>
<td>Barriers and motivators to quitting</td>
<td>Barriers to quit</td>
<td>Social pressure</td>
</tr>
<tr>
<td></td>
<td>Smoking behavior</td>
<td>Patterns of smoking</td>
<td>With whom</td>
</tr>
<tr>
<td></td>
<td>Smoking behavior</td>
<td>Patterns of smoking</td>
<td>Setting</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Quit attempts</td>
<td>Details about attempts</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Barriers and motivators to quitting</td>
<td>Motivators to quit</td>
<td>Social support</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Barriers and motivators to quitting</td>
<td>Motivators to quit</td>
<td>Family pressure</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Barriers and motivators to quitting</td>
<td>Motivators to quit</td>
<td>Positive impacts on others</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Barriers and motivators to quitting</td>
<td>Motivators to quit</td>
<td>Social influence and stigma</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Second- and third-hand smoke</td>
<td>—</td>
<td>• “My family used to blame me for inhaling my second-hand smoke, but I can’t control it.” [M, 48, Q]</td>
</tr>
</tbody>
</table>

**Theme 4: Impact of HIV diagnosis**
### Quotations

**HIV diagnosis**

- "It probably does. I tried to control myself. After I was diagnosed with HIV, I did not touch a cigarette for at least two years. However, before Lunar New Year last year, I gradually started again. I smoked a little, then a little more, and then got used to it." [F, 36, C]
- "Before, I smoked one pack in two days, after I learned it [HIV diagnosis], I decreased the amount." [M, 29, C]
- "I don’t work anymore...Mainly because some jobs need a health certificate. Since I have HIV infection, I cannot apply for the health certificate." [M, 25, C]

**Additional concepts**

- "After I was diagnosed with HIV, I stopped the quitting thoughts. I think smoking only has minor influence toward human body. I am taking medications everyday now, and that cause more problems." [M, 46, C]

**Barriers and motivators to quitting**

- Motivators to quit: "If I’m pregnant, I will definitely quit. Reminding someone like me that they have something important to concern [pregnancy etc.]." [F, 44, C]
- Barriers to quit: "My HIV infection and severe lung infection caused me to be hospitalized. I quit smoking when I was being hospitalized. After I returned home, I didn’t smoke anymore...family members didn’t allow me to smoke either. I almost died." [M, 48, Q]

**QFL intervention**

- Length and time of intervention: "Many people...are having a hard time accepting the fact that they’re diagnosed with HIV infection. If you talk to them about smoking cessation, they won’t be interested and won’t be willing to spend too much time on it." [M, 24, Q]

### Theme 5: QFL intervention modification

**QFL intervention**

- Modality: "I will read WeChat messages. I usually read WeChat but not text messages." [M, 24, C]
- Content: "[WeChat is effective for the intervention, but] don’t construct a WeChat group [vs. private messaging]. That involves personal privacy and no one wants others to know about their condition." [M, 46, C]
- Setting: "I might not answer all the calls...If the number is not from Nanning City, I won’t pick up." [M, 58, C]

---

**a** Dashes represent when there are no additional subcodes.

**b** M represents participants who report to be male.

**c** C represents participants who report to be current smokers.

**d** Q represents participants who report to be former smokers and have quit smoking.

**e** F represents participants who report to be female.

**f** NRT: nicotine replacement therapy.

**g** QFL: Quit for Life.

**h** ART: antiretroviral therapy.

---
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Theme 1: Some Awareness of Smoking Harms in General, Yet Low Personal Risk Perceptions of Smoking and Impacts on HIV Treatment Care Outcomes

Most participants understood that smoking harms their lungs and health, but to different extents. For example, some participants knew that smoking leads to a worsening of their HIV treatment outcomes. Other participants had a limited understanding of the harms from smoking on their own health; for example, a person noted the following: “at least at the moment smoking does not cause any harm for me so far.” A participant expressed that as they had not heard anything from authoritative sources, they would still “take a chance” and think smoking is not harmful. When asked about the harm of smoking and the harm of second- and third-hand smoke, most participants had a general awareness from their medical providers, from television, or through social media, but they lacked specific knowledge of these terms.

Participants saw a close connection among smoking and mood, emotions, and mental well-being. About half of the participants agreed that emotions were closely linked with cravings to smoke. Several smokers mentioned that they “smoked more when [they were] moody or unhappy and smoked less when [they] had lighter moods.” Workplaces were often mentioned as environments that induced stress and anxiety, leading to smoking to calm down and escape.

Theme 2: Willpower Was Identified as a Primary Quitting Strategy, With Less Awareness and Trust in Other Resources

When asked about known strategies for quitting, participants most often mentioned individual effort, determination, and personal willpower; for example: “quitting smoking mainly depends on [one’s] self-control of the impulse to smoke.” A few participants had tried or thought about decreasing the number of cigarettes smoked gradually, whereas others tended to decrease suddenly. Participants had limited awareness of available smoking cessation resources other than they “can rely on [themselves] to quit.” However, participants were willing to trust their medical providers. Specifically, a participant pointed out the following: “If I see it [smoking cessation counseling offered at outpatient clinic], I will go check it out and learn more about it.” Among those who understood the potential of e-cigarettes as a smoking cessation aid, almost all considered them “completely useless” and felt that e-cigarettes would worsen their cravings for cigarettes. For the subset of participants who acknowledged the availability of cessation resources, most thought that these methods would not be useful. A few participants also mentioned that candies and snacks were the distraction methods they used to quit smoking.

Theme 3: The Duality of Social Factors: Both Discouraging and Encouraging for Quitting

Most participants reported that they started smoking because of curiosity and social pressure. A participant noted that she started smoking when “[she] went out with friends, and they handed [her] the cigarettes.” Social occasions where they “were given cigarettes” prevented the participants from quitting. Several participants mentioned that they often smoked with friends; relapse after a quit attempt tended to occur because they saw friends smoking. Smoking with friends was considered a necessary part of social interaction. Regarding societal perceptions, some participants expressed a few negative connotations about smoking in public places because most people do the same. Smoking in cars was also common when passengers were smokers, but participants refrained from smoking with nonsmoking passengers. Participants noted that social stigma about their HIV diagnosis induced stress, and smoking was perceived as needed to alleviate this stigma-induced stress.

By contrast, participants also mentioned social pressure and peer support as facilitators to quitting. This included support from family and friends, supervision, and the benefits of quitting together. A participant mentioned the following: “the encouragement of my family [helped with smoking cessation].” Other social facilitators to quitting included awareness that their smoking behavior harmed their loved ones (such as children) or had a negative influence on their family. In some instances, participants felt that family members blamed them for creating harm through second- and third-hand smoke, and family members would pressure them to quit. Social stigma is believed to play a role in facilitating quitting. There was a sense that “smoking is not accepted by the society,” especially when there are others (such as women) nearby.

Theme 4: HIV Diagnosis Raised Awareness of Participants’ Own Health but Also Induced Stress and Anxiety

When asked about changes after receiving the HIV diagnosis, some participants decided to, or felt the necessity to, quit or reduce the number of cigarettes smoked immediately after the diagnosis or because of other health conditions. Participants expressed fear and sadness when they first learned about their HIV diagnoses. Some participants described the effect of hospitalization owing to severe lung infection as pivotal to quitting (“family members [prohibited him] from smoking”), whereas others described being forced to quit smoking while being hospitalized. Those people mostly “started smoking again after [they were] discharged from the hospital” owing to stress from life or work. Similarly, several participants “couldn’t accept [the HIV diagnosis], so [they] started smoking again.” Having an HIV diagnosis induced societal pressure and stigma toward patients, which was felt to prevent engagement in daily tasks. For instance, a few participants reported having trouble finding a job because some jobs required a health certificate that cannot be obtained with a HIV diagnosis. Therefore, many participants returned to smoking because of reasons such as dependency on nicotine, stress, and social pressure.

The participants were hesitant to use NRT, such as patches or gum, because they were not willing to take additional medications. Ultimately, for some participants, concerns about the side effects of antiretroviral treatment medications overshadowed the potential benefit of using NRT (eg, a participant thought the pain caused by antiretroviral treatment medications would cause more problems than smoking).
Theme 5: Quit for Life Intervention Modification

Participants were asked about their perceptions of the existing draft of the Quit for Life intervention. Almost all participants preferred using WeChat as the primary messenger service platform to receive messages, as it is less likely to be ignored and considered as scam messages (compared with SMS text messaging, which are often scams). Although participants thought WeChat was an acceptable form of communication, one participant thought that messages would act as a constant reminder of the idea that “I am a smoker” and could potentially backfire. A participant who was less familiar with WeChat as a messenger service platform thought that they would still read all the WeChat messages they received. Participants were concerned with using WeChat group (vs direct one-on-one WeChat messaging) because “[WeChat groups] involve personal privacy and no one wants others to know about their condition.” Some participants suggested sending more messages during the first 2 weeks of the intervention, as that period is when cravings occur more often and with higher intensity. For counseling sessions, participants thought that calls originating from a reliable area code in Nanning city would have a higher chance of being picked up. Many participants agreed that scheduling counseling sessions to coincide with picking up HIV medications was desirable. Participants endorsed face-to-face counseling at the HIV clinic and suggested that the counseling sessions be brief (10-20 minutes).

Exploratory Theme: Demographic Differences in Perceptions of Smoking and the Decision to Quit Smoking

Table 2 presents exploratory themes that were summarized from the interview results. When comparing younger (<30 years) and older (>30 years) participants, responses differed in that older participants tended to quit because of health concerns or social stigma; in contrast, younger participants expressed unwillingness to quit because of low-risk perception despite knowing the harms of smoking. Compared with older participants, younger participants were more likely to smoke when hanging out with friends. We also explored comparisons between male and female smokers. Some female participants considered smoking and NRT to be more harmful to women compared with men, and pregnancy would be an event that would motivate them to quit (a female participant noted HIV by itself would not stop her from smoking). Male participants mentioned that societal perceptions of masculine ideals, familial responsibilities, and being dissuaded from expressing negative emotions act as barriers to quitting. Regarding educational background, risk perception tended to be low among participants with both lower and higher levels of education. However, those with higher levels of education had heard of second-hand and third-hand smoke and could explain these terms more often, whereas those with lower educational levels had more limited knowledge of these terms.

Discussion

Principal Findings

This qualitative study is one of the first to explore the salient perspectives of smoking and quitting topics including smoking patterns, facilitators and barriers to cessation, perceptions of cessation resources, and HIV stigma in people with HIV who smoke in China. In general, participants were willing to quit if their health was affected by smoking or were told to quit by their health care providers. This finding is consistent with quantitative studies that found that people with HIV who smoke in China have a higher likelihood of reporting willingness to quit than the general population of smokers without HIV [13,14].

Comparison With Prior Work

First, similar to previous studies examining smoking cessation strategies among smokers in China, participants identified willpower as a primary quitting strategy in this study [27-29]. A lack of awareness of available NRT combined with a lack of smoking cessation interventions designed specifically for people with HIV who smoke in China are barriers for this population to seek external help [13,28]. At the same time, limited knowledge prevented some participants from understanding and acknowledging the usefulness of the smoking cessation services. Future interventions could promote the availability and usefulness of NRT for people with HIV who smoke.

Second, perceived stress was also a factor across several themes (eg, themes 1, 3, and 4). This finding is similar to previous studies conducted among teenagers and adults in China and Hong Kong, where peer pressure induced stress and need to conform, so that one could feel like they belonged to a social group—factors that could be addressed when designing cessation intervention content [27,30,31]. This barrier is more pronounced when considering China’s collectivistic culture, which focuses on social acceptance and the perception of cigarettes as a necessary social connection tool [32]. Stress was also perceived to be closely linked to the workplace. People in China traditionally view work as an integral part of their life as they work to support their family, even more so than their Western counterparts [33]. Stressful events during work include intense competition between coworkers within the same vocation [34], along with long working hours for many occupations [35]. Higher levels of work stress have been shown to result in a lower quality of life and higher levels of somatic symptoms and burnout [30,35,36]. In addition, people with HIV endure stress from the risk of involuntary serostatus disclosure, health status confidentiality, risk of viral transmission to others, fear of stigma and discrimination, and impairment of physical functioning [37]. For people with HIV in China, the compounded effect of stress from workplace environments and learning of their HIV diagnosis may lead to symptoms of depression and anxiety and prompt risk behaviors such as tobacco use, substance use, and unhealthy alcohol use [8,37-40], with a high likelihood of engaging in multiple risk behaviors [8,38,40]. Thus, future work should address the mental health needs of people with HIV who smoke in China, help this population develop strategies to cope with stressors, and consider multiple risk factor interventions.
Third, regarding the exploratory demographic differences with respect to sex, we found several female participants who perceived NRT as more dangerous for them compared with men. This aligns with previous research among women who were pregnant or planning to become pregnant [41]. Especially for women during pregnancy, taking NRT was perceived to be a burden because of other medications they had to take [41]. Future qualitative studies should consider directly investigating this exploratory finding among a larger sample of women in addition to other demographic differences (age and education level).

In addition, the draft telephone- and messenger-delivered smoking cessation intervention, Quit for Life, will be modified based on these qualitative results. For example, doctors and nurses were found to be common, trusted, and motivating sources of information on the importance of cessation and available resources. Therefore, for the Quit for Life intervention, interactions between medical providers and participants can enhance this trust-based relationship and may improve effectiveness and adherence to the study protocol [19]. One way to build trust is to have participants attend face-to-face initial counseling sessions in the HIV clinic with a counselor. As another example, concerns about the health of others, social disapproval, and stress were mentioned as motivators to quit, which is aligned with motivators of prior research, where those who quit endorsed health concerns, family disapproval, and being an example for their children [32]. Therefore, WeChat messages and counseling sessions will incorporate content related to health impacts, social influences of smoking, and formulating treatment plans to help the participant resolve barriers. Intervention content will also focus on the harms of smoking among people with HIV, specifically to respond to variable knowledge on this topic. Counseling sessions will follow motivational interviewing techniques.

Similar to previous research on telephone-delivered interventions in China, participants preferred the WeChat messenger service platform rather than other mobile service platforms [12,19,21,28,42]. Messages from the Quit for Life intervention will use short informative phrasing, be sent through a designated study account, and have a higher frequency at the start of the intervention period when cravings are thought to be the highest. Similar to our findings, previous cessation research in China has also reported generally low interest in cessation services and resources [27]. Given its efficacy for cessation [5], the Quit for Life intervention will provide widely available NRT gum at no cost for a time-limited duration. A pilot clinical trial will be conducted to test the preliminary efficacy of the Quit for Life intervention (WeChat messaging plus behavioral counseling) in addition to NRT plus educational booklets versus NRT plus educational booklets only on smoking cessation at 12 weeks.

Limitations
Although we obtained in-depth information from our sample, there was an imbalance across demographic categories. For example, the number of female participants was low (reflecting the lower proportion of Chinese females who smoked in general). We did not conduct additional methods such as member checking; however, our multiteam collaboration provided regular input into the analysis, which lends credibility. In addition, more recent surveillance data on national smoking trends among people with HIV in China are needed to promote targeted cessation efforts.

Conclusions
We examined the perspectives of people with HIV in China about smoking patterns, attitudes toward quitting, and HIV stigma to inform the development of a smoking cessation intervention to be delivered through counseling sessions and brief messenger service–delivered messages, specifically targeting this vulnerable population. In the future, the modified Quit for Life intervention will be evaluated in a pilot clinical trial among people with HIV who smoke in China recruited from the People’s 4th Hospital of Nanning in Nanning, Guangxi, China. If effective, the Quit for Life intervention has the potential to be implemented on a wider scale for the people with HIV who smoke in China, in part using mobile messenger service platforms.
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Abstract

Background: Although medical decision-making may be thought of as a task involving health professionals, many decisions, including critical health–related decisions are made by laypersons alone. Specifically, as the first step to most care episodes, it is the patient who determines whether and where to seek health care (triage). Overcautious self-assessments (ie, overtriaging) may lead to overutilization of health care facilities and overcrowded emergency departments, whereas imprudent decisions (ie, undertriaging) constitute a risk to the patient’s health. Recently, patient-facing decision support systems, commonly known as symptom checkers, have been developed to assist laypersons in these decisions.

Objective: The purpose of this study is to identify factors influencing laypersons’ ability to self-triage and their risk averseness in self-triage decisions.

Methods: We analyzed publicly available data on 91 laypersons appraising 45 short fictitious patient descriptions (case vignettes; N=4095 appraisals). Using signal detection theory and descriptive and inferential statistics, we explored whether the type of medical decision laypersons face, their confidence in their decision, and sociodemographic factors influence their triage accuracy and the type of errors they make. We distinguished between 2 decisions: whether emergency care was required (decision 1) and whether self-care was sufficient (decision 2).

Results: The accuracy of detecting emergencies (decision 1) was higher (mean 82.2%, SD 5.9%) than that of deciding whether any type of medical care is required (decision 2, mean 75.9%, SD 5.25%; tₙ=9=8.4; P<.001; Cohen d=0.9). Sensitivity for decision 1 was lower (mean 67.5%, SD 16.4%) than its specificity (mean 89.6%, SD 8.6%) whereas sensitivity for decision 2 was higher (mean 90.5%, SD 8.3%) than its specificity (mean 46.7%, SD 15.95%). Female participants were more risk averse and overtriaged more often than male participants, but age and level of education showed no association with participants’ risk averseness. Participants’ triage accuracy was higher when they were certain about their appraisal (2114/3381, 62.5%) than when being uncertain (378/714, 52.9%). However, most errors occurred when participants were certain of their decision (1267/1603, 79%). Participants were more commonly certain of their overtriage errors (mean 80.9%, SD 23.8%) than their undertriage errors (mean 72.5%, SD 30.9%; tₙ=89=3.7; P<.001; d=0.39).

Conclusions: Our study suggests that laypersons are overcautious in deciding whether they require medical care at all, but they miss identifying a considerable portion of emergencies. Our results further indicate that women are more risk averse than men in both types of decisions. Layperson participants made most triage errors when they were certain of their own appraisal. Thus, they might not follow or even seek advice (eg, from symptom checkers) in most instances where advice would be useful.

(JMIR Form Res 2022;6(10):e38977) doi:10.2196/38977
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Introduction

Background

Increased emergency department (ED) crowding and longer waiting times are associated with higher mortality [1,2], increased adverse events [3], and worse patient outcomes in general [4]. To mitigate these problems, each patient’s urgency is assessed upon arrival in the ED—a process called triage. Usually, triage decisions are made by nurses and trained specialists, whose workload is generally high [5]. Increased workload and overcrowding pose huge risks as triage errors currently occur in roughly 16% of all cases [6] and nurses often rely on their intuition and speed up triage by not collecting further information, for example, medical history and physiological data [7,8]. These risks and the workload for health care workers could be reduced if patients were guided to appropriate health care facilities before visiting an ED to receive an initial assessment.

Getting patients to visit the health care facility most suitable for their symptoms can, for example, be achieved by offering phone triage, a telephone hotline patients can call to get a remote urgency assessment of their symptoms. For example, Roivainen et al [9] found that giving medical advice was sufficient for one-third of callers with nonemergent cases, and ED workload subsequently decreased by 36%. Another study by Midtbø et al [10] found that ED attendance decreased from 68.7% to 23.4% when advertising telephone triage hotlines. However, the accuracy of triage hotlines seems to be only around 71% with undertriaging occurring in 12% of all cases [11]—which could be potentially dangerous for some patients. Furthermore, a study based on commercial claims data from 2011 to 2013 concludes that direct-to-consumer telehealth may increase health care utilization and costs by making access to health care more convenient. Thus, such services may shift and increase, rather than reduce, the demand for health care services [12].

Another solution to disburden health care services lies in empowering patients to self-assess their medical complaints and thereby improving their ability to adequately decide which type of health care facility to visit (ie, self-triage), or where appropriate to stay at home and care for themselves. Since these decisions are made by laypersons instead of medical professionals, they come with various challenges. For example, previous studies indicate that laypersons tend to overtriage [13] and that women rate symptoms as more urgent than men [14] and are thus potentially even more inclined toward overtriage. Moreover, an Australian study showed that although laypersons are risk averse when making triage decisions, they cannot reliably detect emergencies either [15].

To address these deficits, decision support systems are designed to aid laypersons in their self-triage decision-making process, for example, kiosks in the ED [13] or symptom checkers [16]. When using them, around 25% of all patients seem to have reduced perceived urgency of their complaints, and in an experimental study, most participants also followed the advice received by the symptom checkers [17,18]. However, the accuracy of these systems varies widely [19-22]. Implementing such decision aids raises several new questions: can laypersons adequately judge when to seek such decision support? Would all laypersons profit the same way from such decision support tools? Which are the most challenging decisions to laypersons, that is, where is advice from a decision support tool most needed?

Objective

To provide a foundation for tackling these questions, in this study we investigate whether laypersons’ triage accuracy and their risk averseness differ by sociodemographic variables and whether laypersons can potentially gauge whether they require advice in their decision-making, by exploring if laypersons’ confidence in their triage appraisals functions as a reliable predictor of accuracy.

Methods

Ethical Considerations

No ethics approval was required for this study. Approval of the original study [23] was granted by the Ethics Committee of the Department of Psychology and Ergonomics (IPA) at Technische Universität Berlin (Tracking number: FEU_03_20180615). Participants volunteered to participate in the survey, and informed consent was obtained.

Data Collection

This analysis builds on data collected in a previous study by Schmieding et al [23], which was made available in a public open data repository [24]. They compared laypersons’ triage capabilities with symptom checker performance, which are tools developed to provide clinical decision support to laypersons. Their study found that laypersons’ overall triage accuracy was mediocre (mean 60.9%, SD 6.8%) based on a set of 45 fictitious patient descriptions (case vignettes). These 45 case vignettes were originally compiled by Semigran et al [21], whose study reported a mediocre overall triage accuracy for a sample of 15 symptom checkers, which was similar to laypersons’ accuracy in Schmieding et al’s study [23].

The layperson sample consisted of 91 US residents without prior professional medical training. They were recruited from Amazon Mechanical Turk (MTurk) in March 2020. Participants were paid US $4 for completing the web-based survey and assessing the 45 case vignettes unaided. As an incentive, a bonus of US $3 was rewarded if they achieved an accuracy above 58%. Compared with the US general population, the layperson sample had a higher level of education (all participants had at least a high school degree) and included a higher proportion of men (55/91, 60.4%) than women (36/91, 39.5%).

...
A more detailed description of the participants’ characteristics is provided by Schmieding et al [23]. Here, we use their data set to further explore individual differences influencing laypersons’ triage assessment and decisions.

### Web-Based Survey

Schmieding et al [23] developed a web-based survey in which participants were asked to rate the urgency of presented case vignettes. They adapted 45 case vignettes from Semigran et al [21], comprising 15 cases for each of the 3 triage levels (self-care, nonemergency, or emergency care). The vignettes, as chosen by Semigran et al [21], included both common and uncommon chief complaints from a wide range of diagnoses and were collected from various clinical sources, including teaching materials for health care professionals.

After every triage assessment, participants were asked how certain they were in their assessment on a 4-point Likert-scale (“Very uncertain,” “Rather uncertain,” “Rather certain,” and “Very certain”). Three sociodemographic variables were surveyed (gender, age, and level of education) and rated on a 5-tiered ordinal scale (“Non-high school graduate,” “High school graduate,” “Some college,” “Bachelor’s degree,” and “Graduate degree”).

### Data Analysis

We conducted analyses and generated the images using base R 4.0.5 (R Core Team) [25] and the packages ggplot2 [26], RColorBrewer [27], and tidyverse packages [28].

We dichotomized triage levels to explore whether laypersons could reliably distinguish whether emergency care was required or not (decision 1), and whether self-care was sufficient or not (decision 2). Whether and where health care should be sought are the 2 common questions symptom checkers are approached with [19,29]. For decision 1, we grouped self-care cases with nonemergency cases to assess whether participants were able to correctly detect when emergency care is necessary. For decision 2, we combined emergency and nonemergency cases to the category “health care” to verify whether participants were able to correctly assess when seeing a health care professional rather than staying at home is appropriate. For each of these binary decisions, we calculated means and standard deviations for common metrics of signal detection theory (accuracy, sensitivity, specificity, and negative and positive predictive values). When determining negative and positive predictive values (NPVs and PPVs), we used the occurrence rate within the sample of case vignettes as prevalence.

To explore which factors influence laypersons’ risk averseness, triage accuracy, and confidence in their own triage appraisal, we used linear models to quantify relationships between continuous variables (age and risk averseness) and compared proportions between subgroups for ordinal and categorical variables (gender, education, and certainty).

Overtriage errors were defined as appraising the case’s urgency as more urgent than necessary (eg, the participant suggested emergency care when nonemergency care was appropriate) and undertriage errors as judging it as less urgent than required. Risk averseness was defined as the proportion of overtriage errors compared to all errors, whereas a participant’s triage accuracy was calculated as the proportion of correctly solved cases related to all cases.

### Results

**Laypersons’ Triage Capability in Binary Triage Levels**

On average, the participants were able to correctly classify whether a fictitious patient required emergency care or not in about 36 out of 45 cases (mean 82.2%, SD 5.88%; see decision 1 in Figure 1). The majority of participants (85/91, 93.4%) achieved an accuracy of 75% or higher. Sensitivity for detecting emergencies (mean 67.5%, SD 16.4%) was lower than the corresponding specificity (mean 89.6%, SD 8.6%), that is, the rate of assessments where cases not requiring emergency care were correctly classified as such. The PPV for detecting emergencies (mean 78.5%, SD 11.8%) was lower than the NPV (mean 85.3%, SD 6.0%).

Concerning decision 2 (Figure 1) on whether or not professional medical care is required, the overall accuracy was lower on average (mean 75.9%, SD 5.25%). Two-thirds of participants (58/91, 63.7%) achieved an accuracy of 75% or greater concerning decision 2. Here the observed sensitivity (mean 90.5%, SD 8.3%) was higher than the corresponding specificity (mean 46.7%, SD 15.9%). The PPV for this decision (mean 77.6%, SD 4.7%) was similar to the NPV (mean 76.1%, SD 16.5%).

The difference in accuracy between decision 1 and decision 2 was found to be statistically significant in a post-hoc 2-sided t test ($t_{50.03}=8.44; P<.001$) with a large effect size (Cohen $d=0.88$). The described patterns are similar when values for accuracy, sensitivity, and specificity are broken down by gender (Figure 1). However, male participants missed a case that required medical care 1.4 times more often than female participants (false negative rates for decision 2 of 10.8%, 178/1650, for men and 7.6%, 82/180, for women), and 1.5 times more often that a case required emergency care (false negative rates for decision 1 of 37.8%, 312/825, for men and 24.4%, 132/540, for women).
Demographic Variables and Laypersons’ Risk Averseness

Participants were generally risk averse [23]. Most of their errors were overtriage errors. Only a small portion of participants (24/91, 27%) made more undertriage errors than overtriage errors.

Age only explained little variance in the decisions made ($R^2=0.004$; Figure 2), and median risk averseness was similar for each education level (Figure 3). Risk averseness varied with gender; that is, female participants were more risk averse than their male counterparts (Figure 4): for male participants, the ratio of overtriage to undertriage error was 1.2:1 (549:452 vignette evaluations), in contrast to 2:1 for female participants (407:195 vignette evaluations). Subsequently, the average female participant’s proportion of overtriage errors among all errors was higher (mean 65.9%, SD 17.3%) than the respective proportion for male participants (mean 55.6%, SD 16.0%). This difference was found to be statistically significant in a post-hoc 2-sided Welch $t$ test ($t_{68.6}=2.85; P=0.006$) with a medium effect size ($d=0.62$).

Figure 2. Risk averseness by age.
Decisional Certainty and Laypersons’ Triage Behavior

Overall Decisional Certainty

Participants were certain in most of their triage appraisals. They indicated being “very certain” or “rather certain” in about 4 out of 5 (3381/4095, 82.6%) of the triage assessments, see Table 1 for details. Only a small portion of participants (33/91, 36.2%) indicated having been “very uncertain” in one or more of their triage decisions.

Table 1. Triage assessment and accuracy by certainty.

<table>
<thead>
<tr>
<th>Triage assessment</th>
<th>Degree of certainty</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>“Very uncertain”</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>“Rather uncertain”</td>
<td>354</td>
</tr>
<tr>
<td></td>
<td>“Rather certain”</td>
<td>1145</td>
</tr>
<tr>
<td></td>
<td>“Very certain”</td>
<td>969</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2492</td>
</tr>
<tr>
<td>Incorrect</td>
<td></td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>“Very uncertain”</td>
<td>302</td>
</tr>
<tr>
<td></td>
<td>“Rather uncertain”</td>
<td>886</td>
</tr>
<tr>
<td></td>
<td>“Rather certain”</td>
<td>381</td>
</tr>
<tr>
<td></td>
<td>“Very certain”</td>
<td>1350</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1603</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>“Very uncertain”</td>
<td>656</td>
</tr>
<tr>
<td></td>
<td>“Rather uncertain”</td>
<td>2031</td>
</tr>
<tr>
<td></td>
<td>“Rather certain”</td>
<td>1350</td>
</tr>
<tr>
<td></td>
<td>“Very certain”</td>
<td>4095</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60.8</td>
</tr>
</tbody>
</table>

Accuracy (%)

41.4 53.9 56.3 71.8 60.8

Decisional Certainty and Triage Accuracy

Participants’ triage accuracy varied with their degree of certainty, see Table 1: it was the highest when they indicated being “very certain” (969/1350, 71.8%) and the lowest when they indicated being “very uncertain” (24/58, 41.4%). For decisions where participants were uncertain (pooling “rather uncertain” and “very uncertain”), the accuracy of their triage decision was lower (378/714, 52.9%) than when being rather or very certain (2114/3381, 62.5%; see Table 2).
When mistaken, participants were on average still commonly certain about their assessment, though less certain than when their appraisal was correct (see Tables 1 and 2). When being correct, they were certain in 84.9% (2114/2492) of the correct assessments, whereas they were certain in 79.0% (1267/1603) of all incorrect assessments. This difference is statistically significant in a post-hoc paired-sample t test (t_{90}=5.43; P<.001; d=0.57).

Table 2. Triage assessment and accuracy by dichotomized certainty levels.

<table>
<thead>
<tr>
<th>Degree of certainty</th>
<th>Triage assessment</th>
<th>Incorrect</th>
<th>Total</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncertain</td>
<td>378</td>
<td>336</td>
<td>714</td>
<td>52.9</td>
</tr>
<tr>
<td>Certain</td>
<td>2114</td>
<td>1267</td>
<td>3381</td>
<td>62.5</td>
</tr>
<tr>
<td>Total</td>
<td>3381</td>
<td>1603</td>
<td>4095</td>
<td>60.8</td>
</tr>
<tr>
<td>Proportion certain (%)</td>
<td>87</td>
<td>79</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Decisional Certainty and Type of Error

Regarding the 2 types of errors, that is, overtriaging and undertriaging, we observed that participants’ decisional certainty was higher when overtriaging (proportion of overtriage errors where they were either rather or very certain, 783/956, 81.9%) than when undertriaging (484/647, 74.8%). The ratio of overtriage to undertriage errors increased with the level of certainty, from 1.12:1 (18:16) for appraisals where participants were very uncertain to 2:1 (254:127) for appraisals where participants were very certain, see Table 3. The average proportion of participants being certain while overtriaging was higher (mean 80.9%, SD 23.8%) than that while undertriaging (mean 72.5%, SD 30.9%). This difference was statistically significant in a post-hoc paired-sample t test (t_{89}=3.70; P<.001) with a small effect size (d=0.39).

Table 3. Triage errors by certainty.

<table>
<thead>
<tr>
<th>Error type</th>
<th>Degree of certainty, n (%)</th>
<th>“Very certain”</th>
<th>“Rather certain”</th>
<th>“Rather uncertain”</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overtriage</td>
<td>18 (1.9)</td>
<td>529 (55.3)</td>
<td>127 (19.6)</td>
<td>254 (26.6)</td>
<td>956</td>
</tr>
<tr>
<td>Undertriage</td>
<td>16 (2.5)</td>
<td>357 (55.2)</td>
<td></td>
<td>147 (22.7)</td>
<td>647</td>
</tr>
<tr>
<td>Total</td>
<td>34 (2.1)</td>
<td>886 (55.3)</td>
<td></td>
<td>302 (18.8)</td>
<td>1603</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

As previously reported [15,23], laypersons’ ability to triage is systematically biased toward overtriage, but they tend to miss emergency cases. However, when analyzing actionable metrics of triage ability, we see a majority of laypersons being fairly competent (accuracy ≥75%) in deciding whether they should seek health care (decision 2) and whether emergency care is required (decision 1). The analysis of these binary decisions also revealed a more differentiated insight into laypersons’ risk averseness: they seem to be risk averse regarding decision 2 and thus tend to seek care unnecessarily, but not regarding decision 1, which suggests that they have problems identifying emergencies.

Concerning decision 1, participants were more prone to undertriage (ie, not identifying emergencies) and made only a few overtriage errors. In decision 2, they mostly made overtriage errors (ie, not recognizing that self-care is sufficient) and only a few undertriage errors. This adds further evidence to previous findings that laypersons tend to overtriage [13], but it extends them and shows that this is true only when deciding between self-care and need for a health care professional. Indeed, laypersons were more likely to undertriage when looking at emergency cases. This supports results from a study by Mills et al [15], who found that laypersons often do not recognize emergencies. It also suggests that even when assuming symptom checkers will become highly reliable and patients would use them to improve their decision-making, the benefit of these decision aids might help to disburden health care facilities of low-acuity care but not emergency care; the number of patients (rightly) presenting to the ED might increase with decision aids.

Our results indicate that women are more risk averse and overtriage more than men. This finding is in line with a previous study that found women to rate their symptoms as more urgent [14]. The two other demographic variables we examined (level of education and age) were not associated with accuracy and risk averseness.

As current symptom checkers used to assist laypersons in their triage decisions are rather risk averse [21,30], they would therefore be of greater benefit to men, who made more unsafe decisions. However, women appear to be more regular users of symptom checkers [29].

Participants’ judgement of their decisional certainty predicted to some extent whether their stand-alone triage assessment was correct: when uncertain, participants were more likely to make incorrect assessments than when being certain. At first glance, this suggests that perceived uncertainty is a good prompt for
when to seek decision support. However, whether correct or incorrect, our study participants were certain about most of their judgements. Thus, perceived certainty is not a reliable predictor of triage errors, and based on their level of certainty, it seems likely that laypersons may not be able to correctly determine when they would benefit from a decision aid. Especially as participants’ certainty was greater when undertriaging than when overtriaging, even perfect decision aids might not effectively reduce unnecessary doctor’s visits and disburden health care facilities. This contrasts with the suggestions by Winn et al [17]. Their study found that users’ perceived urgency to seek health care commonly decreased after encountering a symptom checker. Their study, however, does not consider whether the provided advice was correct. Therefore, it remains an open question, whether the use of symptom checkers (even when assuming perfect accuracy) can contribute to disburdening health care facilities.

Limitations

Limitations regarding participants and the evaluation of symptom checker accuracy are reported in detail by Schmieding et al [23] and Semigran et al [21]. Here we report the most important limitations again. Among the main limitations are that the sample of case vignettes is neither exhaustive (eg, mental health issues were excluded) nor proportionate to the incidence of diseases or medical complaints in a real-world setting. Thus, in particular, the reported values for NPVs and PPVs are not to be taken at face value, because they only reflect the prevalence in the sample of vignettes.

Second, although it has been reported that case vignettes are a valid method to assess the health care decision-making of physicians [31-33], the external validity of case vignette–based approaches with layperson decision makers has not been explored yet; that is, laypersons may decide very differently when assessing clinical vignettes compared to when they assess their own or someone else’s medical complaints in the real world [21,23].

Beyond that, there are further limitations specific to the analyses in this study. Our results may have limited external validity: first, the sample was not representative of the US general population; second, triage appraisals might be influenced by the context of the health care system and by recruiting participants online; and third, population groups with no or low (information) technology affinity are not represented. Thus, future studies with more representative panels are required to determine whether our findings hold true for the broader population and whether factors other than gender and perceived certainty influence laypersons’ health care decisions (eg, eHealth literacy [34], health anxiety or hypochondria [35], or propensity to trust [36]). In turn, this knowledge may help to specify for which decision and for whom decision aids would provide a benefit [34-36].

We applied statistical significance testing sparingly, since this study is a retrospective exploratory analysis and was primarily intended to generate hypotheses that can be tested (experimentally) in future studies to draw inferences.

Methodologically, we considered certainty as a measure of whether participants would consult decision aids and whether they would be open to incorporating the recommendations into their decision-making. This implies that perceived certainty in one’s own appraisal correlates inversely with the openness to follow contradicting advice. However, this relationship is not based on any data. Future studies need to test this assumption.

Conclusions

Our study suggests that laypersons are overcautious in deciding whether they require medical care (decision 2). At the same time, they miss identifying a considerable proportion of emergencies (decision 1). Our results also indicate that women are more risk averse than men in both these decisions. When providing correct advice, decision aids such as symptom checkers could be of benefit to users as they could help reduce the number of missed emergencies and unnecessary visits to low-acuity care facilities. Thus, from a health system’s perspective, decision aids might disburden health care facilities more of low-acuity care than of emergency care. However, layperson participants made most triage errors, and especially overtriage errors, when being certain of their own appraisal. Thus, they might not follow or even seek such advice in most instances where advice would be useful. More studies are needed to better understand laypersons’ ability to self-triage, how this ability could be improved, how decision aids may support laypersons’ medical decision-making, and when laypersons are willing to take advice from decision aids.
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Abstract

Background: eHealth literacy is the ability to seek, obtain, and decipher online health information (OHI) for health and disease management. Rapid developments in eHealth (eg, health care services and online information) place increased demands on patients to have high eHealth literacy levels. Yet, greater emphasis on eHealth may disproportionately affect groups with limited eHealth literacy. Cultural background, language, and eHealth literacy are influential considerations affecting health care and information access, health care use, and successful eHealth resource use, and they may influence OHI seeking for behavioral change toward cancer prevention.

Objective: This study aimed to characterize the extent of OHI seeking and eHealth literacy among Spanish-dominant (SD) Latino adults aged 50 to 75 years. Further, we aimed to examine potential associations between sociodemographic characteristics, Preventive Health Model (PHM) constructs, OHI-seeking behaviors, and eHealth literacy, separately.

Methods: Participants (N=76) self-identified as Latino, were enrolled in a colorectal cancer (CRC) screening intervention, were aged 50 to 75 years, were at average risk for CRC, were not up to date with CRC screening, and preferred receiving health information in Spanish. We describe participants’ sociodemographic characteristics, PHM constructs, OHI-seeking behaviors, and eHealth literacy—among those seeking OHI—assessed at enrollment. Descriptive analyses were first performed for all variables. Next, primary univariate logistic analyses explored possible associations with OHI seeking. Finally, using data from those seeking OHI, exploratory univariate analyses sought possible associations with eHealth literacy.
Results: A majority (51/76, 67%) of the participants were female, 62% (47/76) reported not having graduated high school, and 41% (31/76) reported being unemployed or having an annual income of less than US $10,000. Additionally, 75% (57/76) of the participants reported not having health insurance. In total, 71% (54/76) of the participants reported not having sought OHI for themselves or others. Univariate logistic regression suggested that higher educational attainment was significantly associated with an increased likelihood of having sought OHI (odds ratio 17.4, 95% CI 2.0-150.7; P=.009). Among those seeking OHI (22/76, 29%), 27% (6/22) were at risk of having low eHealth literacy based on an eHealth Literacy Scale score of less than 26. Among OHI seekers (22/76, 29%), an examination of associations found that higher eHealth Literacy occurs among those with higher self-efficacy for screening with the fecal immunochemical test (β=1.20, 95% CI 0.14-2.26; P=.02).

Conclusions: Most SD Latino participants had not sought OHI for themselves or others (eg, family or friends), thus potentially limiting access to beneficial online resources. Preliminary findings convey that higher eHealth Literacy occurs among those with higher self-efficacy for CRC screening. Findings inform areas of focus for future larger-scale investigations, including further exploration of reasons for not seeking OHI among SD Latino adults and an in-depth look at eHealth literacy and cancer screening behaviors.

Trial Registration: ClinicalTrials.gov NCT03078361; https://clinicaltrials.gov/ct2/show/NCT03078361

doi:10.2196/37687
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Introduction

Today, an ever-increasing quantity of health information can be accessed online [1,2]. Accordingly, online health information (OHI) is now becoming commonplace in health care interactions and health education for patients and caregivers [3-5]. Such developments place an increased demand on patients to be able to seek, obtain, and decipher OHI for health and disease management [6-9]. eHealth tools provide little value if the intended users require added training and skills to effectively engage these resources. These skills are termed “eHealth literacy” and comprise a multifaceted dynamic construct, including previous and current technology use, demographic and cognitive status, and health-related quality of life (HRQOL) [9,10].

A growing evidence base now attests to the promise of eHealth for promoting positive health behavior change, self-efficacy, and knowledge acquisition [11-13].

In recognition of the importance of health information access, the US Department of Health and Human Services set objectives in 2010 for health communication (HC) and health information technology (HIT) as part of the Healthy People initiative. Today, Healthy People 2030 offers HC and HIT objectives aimed at enhancing the use of OHI in public health, including the following: (1) “Increase the proportion of people who can view, download, and send their electronic health information” [14] and (2) “Increase the proportion of people who say their online medical record is easy to understand” [15].

Access to OHI is not uniformly distributed throughout the population, which may exacerbate disparities in health and health care [16,17].

Among Latino adults, the fastest growing demographic group in the United States, 72% overall are using the internet [18]. Yet, among Spanish-dominant (SD) Latino adults aged 50 to 64 years, internet use drops to 67%, and only 42% of those aged 65 years and older use the internet [19]. Since disparities exist, it is necessary to understand the current OHI and eHealth literacy levels of SD Latino adults aged 50 to 75 years, yet there is insufficient knowledge in this area.

Further, among Latino adults, cancer continues to be the leading cause of death, accounting for 21% of overall deaths [8,20,21]. Specifically, colorectal cancer (CRC) is the third leading cause of cancer deaths among Latino adults [21].

The Preventive Health Model (PHM) is a conceptual framework that aims to explain how health beliefs are related to CRC screening [22]. Specifically, among the CRC screening literature, 26 items measure seven PHM constructs. The PHM constructs include salience and coherence, perceived susceptibility, self-efficacy, response efficacy, cancer worry, social influence, and religious beliefs [23]. These are assessed using a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree) [22,24-26]. Reliability and validity for these subscales have been demonstrated previously [22,24-26]. The salience and coherence subscale measures one’s belief that CRC screening is important and makes sense in one’s life. The perceived susceptibility subscale assesses one’s perceived risk of being diagnosed with CRC. The self-efficacy subscale measures the belief that one could complete the steps necessary for fecal immunochemical test (FIT) collection. The response efficacy subscale measures the belief that CRC screening is beneficial for early detection and prevention of CRC. The cancer worry subscale measures the degree to which one is worried about having an abnormal CRC screening result. The social influence subscale assesses the perception that important others (eg, family members, friends, and one’s health care provider) want the individual to complete CRC screening. The religious beliefs subscale assesses the degree to which one relies on one’s religious beliefs to make health decisions. Thus, in relating a need to understand current OHI and eHealth literacy levels of SD Latino adults aged 50 to 75 years, it is also of interest to explore how these may relate to PHM constructs in this understudied population. Prior studies suggest that
sociodemographic and PHM constructs, such as higher social influence and religious beliefs, were associated with lower health literacy among English-prefering individuals [27,28]. By contrast, lower cancer worry and lower religious beliefs [29] were associated with adequate health literacy to understand written health information, and higher educational attainment was significantly associated with adequate health literacy in completing health forms among SD Latino adults aged 50 to 75 years [29]. However, less is known about how sociodemographic variables and PHM constructs might influence OHI seeking or eHealth literacy among SD Latino adults.

Thus, the aims of this study were to (1) describe the prevalence of OHI seeking and eHealth literacy and (2) examine preliminary associations between sociodemographic characteristics, PHM constructs, OHI seeking, and eHealth literacy, separately, among SD Latino adults.

To achieve our study aims, we posed the following four research questions:

1. Research question 1 (RQ1): To what extent do SD Latino adults use the internet to locate OHI?
2. Research question 2 (RQ2): How are self-reported levels of eHealth literacy described among SD Latino adults who seek OHI?
3. Research question 3 (RQ3): What sociodemographic characteristics and PHM constructs are associated with OHI seeking by SD Latino adults?
4. Research question 4 (RQ4): What sociodemographic characteristics and PHM constructs are preliminarily associated with eHealth literacy among SD Latino adults who seek OHI?

Taken together, this study examines OHI and eHealth literacy among a diverse understudied population (ie, SD Latino adults). Further, the study provides a preliminary look at possible associations among sociodemographic characteristics, PHM constructs, OHI seeking, and eHealth literacy through an innovative examination within the literature.

Methods

Overview

Data for this report were collected as part of a larger pilot randomized controlled trial—Latino Colorectal Cancer Awareness, Research, Education, and Screening (Latino CARES)—that promoted CRC screening by providing education and a FIT. The pilot study aimed to evaluate the feasibility and impact of a Spanish-language, low-literacy, culturally targeted intervention (ie, a photonovella and DVD) plus FIT compared with a standard Spanish-language booklet developed by the Centers for Disease Control and Prevention plus FIT. Of note, recruitment took place at two participating clinic sites that are part of a Federally Qualified Health Center (FQHC) in Southwest Florida. The FQHC sites are centrally located in agricultural farmworker communities and annually serve a large number (ie, approximately 5000) of medically underserved patients aged 50 to 75 years, a majority of whom are of Latino origin from diverse nationalities and include farmworker populations [30]. Detailed methods are provided in prior publications that communicate the results of the main outcomes of the Latino CARES study [29-31].

Participant consent was obtained prior to baseline interview and randomization. Eligible participants (1) were receiving care at two participating FQHC clinic locations; (2) were between the ages of 50 and 75 years; (3) self-identified as Latino; (4) were able to read, speak, and understand Spanish; (5) preferred to receive health information in Spanish; (6) were currently not up to date per CRC screening guidelines (ie, had never screened or previously screened but were now overdue); and (7) were at average risk for CRC.

Ethical Considerations

The University of South Florida Institutional Review Board approved the study (approval No. MCC-17665) prior to participant enrollment. Study procedures were conducted in accordance with the Declaration of Helsinki. During enrollment, participants provided informed consent to be included in the study.

Measures

Study assessments consisted of validated measures that were translated into Spanish and refined for cultural relevance using the following established procedures. Our study team included three bilingual (ie, fluent in English and Spanish) researchers and a bilingual (ie, fluent in English and Spanish) community advisory board. Applying the Brislin method [32], measures were first translated into Spanish by a bilingual study coordinator and then back-translated by a second bilingual study team member. Any discrepancies were arbitrated by a third bilingual study team member. Items were pretested among community members using learner verification methodology [33,34]; they were further refined in consultation with the community advisory board for cultural relevance and comprehension. Baseline items were administered by bilingual (ie, English and Spanish) study coordinators at the time of interview. To minimize literacy issues, all questions were read aloud for all participants.

Online Health Information Seeking

A single item, gathered from the Pew Research Center [8] and used in previous OHI behavioral studies among Latino adults [4,35], assessed OHI-seeking usage: “Have you previously personally searched for health information on the Internet/Online for yourself or for others? For example, [have you] sought on Google/Yahoo information on high blood pressure, healthy recipes, or efficient exercises?” Response options were yes or no.

eHealth Literacy

eHealth literacy was assessed only among participants who reported engaging in OHI seeking. Thus, the number of participants for whom eHealth literacy was assessed was lower than that for those responding to the other measures. The Spanish-translated eHealth Literacy Scale (eHEALS) [9,36] was administered to assess eHealth literacy, including knowledge, comfort, and perceived skills at finding, evaluating, and applying OHI to health problems. The eHEALS [9]
comprises eight items scored on a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree), and aims to reflect the individuals’ own perceptions of their knowledge and skills at using eHealth information [9,37]. The final result is the sum of all items and ranges from 8 to 40, with higher scores reflecting a higher level of eHealth literacy. The validity and reliability of the eHEALS has been demonstrated across various health conditions [38,39], ages [40-42], and languages [43], including Spanish [36]. Following other studies with similar target populations, the cutoff for high eHealth literacy was set at 26 [10,38,44-48]. Thus, in maintaining consistency in terminology with the literature, this study defined high self-perceived eHealth literacy as an eHEALS score equal to or greater than 26 out of 40, and low self-perceived eHealth literacy was defined as an eHEALS score of less than 26 [10,38,44-48].

**Sociodemographic Characteristics**

Sociodemographic variables assessed included age, gender, race and ethnicity, marital status, education, health insurance status, employment status, and income. Additionally, as aggregated data in prior literature masked substantial heterogeneity within the Latino population, we assessed parental foreign-born status and participant foreign-born status; if foreign-born, the country of origin and years lived in the United States were also assessed [30].

**Preventive Health Model Variables**

Seven constructs of the PHM were assessed in this study using 26 total items referenced from prior CRC studies [24,25,27,28,30,49-52]. For each item assessing PHM constructs, response options were based on a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree). Four items assessed salience and coherence, or the perception that performing a health behavior is consistent with their beliefs about how to protect and maintain health [24-26,29,30,49,50]. Three items assessed perceived susceptibility, or one’s perceived personal risk for developing CRC or colon polyps [24,25,30,49]. Two items assessed cancer worry, or one’s concern that completing CRC screening will reveal a health concern [24,26,29,30,49,50,53].

Two items measured response efficacy, or the belief that adopting a behavior will be effective in reducing disease threat [24,29,30,49,50]. Four items measured social influence, or the influence of family members and doctors or health professionals on an individual’s willingness to comply with CRC screening [24,26,29,30,49,50]. Five items assessed religiosity, or the extent to which religious beliefs might influence medical decision–making, such as CRC screening [29,30,51,54]. Six items measured self-efficacy for screening using FIT, or attitudes and confidence toward completing FIT testing [24-26,29,30,49,55]. For each respective construct, the corresponding items’ scores reported by participants were added together; construct total scores were used for analyses.

**Statistical Analysis**

Sociodemographic characteristics and PHM constructs were summarized using descriptive statistics. The assessment details for each research question are discussed in the following four sections.

**Research Question 1**

RQ1 is as follows: To what extent do SD Latino adults use the internet to locate OHI? OHI seeking was characterized using descriptive statistics.

**Research Question 2**

RQ2 is as follows: How are self-reported levels of eHealth literacy described among SD Latino adults who seek OHI? eHealth literacy was characterized using descriptive statistics.

**Research Question 3**

RQ3 is as follows: What sociodemographic characteristics and PHM constructs are associated with OHI seeking by SD Latino adults? Univariate logistic regression analyses were conducted to examine potential sociodemographic and PHM constructs associated with OHI seeking. Data from all study participants (N=76) were available for this exploration. For these analyses, we coded responses to the item “Personally looked online for health information for self or others?” as a binary outcome. Gender, insurance status, employment status, marriage status, age, annual income, educational attainment, perceived salience, perceived susceptibility, response efficacy, cancer worry, social influence, religious beliefs, and self-efficacy for screening with FIT were treated as independent variables, and whether participants sought OHI for themselves or others—yes or no response—was treated as the dependent variable.

**Research Question 4**

RQ4 is as follows: What sociodemographic characteristics and PHM constructs are preliminarily associated with eHealth literacy among SD Latino adults who seek OHI? Univariate analyses were conducted leveraging linear regressions to examine potential sociodemographic characteristics and PHM constructs associated with eHealth literacy (ie, the eHEALS score). The eHealth literacy outcome score was treated as a continuous outcome, ranging from 8 to 40. For this exploration, data were available only from those seeking OHI (22/76, 29%). Gender, insurance status, employment status, marriage status, age, annual income, educational attainment, perceived salience, perceived susceptibility, response efficacy, cancer worry, social influence, religious beliefs, and self-efficacy for screening with FIT were treated as independent variables, and the eHEALS score was treated as the dependent variable. Due to the sample size limitation, this exploration was underpowered; hence, the goal was to provide reasonably reliable estimates to guide the design of a future, larger, appropriately powered study.

**General Analysis**

Analyses were conducted using SAS (version 9.4 [TS1M6]; SAS Institute Inc). A $P$ value of less than .05 was considered statistically significant. Of note, analyses are exploratory and not for definitive inferential interpretations.
**Results**

**Sample Characteristics**

Sociodemographic characteristics are described in Table 1 and in the main reported outcomes of Gwede et al [30]. In total, 67% (51/76) of participants were female. The mean age of the participants was 57.2 (SD 6.0) years (range 50-74). In total, 62% (47/76) of participants reported not completing high school. In addition, 41% (31/76) of participants reported being unemployed and having an annual income of less than US $10,000. Further, 75% (57/76) of participants lacked health insurance. In total, 93% (71/76) of participants reported being born outside of the United States. Among those born outside of the United States, a majority (49/71, 69%) reported Mexico as their country of birth. Further, among those born outside of the United States, the mean length of time reported living in the United States was 23.4 (SD 10.9) years (range 2-56).
<table>
<thead>
<tr>
<th>Variables</th>
<th>Full sample (N=76)</th>
<th>OHI&lt;sup&gt;a&lt;/sup&gt; seekers (n=22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td>57.2 (6.0), 50-74</td>
<td>56.6 (5.8), 50-69</td>
</tr>
<tr>
<td>Years in the United States, mean (SD), range</td>
<td>23.4 (10.9), 2-56</td>
<td>19.4 (11.2), 2-56</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>25 (33)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Female</td>
<td>51 (67)</td>
<td>19 (25)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>23 (30)</td>
<td>8 (11)</td>
</tr>
<tr>
<td>Black</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Other or more than one race</td>
<td>52 (68)</td>
<td>13 (17)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or partnered</td>
<td>53 (70)</td>
<td>14 (18)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>10 (13)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Widowed</td>
<td>6 (8)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Never married or single</td>
<td>7 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed or self-employed</td>
<td>40 (53)</td>
<td>16 (21)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>31 (41)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Student</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Retired</td>
<td>3 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>47 (62)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>13 (17)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Some college or technical school</td>
<td>7 (9)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>College graduate</td>
<td>7 (9)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Graduate or professional (postcollege)</td>
<td>2 (3)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Annual income (US $), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>31 (41)</td>
<td>8 (11)</td>
</tr>
<tr>
<td>10,000-25,000</td>
<td>29 (38)</td>
<td>10 (13)</td>
</tr>
<tr>
<td>25,001-35,000</td>
<td>8 (11)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>35,001-75,000</td>
<td>2 (3)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Don’t know or prefer not to answer</td>
<td>6 (8)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Insurance status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No insurance</td>
<td>57 (75)</td>
<td>14 (18)</td>
</tr>
<tr>
<td>Medicaid or Medicare</td>
<td>4 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>County health insurance</td>
<td>8 (11)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Private health insurance</td>
<td>7 (9)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>5 (7)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>71 (94)</td>
<td>20 (26)</td>
</tr>
<tr>
<td>Self-reported country of birth (if that reported was other than the United States), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>49 (64)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Colombia</td>
<td>6 (8)</td>
<td>4 (5)</td>
</tr>
</tbody>
</table>
Main Findings

**Extent to Which SD Latino Adults Use the Internet to Locate OHI (RQ1)**

All participants (N=76) responded to the item assessing personal OHI seeking for themselves or others. In total, 71% (54/76) of participants reported not having personally sought OHI for themselves or others (Table 1), whereas the remaining 29% (22/76) of participants reported having personally looked for OHI information for themselves or others.

**Variability in Self-reported Levels of eHealth Literacy Among SD Latino Adults (RQ2)**

Assessment of eHealth literacy using the eHEALS was only completed for those who answered yes to having sought OHI for themselves or others (22/76, 29%). Of those individuals, the mean eHEALS score was 29.7 (SD 6.6; range 15-40). In total, 27% (6/22) of those seeking OHI had an eHEALS score of less than 26, indicating that these participants were in the low--eHealth literacy category.

Frequency of responses to the eight-item eHEALS—note that only 22 participants completed this scale, as they sought OHI—is reported in Figure 1. The item with the greatest degree of agreement was “I know how to use the health resources I find on the internet to help me,” with 91% (20/22) of eHEALS respondents self-reporting either mildly agree or strongly agree. The item with the least amount of agreement was “I feel confident in using information from the internet to make health decisions,” with 45% (10/22) of eHEALS respondents self-reporting being uncertain, mildly disagree, or strongly disagree.
Figure 1. Responses to the eight-item eHEALS; 22 out of 76 respondents completed the scale, and percentages are out of 22. eHEALS: eHealth Literacy Scale.

**Sociodemographics and PHM Constructs Associated With OHI Seeking by SD Latino Adults (RQ3)**

Univariate logistic regression analyses on data from 76 participants were performed to examine preliminary associations between sociodemographic variables, PHM constructs, and the likelihood of seeking OHI. Only educational attainment was found to be significantly associated with OHI seeking (Table 2). Higher educational attainment was significantly associated with an increased likelihood of having sought OHI (odds ratio 17.4, 95% CI 2.0-150.7; \( P=.009 \)). Employment status approached significance (\( P=.07 \)). None of the PHM health beliefs were significantly associated with OHI. The logistic regression model was statistically significant (\( \chi^2_{14}=60.3, P<.001 \)). The model explained 81.9% (Nagelkerke \( R^2 \)) of the variance in OHI and correctly classified 90.0% of cases. Sensitivity was 85.7%, specificity was 91.8%, positive predictive value was 81.8%, and negative predictive value was 93.8%. 
Table 2. Factors associated with seeking of online health information using univariate logistic regression analyses.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Respondents (N=76), n (%)</th>
<th>Odds ratio (95% CI)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>51 (67)</td>
<td>170.05 (0.37 to &gt;999.99)</td>
<td>.10</td>
</tr>
<tr>
<td>Male</td>
<td>25 (33)</td>
<td>Reference</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Insured</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (25)</td>
<td>59.19 (0.42 to &gt;999.99)</td>
<td>.11</td>
</tr>
<tr>
<td>No</td>
<td>57 (75)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Employed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>40 (53)</td>
<td>&gt;999.99 (0.57 to &gt;999.99)</td>
<td>.07</td>
</tr>
<tr>
<td>No</td>
<td>35 (46)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Married</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>53 (70)</td>
<td>62.01 (0.20 to &gt;999.99)</td>
<td>.16</td>
</tr>
<tr>
<td>No</td>
<td>23 (30)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>76 (100)</td>
<td>0.93 (0.64 to 1.35)</td>
<td>.68</td>
<td></td>
</tr>
<tr>
<td><strong>Annual income</strong></td>
<td>70 (92)</td>
<td>2.03 (0.50 to 8.29)</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td>76 (100)</td>
<td>17.40 (2.01 to 150.72)</td>
<td>.009</td>
</tr>
<tr>
<td><strong>Perceived salience</strong></td>
<td>76 (100)</td>
<td>1.84 (0.45 to 7.44)</td>
<td>.39</td>
</tr>
<tr>
<td><strong>Perceived susceptibility</strong></td>
<td>76 (100)</td>
<td>0.99 (0.53 to 1.85)</td>
<td>.98</td>
</tr>
<tr>
<td><strong>Response efficacy</strong></td>
<td>76 (100)</td>
<td>2.33 (0.32 to 17.10)</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Cancer worry</strong></td>
<td>76 (100)</td>
<td>1.18 (0.70 to 2.02)</td>
<td>.53</td>
</tr>
<tr>
<td><strong>Social influence</strong></td>
<td>76 (100)</td>
<td>1.07 (0.60 to 1.90)</td>
<td>.83</td>
</tr>
<tr>
<td><strong>Religious beliefs</strong></td>
<td>76 (100)</td>
<td>0.95 (0.74 to 1.22)</td>
<td>.68</td>
</tr>
<tr>
<td><strong>Self-efficacy for screening with FIT&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td>76 (100)</td>
<td>0.96 (0.43 to 2.14)</td>
<td>.91</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.05 indicates statistical significance.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>FIT: fecal immunochemical test.

**Sociodemographics and PHM Constructs Associated With the eHealth Literacy of SD Latino Adults (RQ4)**

Univariate analyses using linear regressions were completed to examine preliminary associations between eHEALS scores, sociodemographic variables, and PHM constructs. Higher self-efficacy for screening with FIT was significantly associated with higher eHEALS scores (ie, eHealth literacy; β=1.20, 95% CI 0.14-2.26; P=.02). Table 3 reports the regression coefficients and standard errors. The best-fit model was significantly associated with eHEALS score ($F_{1,20}$=5.53, $P$=.02; adjusted $R^2$=0.18).
Table 3. Results from univariate analyses using linear regressions for two models.

<table>
<thead>
<tr>
<th>Factors associated with the eHEALS(^a)</th>
<th>β coefficient (SE)</th>
<th>Standardized β</th>
<th>t test (df=1)</th>
<th>P value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>4.22 (56.50)</td>
<td>0</td>
<td>0.07</td>
<td>.94</td>
</tr>
<tr>
<td>Gender</td>
<td>−3.19 (10.53)</td>
<td>−0.18</td>
<td>−0.30</td>
<td>.77</td>
</tr>
<tr>
<td>Insured</td>
<td>1.12 (7.49)</td>
<td>0.09</td>
<td>0.15</td>
<td>.88</td>
</tr>
<tr>
<td>Employed</td>
<td>−1.71 (9.88)</td>
<td>−0.12</td>
<td>−0.17</td>
<td>.87</td>
</tr>
<tr>
<td>Married</td>
<td>3.51 (7.86)</td>
<td>0.26</td>
<td>0.45</td>
<td>.67</td>
</tr>
<tr>
<td>Age</td>
<td>0.17 (0.45)</td>
<td>0.16</td>
<td>0.37</td>
<td>.72</td>
</tr>
<tr>
<td>Annual income</td>
<td>−0.60 (5.04)</td>
<td>−0.08</td>
<td>−0.12</td>
<td>.91</td>
</tr>
<tr>
<td>Educational attainment</td>
<td>−0.19 (2.99)</td>
<td>−0.04</td>
<td>−0.06</td>
<td>.95</td>
</tr>
<tr>
<td>Perceived salience</td>
<td>−0.57 (2.88)</td>
<td>−0.11</td>
<td>−0.20</td>
<td>.84</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>−0.82 (1.18)</td>
<td>−0.32</td>
<td>−0.69</td>
<td>.51</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>−0.46 (2.36)</td>
<td>−0.08</td>
<td>−0.19</td>
<td>.85</td>
</tr>
<tr>
<td>Cancer worry</td>
<td>0.09 (1.66)</td>
<td>0.04</td>
<td>0.06</td>
<td>.96</td>
</tr>
<tr>
<td>Social influence</td>
<td>−0.10 (1.30)</td>
<td>−0.05</td>
<td>−0.08</td>
<td>.94</td>
</tr>
<tr>
<td>Religious beliefs</td>
<td>−0.33 (1.00)</td>
<td>−0.25</td>
<td>−0.34</td>
<td>.75</td>
</tr>
<tr>
<td>Self-efficacy for screening with FIT(^c)</td>
<td>1.58 (1.17)</td>
<td>0.64</td>
<td>1.35</td>
<td>.22</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>−6.41 (14.51)</td>
<td>0</td>
<td>−0.44</td>
<td>.66</td>
</tr>
<tr>
<td>Self-efficacy for screening with FIT(^c)</td>
<td>1.20 (0.51)</td>
<td>0.47</td>
<td>2.35</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\) eHEALS: eHealth Literacy Score.
\(^b\) P < .05 indicates statistical significance.
\(^c\) FIT: fecal immunochemical test.

Discussion

Principal Findings

OHI has become more routine in health care interactions and health education for patients and caregivers [3-5]. Yet, greater emphasis on eHealth may disproportionately affect groups with limited eHealth literacy. Healthy People 2030 continues the national effort initiated in 2010 in recognition of the importance of HC and HIT to support better communication, care, and outcomes toward achieving health equity [53]. There is a dearth of information available in the literature that communicates specifically on factors (eg, sociodemographic characteristics and health beliefs) associated with OHI seeking and eHealth literacy among SD Latino adults.

In this study, nearly three-quarters (54/76, 71%) of participants reported not having personally sought OHI for themselves or others. Among those for whom eHealth literacy was assessed (22/76, 29%), nearly one-third (6/22, 27%) had an eHEALS score of less than 26, indicating self-perceived low eHealth literacy. In this study, preliminary findings suggest that higher educational attainment was associated with an increased likelihood of having sought OHI. Although further research to confirm directionality is necessary, this association between higher educational attainment and seeking OHI among SD Latino adults is consistent with prior findings on OHI behaviors conducted among English-speaking populations [57,58]. Specifically, Jacobs et al [58] highlight that a heavy reliance on e-technologies for disseminating health information may increase the likelihood of further perpetuating health disparities; they suggest a need for interventions and efforts focused on developing training and services to boost internet self-efficacy tailored to patients’ learning styles and their cultural and demographic characteristics to reduce this digital disparity.

This study was conducted among SD Latino adults of whom the majority were born outside of the United States, which is acutely different from studies conducted among participants preferring the English language [57,58]. Our efforts are preliminary and, thus, additional research is needed to explore the relationships between educational attainment and OHI seeking among various groups who prefer non-English languages and groups newly arrived in the United States. Of interest, in our exploration of factors associated with the act of OHI seeking, there was a high proportion of individuals who had not sought OHI (54/76, 71%). This lack of OHI seeking may disproportionately affect SD Latino adults, as reliance on eHealth resources continues to gain emphasis in the United States [3-5] and globally [59]. Indeed, our efforts are cautiously interpreted, yet our data signal a timely opportunity to examine the reasons preventing OHI-seeking behaviors among SD Latino adults aged 50 to 75 years, as well as the potential for intervention research. Thus, in recognizing this distinction,
considerations for culture and language are a fertile area of future research examining reasons for the lack of OHI seeking (eg, learning styles and preferences, availability and access to Spanish-language computer resources, knowledge, and technological skills, such as search strategies, among others). In considering culture, previous studies exploring OHI behaviors suggested that younger, English-dominant Latino and Hispanic generations may be OHI brokers for older generations of SD Latino adults [4,35,60]. Therefore, whether OHI seeking could be facilitated by intergenerational co-learning approaches is an avenue for future exploration. In a study examining digital health disparities among ethnically diverse older adults who prefer the English language [61], researchers suggested important steps to close this digital divide, including cultural adaptation based on preferences for receiving health information. Research has found that personal instruction through the process of internet use and assistance with using new digital devices helps older adults to adopt a daily habit of internet use [62]. However, whether these outcomes may be replicated among SD Latino adults aged 50 to 75 years remains to be examined. Further still, the literature communicates that smartphone ownership offers no statistically significant difference relevant to race or ethnicity [63] and is the primary source of internet use among all Latino adults [63]. Thus, considerations for examining the potential of leveraging smart phones for interventions on promoting OHI seeking among SD Latino adults is worth noting. Moreover, in addition to reaching underserved populations in health centers [64], community libraries offer another potential avenue for engaging with diverse community members [65].

In our study, exploratory findings suggest that higher eHealth literacy was preliminarily associated with higher self-efficacy for FIT screening ($\beta$=1.20, 95% CI 0.14-2.26; $P$=.02) among SD Latino adults. This preliminary finding suggests that further investigation is warranted. Future in-depth examinations are necessary to confirm directionality of association. Prior to this study, the literature did not communicate specifically regarding findings that have examined eHealth literacy and self-efficacy for CRC screening. Efforts by Park et al. [66] conveyed an association between higher levels of eHealth literacy and greater confidence in seeking online cancer information. Yet, the study was completed among English-language participants; importantly, the “confidence” examined by Park et al. [66] differs from our use of “self-efficacy” that we occupy via the PHM.

This preliminary study communicates promising results suggesting that increased eHealth literacy may be associated with increased self-efficacy for CRC screening with FIT. While this study’s results must be replicated in a larger sample, these findings are encouraging and set an important small guiding step in suggesting that eHealth literacy skills development might benefit self-efficacy of CRC screening. Future appropriately powered research is necessary to examine whether eHealth literacy training and building self-efficacy for CRC screening may ultimately impact CRC screening uptake.

**Limitations and Strengths**

This study has several limitations and strengths to acknowledge. First, the study was conducted in the context of a small pilot trial, underpowered for inferential analyses. Thus, our findings should be interpreted cautiously and call for further study in larger samples of SD Latino individuals. Second, this study did not assess access to the internet nor barriers to OHI seeking, limiting potential findings. Third, Latino ethnicity is shared among many Americans from various backgrounds and, most certainly, does not comprise a homogeneous group. Characteristics of Latino adults vary by region. In this study, participants communicated their Latino ethnicity, and most were of Mexican heritage, thus potentially limiting generalizability. Yet, the sample representing 10 different Latin American countries offers preliminary evidence of feasibility for recruiting Latino adults from diverse backgrounds into future studies.

**Implications**

There are several implications to consider and acknowledge. First, to reach the Healthy People 2030 HC and HIT objectives, it is necessary to expand research efforts to highlight and address barriers and leverage facilitators to OHI behaviors; it is also necessary to increase access to the internet. Second, future intervention research to promote eHealth literacy should examine and consider how cultural background and language affect access, health care use, successful use of eHealth resources, and behavior change. Finally, this study provided preliminary findings that suggested a need for pursuing further research on promoting OHI-seeking behaviors and eHealth literacy training that may impact CRC self-efficacy and, ultimately, CRC screening behaviors. Nevertheless, larger research studies are needed to corroborate these findings before clear implications for practice can be reached.

**Conclusions**

This preliminary study adds to an extremely small evidence base and is the first to communicate findings on the assessment and analyses of OHI seeking and eHealth literacy in the context of the PHM among SD Latino adults. A high proportion of SD Latino participants in our study have not sought OHI for themselves or others, thus limiting their access to beneficial resources. In light of the growing use and reliance on technologies in health care, factors preventing OHI seeking remain to be further examined. In addition, there is a need for resources to improve eHealth literacy among SD Latino adults. Our study communicates preliminary evidence that higher eHealth literacy is occurring among those with higher self-efficacy for CRC screening. Appropriately powered research in the future is warranted to further examine this preliminary finding. Additionally, the next logical step that future research should examine is whether eHealth literacy training and building self-efficacy for CRC screening could increase the uptake of CRC screening.
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Abstract

Background: Increasing evidence shows that lifestyle interventions can improve the symptoms, quality of life (QoL), and even overall survival of patients with cancer. Digital therapeutics (DTx) can help implement behavioral modifications and empower patients through education, lifestyle support, and remote symptom monitoring.

Objective: We aimed to test the feasibility of a DTx program for patients with cancer, as measured by engagement, retention, and acceptability. In addition, we explored the effects of the program on cancer-related QoL.

Methods: We conducted a 4-week single-arm trial in Iceland, where DTx was delivered through a smartphone app. The intervention consisted of patient education about mindfulness, sleep, stress, and nutrition; lifestyle coaching; and the completion of daily missions for tracking physical activity and exercise, reporting patient-reported outcomes (PROs), practicing mindfulness, and logging healthy food intake. Information on program engagement and retention, step goal attainment, as well as PROs were collected throughout the study. QoL was measured using the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire C30 at baseline and follow-up.

Results: In total, 30 patients with cancer undergoing active therapy were enrolled, and 29 registered in the app (23 female, 18 with breast cancer; mean age 52.6, SD 11.5 years). Overall, 97% (28/29) of participants were active in 3 of the 4 weeks and completed the pre- and postprogram questionnaires. The weekly active days (median) were 6.8 (IQR 5.8-6.8), and 72% (21/29) of participants were active at least 5 days a week. Users interacted with the app on average 7.7 (SD 1.9) times per day. On week 1, all 29 participants used the step counter and logged an average of 20,306 steps; 21 (72%) participants reached their step goals of at least 3000 steps per day. On week 4, of the 28 active users, 27 (96%) were still logging their steps, with 19 (68%) reaching their step goals. Of the 28 participants who completed the satisfaction questionnaire, 25 (89%) were likely to recommend the program, 23 (86%) said the program helped them deal with the disease, and 24 (86%) said it helped them remember their medication. QoL assessment showed that the average global health status, functioning, and symptom burden remained stable from baseline to follow-up. In all, 50% (14/28) of participants reported less pain, and the average pain score decreased from 31 (SD 20.1) to 22.6 (SD 23.2; P=.16). There was no significant change in PROs on the quality of sleep, energy, and stress levels from the first to the last week.

Conclusions: The high retention, engagement, and acceptability found in this study demonstrate that multidisciplinary DTx is feasible for patients with cancer. A longer, full-scale randomized controlled trial is currently being planned to evaluate the efficacy of the intervention.
Introduction

According to the latest statistics, the global prevalence of all types of cancers is projected to increase by nearly 50% in the next 20 years, with female breast cancer being the most prevalent in 2020 [1]. In Iceland, approximately 1700 people received a new cancer diagnosis in 2018, but due to improved awareness, early detection, and treatment options, survival rates have been increasing, and by 2018, there were >15,000 people living with a previously diagnosed cancer [2,3]. Thus, there is now an increased population of people living a long, productive life with a history of cancer. Nevertheless, the side effects of current treatments, as well as the stress associated with the diagnosis and fear of disease recurrence, pose a serious burden on patients’ mental and physical well-being [4,5].

Research over the last 2 decades has shown that lifestyle modifications can effectively improve the quality of life (QoL) of patients with cancer. Mindfulness exercises, muscle relaxation, and cognitive behavioral therapy can help patients cope with stress [6]. Traditionally, patients were advised to rest while undergoing cancer treatment, but guidelines now recommend avoiding sedentary behaviors and doing regular aerobic and resistance training [7]. Increasing evidence suggests that regular physical activity can help combat disease-related physical and psychological symptoms and improve QoL [7].

Research has shown that more walking during recovery can reduce the chance of readmission after cancer surgery and engaging in home-based exercise programs can aid people in increasing their physical fitness [8,9]. In addition, healthy dietary habits are equally important to maintain for patients with cancer and cancer survivors [10]. However, lifestyle and related behavioral modifications are often hard to achieve, and there is a need for a structured implementation of lifestyle support for patients.

The advent of digital technology and the wide reach of smartphones provide a potential avenue for motivating and delivering structured lifestyle programs for patients. Several digital intervention programs have been developed for patients with cancer and cancer survivors to provide psychological support and help manage symptoms [11]. Studies integrating electronic patient-reported outcomes (PROs) and advice on symptom management in care found reduced fatigue and increased QoL and overall survival [12-14]. In addition, collecting electronic PROs can foster more efficient patient–health care provider interaction and thus reduce the need for consultations [15]. Studies on digital therapeutics (DTx) for patients with cancer have been largely focused on providing and evaluating psychosocial interventions. These studies found that electronically delivered cognitive behavioral therapy increases the ability to relax and decreases anxiety in men with prostate cancer [16], combining it with exercise and patient education can increase QoL, reduce fatigue, and improve dietary habits [17,18].

Furthermore, a study found that an internet-based exercise program in itself can improve cognitive abilities in patients with breast cancer for 6 months after the intervention [19]. Thus, existing evidence points toward the benefits of a holistic digital therapeutic that combines multiple aspects of patient support during cancer treatment (psychological support, education, exercise, and nutrition).

The primary aim of this study was to assess the feasibility of a holistic DTx program to improve the lifestyle and health-related QoL of patients in active anticancer therapy. This was measured in terms of user engagement, retention, acceptability, and step goal attainment. An additional objective of the study was to gather preliminary indications of the program’s efficacy through secondary endpoint measures. The results of this feasibility trial will be used to inform a future definitive randomized controlled trial (RCT).

Methods

Study Design and Recruitment

We conducted a 4-week single-arm trial from August to November 2021 at the Ljósíð cancer rehabilitation clinic in Iceland. Patients were invited to participate in the study, which was promoted as a support program aimed at improving QoL for patients with cancer, via emails and educational lectures at the clinic, and they were recruited after voluntarily reaching out. Inclusion criteria were (1) diagnosed with cancer and receiving anticancer treatment at the National University Hospital of Iceland (chemotherapy, radiation therapy, or other nonhormonal cancer medication) at the start of participation; (2) aged ≥18 years; (3) speaks Icelandic; (4) has the capacity to give informed consent; and (5) owns and knows how to operate a smartphone.

Ethical Considerations

All participants provided informed consent before enrolling in the study. The protocol was approved by the National Bioethics Committee (institutional review board registration number VSN-21-102). This study was conducted in accordance with the ethical principles of the Declaration of Helsinki 2008.

Procedures

After signing informed consent forms, participants completed a preintervention QoL questionnaire on the web, and exercise physiologists or physical therapists at the cancer clinic collected information about baseline physical measurements, physical fitness and body composition. Participants were also instructed to download the Sidekick smartphone app and received an access code to the program. During the intervention, data on participants’ retention, engagement, and self-reported in-app activity were collected through the app. QoL, fitness, and body composition measurements were repeated after the intervention, and participants’ feedback on the program was collected through a web-based satisfaction questionnaire.
Intervention

The program was delivered through the Sidekick app, which was created by a group of data scientists, designers, gamification experts, behavioral scientists, psychologists, medical doctors, and other health care professionals and uses the principles of behavioral economics combined with gamification elements to achieve behavioral modifications for the primary and secondary prevention of lifestyle-related chronic diseases [20]. Gamification elements in the app are intended to motivate and engage users and examples include the collection of digital water drops—which are converted into donations for charity—when completing any task in the app; a leveling system and progress bar based on the water drops collected; and a checklist for completion of daily tasks. In addition, the visual appearance, animations, and sounds within the app were designed to be enjoyable, pleasing, and mimic games.

The intervention was designed to provide patients with cancer with tools to better deal with side effects during cancer treatment and to improve their overall QoL, with the main focus on stress management and improving sleeping habits. A general program overview is provided in Table 1 and Figure 1, and overview of the educational content is provided in the Multimedia Appendix 1. The intervention was designed with inputs from oncologists and was composed of assigned daily missions for educational materials relating to each weekly theme (stress, sleep, nutrition, and mindfulness from week 1 to 4), step counter, food logging, meditation, and PRO surveys. Missions were defined as any assignment available in the app, and users received on average 5 of these a day. Users could also proactively explore the app for other content that was not assigned (eg, exercises and medication reminders). An additional feature was remote patient monitoring in which an exercise physiologist with experience in cancer rehabilitation provided lifestyle coaching through weekly motivational messages and general support with the program.

Table 1. Presentation of main program missions and expected outcomes.

<table>
<thead>
<tr>
<th>Mission type</th>
<th>Content or action</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>Videos and other content every day</td>
<td>Increased knowledge of tools for building healthy habits</td>
</tr>
<tr>
<td>Food logger</td>
<td>Log vegetables and water consumed every day</td>
<td>Healthier eating habits and better nutrition</td>
</tr>
<tr>
<td>Step counter</td>
<td>Log number of steps every day</td>
<td>Increased awareness and motivation for physical activity</td>
</tr>
<tr>
<td>Guided meditation</td>
<td>Meditate 3 times per week</td>
<td>Improved mental health and stress management</td>
</tr>
<tr>
<td>Patient-reported outcomes</td>
<td>Indicate energy levels, stress levels, and quality of sleep 3 times per week</td>
<td>Increased self-awareness</td>
</tr>
</tbody>
</table>

Figure 1. The Sidekick app interface. Program overview (left): the program was composed of 4 weekly modules with introduction on week 1, followed by modules on stress and sleep, nutrition, and mindfulness in the following weeks. Users could access educational videos in each topic (middle) as part of their daily missions. The missions included reaching step goals and logging food and water intake (right).

Primary Outcomes

Retention and engagement were assessed using data on user-reported interactions by completing missions on the Sidekick app. Treatment completion was defined as being active in-app at least 3 of 4 weeks (or 75% of the program duration) and completing the prestudy and poststudy QoL questionnaires. Although previous studies found that attrition rates can be as high as 50% [21-23], we based this more ambitious target on
previous engagement and completion rates found on our platform. Program retention was defined as the number of users who returned to the app during the last week of the study, and highly engaged users were those who were active in-app for at least five days a week. We focused on 2 measures of engagement: the number of days the participant was active in the app and the average number of mission interactions during active days.

**Secondary Outcomes**

Participants’ health-related QoL was assessed using the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire C30 (QLQ-C30). QLQ-C30 is a clinically validated and well-established questionnaire composed of 30 questions that measure QoL across 3 domains: functional scales (physical, role, emotional, cognitive, and social), symptom scales (fatigue, nausea or vomiting, pain, dyspnea, insomnia, appetite loss, constipation, diarrhea, and financial difficulties), and global health status [24].

Aerobic fitness was measured using the Åstrand submaximal test on a cycle ergometer (Monark) [25]. In this test, the participants were instructed to cycle for 6 minutes with a pedal frequency of 50 to 70 rpm and reach approximately 85% of the maximum heart rate based on age. Their maximum oxygen uptake (VO\(_{2\text{max}}\), mL/kg/min) was estimated based on the heart rate, workload (in watt), age, sex, body weight, and heart rate at the end of the test.

Body composition was measured using the InBody 770 bioelectrical impedance analyzer [26,27]. The participants were instructed to stand on the platform with bare feet, stand upright, and hold on to the handles. Built-in scales and electrodes in the device measure body composition values, such as weight, fat mass, and fat-free mass (lean mass). Participants were instructed not to consume food at least two hours before their appointment, refrain from physical exercise earlier that day, and avoid putting creams or lotions on their bodies.

Step counts were automatically measured by the app based on data from the built-in accelerometer of the smartphone. However, at the end of each day, the steps had to be manually registered by the user by clicking claim steps in the app. The minimum step goal was set at 15,000 per week or 3000 at least 5 days per week.

PROs on quality of sleep, stress, and energy levels were measured using the app 3 times a week. Users received these as part of their daily missions on 3 random days of the week and were composed of a prompt (“Please indicate last night’s quality of your sleep/today’s energy level/today’s stress level”) and a 10-point visual analog sliding scale, where 10 represents the highest sleep quality, energy levels, or stress levels. Users could rate these at any time of the day but received no additional reminders for them.

**Data Analysis**

Characteristics are presented as mean and SD with the corresponding number and percentage of participants. User engagement information is presented as medians and IQR for weekly active days and total active days (active days out of 28 days), as these were nonparametric variables. Active days were defined as days when the user logged at least one mission. The average number of daily mission interactions is the number of events a user completes per mission; it was calculated as total mission interactions divided by total active days and is presented as mean and SD. Step goal attainment is shown as the number and percentage of users who used a step counter in the first and last weeks, along with weekly step counts as mean and SD, and step goal attainment is shown as the percentage of users who used the step counter.

Scores from QLQ-C30 were calculated according to instructions in the scoring manual (open source) [24]. To calculate the score for each subscale (global health status, physical functioning, role functioning, fatigue, pain, etc.), we averaged the raw scores given to each of the questions contributing to that subscale. Most questions were scored on a scale of 1 (not at all) to 4 (very much), except for the questions contributing to global health status, which could be scored from 1 to 7. This raw score was then linearly transformed to 0 to 100 so that all subscales had the same range of values. For functional scales and global health status, a higher number represents a higher level of functioning and higher QoL; conversely, a higher number means a higher symptom burden for symptom scales. The number and percentage of participants whose scores increased, decreased, or did not change after the study was calculated along with the scores.

PROs on sleep, stress, and energy levels were compared at the beginning and end of the study using 2-tailed paired \( t \) tests. The normalized change was calculated as the change in the weekly average score divided by the maximum possible gain to be able to compare rating scales in different directions (evaluating increased energy levels and quality of sleep but decreased stress levels). The correlation between preprogram QLQ-C30 scores and the in-app PROs during the first week was calculated using Spearman’s rank correlations.

**Results**

**Baseline Characteristics**

In total, 30 patients with cancer were initially enrolled in the program; 1 (3%) did not download the app and was therefore excluded from further analysis, and 29 (97%) completed the program with in-app activity in 3 of 4 weeks (Figure 2). Of the 29 participants, 1 (3%) was inactive in the last week but completed the follow-up questionnaire, and 1 (3%) participant who engaged with the program every week did not complete the postprogram questionnaire.

The baseline characteristics and measurements are shown in Table 2. Most participants were female (23/29, 79%); the average age was 52.6 (SD 11.5) years, and 62% (18/29) had breast cancer, while 38% (11/29) had other types of cancer. As there were 2 apparent patient groups with respect to cancer type (breast cancer and other cancer), we compared the baseline measurements of the 2 groups and found no statistically significant differences; thus, we present our results for the total patient population. A total of 28% (8/29) of participants had stage IV metastatic cancer, and 72% (21/29) had stage I to III
cancer; all participants were receiving cancer treatment, either chemotherapy or radiation therapy, at the start of the study. The sample population was slightly obese, with an average BMI of 30 (SD 5.8) kg/m$^2$, and most participants (23/29, 79%) were in the overweight or obese BMI ranges. As expected, the mean percentage of body fat was higher in females (41.2%) than in males (26.5%), and VO$_{2\text{max}}$ was 27.7 mL/kg/min and 31.2 mL/kg/min in females and males, respectively. These measurements were repeated at the end of the study, but only small nonsignificant changes were observed (data not shown). Of the 29 participants, 28 (97%) completed the full program and all postprogram questionnaires.

**Figure 2.** Participant flow through the study.
Table 2. Participants’ baseline characteristics (N=29).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.6 (11.5)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>23 (79)</td>
</tr>
<tr>
<td><strong>Cancer type and stage, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Breast cancer</td>
<td>18 (62)</td>
</tr>
<tr>
<td>Other cancer</td>
<td>11 (38)</td>
</tr>
<tr>
<td>Stage I-III</td>
<td>21 (72)</td>
</tr>
<tr>
<td>Stage IV (metastasis)</td>
<td>8 (28)</td>
</tr>
<tr>
<td><strong>Current therapy, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>26 (90)</td>
</tr>
<tr>
<td>Radiation therapy</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Both</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>BMI categories (kg/m²), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Normal weight (18.5-24.9)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Overweight (25.0-29.9)</td>
<td>9 (31)</td>
</tr>
<tr>
<td>Obese (≥30.0)</td>
<td>14 (52)</td>
</tr>
<tr>
<td><strong>Body composition, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Height (cm)</td>
<td>168.3 (7.5)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>85.0 (17.6)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>30.0 (5.8)</td>
</tr>
<tr>
<td><strong>Percentage body fat (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female&lt;sup&gt;a&lt;/sup&gt;</td>
<td>41.2 (7.6)</td>
</tr>
<tr>
<td>Male&lt;sup&gt;b&lt;/sup&gt;</td>
<td>26.5 (8.6)</td>
</tr>
<tr>
<td><strong>Fat mass (kg)</strong></td>
<td></td>
</tr>
<tr>
<td>Female&lt;sup&gt;a&lt;/sup&gt;</td>
<td>32.6 (11.8)</td>
</tr>
<tr>
<td>Male&lt;sup&gt;b&lt;/sup&gt;</td>
<td>25.4 (17.5)</td>
</tr>
<tr>
<td><strong>Lean mass (kg)</strong></td>
<td></td>
</tr>
<tr>
<td>Female&lt;sup&gt;a&lt;/sup&gt;</td>
<td>48.1 (5.5)</td>
</tr>
<tr>
<td>Male&lt;sup&gt;b&lt;/sup&gt;</td>
<td>63.1 (9.3)</td>
</tr>
<tr>
<td><strong>Maximal aerobic capacity (VO&lt;sub&gt;2max&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;, mL/kg/min), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Female&lt;sup&gt;d&lt;/sup&gt;</td>
<td>27.7 (8.1)</td>
</tr>
<tr>
<td>Male&lt;sup&gt;e&lt;/sup&gt;</td>
<td>31.2 (11.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data available for 23 participants.<br>
<sup>b</sup>Data available for 5 participants.<br>
<sup>c</sup>VO<sub>2max</sub>: maximum oxygen uptake.<br>
<sup>d</sup>Data available for 15 participants.<br>
<sup>e</sup>Data available for 6 participants.

Primary Outcomes

**Program Feasibility**

Engagement metrics are presented in Table 3. The median number of active days per week was 6.8 (IQR 5.8-6.8), while the total active days out of the maximum of 28 days of the program was 27 (IQR 23-27). Users interacted with missions on average 7.7 times a day, and the number of highly engaged users was 72% (21/29), of whom 57% (12/21) were patients with breast cancer and 43% (9/21) had other types of cancer.
total of 97% (28/29) participants continued using the app until week 4 (4-week retention), with only 1 with breast cancer being inactive in the last week.

Data on step counter use show that all 29 participants used this function in the first week, with 72% (21/29) achieving the set target. The number of users logging their steps remained high in the last week (27/28, 96% of active users), with 68% (19/28) reaching the target goal (Table 4). The average weekly step count increased by over 3000, from 21,307 in the first week to 24,449 in the last week.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completion rate(^a), n (%)</td>
<td>28 (97)</td>
</tr>
<tr>
<td>Weekly active days, median (IQR)</td>
<td>6.8 (5.8-6.8)</td>
</tr>
<tr>
<td>Total active days, median (IQR)</td>
<td>27.0 (23.0-27.0)</td>
</tr>
<tr>
<td>Daily mission interactions, mean (SD)</td>
<td>7.7 (1.9)</td>
</tr>
<tr>
<td>Highly engaged users(^b), n (%)</td>
<td>21 (72)</td>
</tr>
<tr>
<td>4-week retention, n (%)</td>
<td>28 (97)</td>
</tr>
</tbody>
</table>

\(^a\)Completed 75% of the program and all preprogram and postprogram questionnaires.

\(^b\)Users who were active in the app at least five days a week.

Overall, 28 participants completed the postintervention satisfaction survey. These results showed that program acceptability was high, with 89% (25/28) of participants likely to recommend the program to others and 93% (26/28) who found the Sidekick app user friendly. Regarding program content, of the 28 participants, 26 (93%) found the educational content helpful, 23 (82%) said they felt better equipped to deal with their illness after participating in the program, and 24 (86%) said the app helped them remember to take their medication.

With regard to the lifestyle coaching feature, 93% (26/28) of the participants said they found the weekly messages from the coach useful, but only 54% (15/28) somewhat agreed with the statement that they would have liked more feedback from the coach. Overall, 86% (24/28) of participants agreed that the program had positive effects on their lives and well-being.

### Program Acceptability

**Quality of Life Questionnaire C30**

The results of the self-reported QoL questionnaire are shown in Table 5. One individual did not complete the follow-up questionnaire; thus, only 28 completed questionnaires were analyzed. We found no significant change in the mean scores from inclusion to follow-up for any of the functional or symptom items or for global health (Table 4). The largest change was observed in pain scores, which decreased by 8.4 points (27%), and social functioning, which increased by 6 points (10%) at follow-up.

Functioning in all subcategories remained the same or increased in approximately two-thirds of the participants, with most participants seeing an improvement in role functioning (Figure 3). Most participants (15-22 of 28, 56%-79%) saw no change in symptoms, except for pain, which decreased in 50% (12/28) of participants, while fatigue increased in 46% (13/28) of participants by the end of 4 weeks.
Table 5. Quality of Life Questionnaire C30 scores for each item scale at inclusion and follow-up.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Inclusion (n=28)</th>
<th>Follow-up (n=28)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Functional scales, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td>85.5 (10.7)</td>
<td>83.8 (14.1)</td>
<td>.39</td>
</tr>
<tr>
<td>Role</td>
<td>60.7 (20.9)</td>
<td>62.5 (26.7)</td>
<td>.54</td>
</tr>
<tr>
<td>Emotional</td>
<td>72.3 (16.5)</td>
<td>73.5 (18.0)</td>
<td>.63</td>
</tr>
<tr>
<td>Cognitive</td>
<td>69.0 (21.6)</td>
<td>70.8 (20.6)</td>
<td>.65</td>
</tr>
<tr>
<td>Social</td>
<td>58.3 (23.4)</td>
<td>64.3 (21.6)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Symptom scales, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue</td>
<td>35.7 (14.3)</td>
<td>40.1 (22.1)</td>
<td>.55</td>
</tr>
<tr>
<td>Nausea or vomiting</td>
<td>8.3 (12.4)</td>
<td>8.9 (14.0)</td>
<td>.67</td>
</tr>
<tr>
<td>Pain</td>
<td>31.0 (20.1)</td>
<td>22.6 (23.2)</td>
<td>.16</td>
</tr>
<tr>
<td>Dyspnea&lt;sup&gt;a&lt;/sup&gt;</td>
<td>22.2 (22.6)</td>
<td>23.5 (27.4)</td>
<td>.94</td>
</tr>
<tr>
<td>Insomnia</td>
<td>31.0 (25.5)</td>
<td>29.8 (27.7)</td>
<td>.87</td>
</tr>
<tr>
<td>Appetite loss&lt;sup&gt;a&lt;/sup&gt;</td>
<td>19.8 (19.1)</td>
<td>19.0 (26.3)</td>
<td>.48</td>
</tr>
<tr>
<td>Constipation</td>
<td>11.9 (22.6)</td>
<td>11.9 (20.7)</td>
<td>.85</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>11.9 (20.7)</td>
<td>10.7 (18.3)</td>
<td>.74</td>
</tr>
<tr>
<td>Financial difficulties</td>
<td>19.0 (30.7)</td>
<td>15.5 (21.2)</td>
<td>.52</td>
</tr>
<tr>
<td>Global health status, mean (SD)</td>
<td>61.6 (17.0)</td>
<td>61.9 (15.8)</td>
<td>.78</td>
</tr>
</tbody>
</table>

<sup>a</sup>1 missing value; n=27 answers were analyzed.

Figure 3. Percentage of individuals with decreased, increased, or unchanged Quality of Life Questionnaire C30 scores on the functional and symptom scales. *1 missing value; n=27 answers were analyzed.

**In-App PROs**

PROs on energy levels, quality of sleep, and stress levels collected within the app showed that they remained stable over time, with no significant changes (Figure 4). In week 1, all 29 users reported that these PROs and engagement remained high, as 26 users still engaged with them in week 4.
Figure 4. Average weekly changes in users’ ratings of energy levels, quality of sleep, and stress levels (error bars show SD), with the number of users reporting these (n) each week shown under the graphs.

Exploratory Analysis
We carried out an exploratory correlation analysis between the QLQ-C30 and in-app–reported QoL measures to gain insight into the clinical validity of the QoL outcomes measured in the app (Figure 5). We found that energy levels correlated most strongly with role (ρ=0.49; P=.007) and social functioning (ρ=0.47; P=.01) as well as with nausea, vomiting and appetite loss (ρ=0.41; P=.03 each), while it inversely correlated with fatigue (ρ=-0.44; P=.02) and constipation (ρ=-0.5; P=.006). Quality of sleep significantly correlated with appetite loss (ρ=0.44; P=.02) and negatively correlated with insomnia (ρ=-0.39; P=.04), while stress levels significantly inversely correlated with cognitive (ρ=-0.43; P=.02) and emotional (ρ=-0.49; P<.01) functioning.

Figure 5. Spearman rank correlation analysis of in-app quality of life (QoL) and Quality of Life Questionnaire C30 (QLQ-C30) item scores. The listed QLQ-C30 items below 0 are inversely correlated, while above 0, they are positively correlated with energy level, quality of sleep, and stress levels. Items that significantly correlate with either in-app QoL measure are shown in bold and are represented by large circles, while those items with no significant correlations are represented by small circles. *P≤.05; **P≤.01.

Discussion
Principal Findings
This trial tested the feasibility of a DTx intervention targeted at patients with cancer in active treatment and gathered preliminary information on its effectiveness. We obtained encouraging results regarding retention and engagement; the program had a very high completion rate (97%) and high acceptability (>80%), and thus, the feasibility criteria were met. Engagement metrics painted a similar picture, with users staying active 96% of the time, or 27 out of 28 days, and completing on average 7.7 (SD 1.9) missions a day.

These engagement metrics are somewhat higher than those reported in other studies. A recent systematic review of 6 studies found that the average retention rate of digital behavioral interventions was 90.7% among cancer survivors [28]. However, 1 trial with a patient population similar to ours reported a 50% retention rate during a 6-week intervention and 80% questionnaire completion at follow-up, with 51% to 76% engagement with their app (the amount of content viewed) [21]. Another trial reported that only 41% to 65% of the participants logged in more than twice during the 10-week intervention period when they were not given personalized messaging; however, all those receiving personalized messaging used the app at least twice [29]. Similarly, a 12-week pilot research of breast cancer survivors revealed that 70% of the participants were continuously using the app, with 7.26 log-ins on average in the first month, which later declined [30]. Given that most participants in this study interacted with the app nearly daily,
we can conclude that it succeeded in motivating patients with cancer to continually engage with its content. Multimedia content and tailoring, as well as reminders and personalized messaging, were found to increase user engagement with web-based tools [29,31]. These elements were all used by the Sidekick app, which may help explain the relatively low attrition. In addition, the app was designed to associate the completion of missions with appealing sounds or visuals (ie, users receive a supporting animation when they complete a mission) and charitable donations, which in itself might motivate users and increase their engagement. However, cancer survivors are often internally motivated to seek help and use digital interventions to improve their health and fight the disease [32].

In terms of goal attainment, >70% of users were able to achieve their step goals in this trial, and the average step count (approximately 3000-3500 per day) was comparable with that found in other studies with patients in active cancer treatment [9,33-35]. Although these results might underestimate participants’ real step counts (as these had to be manually claimed each day), they suggest that users are interested in tracking their physical activity, particularly their step counts.

The patients in this study were on average more obese than similar patient populations in other trials [9,36,37], and their average BMI was higher than that recommended for cancer survivors [38]. Regarding body composition, normative data are available for healthy adults in Sweden, Switzerland, and wider Europe [39,40]. According to these data, normal body fat percentage falls between 19% and 25% for males and 26% and 36% for females—the results found in our study (26.5% body fat in males and 41% in females) were somewhat higher than these normative values. Regarding cardiorespiratory fitness, reference values for a normal VO$_2$max range (30-43 mL/kg/min for males and 28-34 mL/kg/min for females) have been published for healthy Swedish and Norwegian adults [41,42]. The VO$_2$max values of patients with cancer in this study (28 mL/kg/min for females and 31 mL/kg/min for males) fell on the lower end of these ranges, suggesting lower cardiorespiratory fitness. Although we did not find significant changes in physical fitness or body composition, other studies promoting exercise intervention for patients in active treatment found significant improvements after 6 to 12 weeks [9,43]. Improving physical fitness and reducing sedentary behaviors can improve health-related QoL and reduce the risk of hospital readmissions [8,36,38]; thus, these will be important outcomes in future longer RCTs.

QoL Outcomes

The global QoL of patients with cancer found in this study agrees with scores reported from patients with cancer in previous studies [9,37,44]. Compared with reference values from a large sample of patients aged 50 to 59 years with breast cancer or cancer in general, our participants scored slightly lower on role, cognitive, and social functioning and had higher symptom burden in most items [45]. An important question, however, is what scores represent clinically significant problems or symptom burden for patients. A previous study sought to answer this question and established cutoff values for 4 subitem scales [46]. According to that study, scores <83 for physical and <70 for emotional functioning and >39 for fatigue and >25 for pain (the most commonly reported symptoms among patients with advanced cancers [47-49]) likely mean significant problems for patients. Compared with these cutoff values, our participants reported less pain by the end of the program, suggesting that pain caused less clinically significant burden to them. In addition, they reported better physical and emotional functioning both before and after the program. Overall, these results showed a generally stable health-related QoL during these 4 weeks, with a trend for improved pain scores. Future RCTs should further evaluate the effectiveness of the program in improving or maintaining QoL. In the long term, even maintaining stable health can be important for patients with cancer, as they usually experience a decline during prolonged treatments or as the disease progresses [50,51].

We found that the in-app PROs positively or negatively correlated with certain QLQ-C30 items as expected. Higher energy levels indicated higher role and social functioning and lower fatigue and constipation, while higher stress levels indicated lower cognitive and emotional functioning. Surprisingly however, higher energy levels were also associated with increased loss of appetite and nausea or vomiting, and better sleep was associated with reduced appetite. It is important to further assess these associations in larger sample trials to better validate PROs used by the Sidekick app.

Strengths and Limitations

The strengths of this study were excellent retention, engagement, and questionnaire completion, which eliminated the need to correct for missing data. Feedback from the patients suggested that the supportive and familiar environment at the rehabilitation clinic could have played a key role in this finding. An additional strength is the multidisciplinary nature of the intervention, which has been shown to benefit the rehabilitation of patients with breast cancer [37]. A limitation of this study was the small sample size, which was composed of self-selected and likely self-motivated individuals. This restricts the generalizability of the results and reduces the study power for testing preliminary program efficiency. Another limitation arising from the study design was the short program duration of 4 weeks, which is likely too short a time frame to detect significant changes in physical and mental health parameters. Finally, the known limitations of the app are the lack of automatic step counting and the fact that step count missions could not be completed retrospectively for previous days; thus, if users did not claim their steps, the records showed 0 steps for the given day. Therefore, this feature likely underestimated the real physical activity that participants completed and hence should be further optimized in future programs and trials.

Conclusions

On the basis of evidence gathered, digital support delivered through the Sidekick app is feasible for patients with cancer, and a large-scale RCT can be initiated. Preliminary results suggest that participants’ health-related QoL remained stable for 4 weeks, but a longer, controlled trial will be required to gauge the efficacy of the digital intervention for improving QoL.
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Changes in the most burdensome side effects, fatigue and pain, should also be the primary focus and assessed using specific measures in future trials. In addition, the digital program could be further tailored to the cancer experience by including education about treatments and specific side effects, providing symptom tracking and medication reminders, and adapting the assigned daily tasks and workload to the individual’s stage on the cancer treatment journey and actual energy and motivation levels.
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Abstract

Background: Several mobile apps are currently available that purportedly help with managing pornography addiction. However, the utility of these apps is unclear, given the lack of literature on the effectiveness of mobile health solutions for problematic pornography use. Little is also known about the content, structure, and features of these apps.

Objective: This study aims to characterize the purpose, content, and popularity of mobile apps that claim to manage pornography addiction.

Methods: The phrase “pornography addiction” was entered as a search term in the app stores of the two major mobile phone platforms (Android and iOS). App features were categorized according to a coding scheme that contained 16 categories. Apps were included in the analysis if they were described as helpful for reducing pornography use, and data were extracted from the store descriptions of the apps. Metrics such as number of user ratings, mean rating score, and number of installations were analyzed on a per-feature basis.

Results: In total, 170 apps from both app stores met the inclusion criteria. The five most common and popular features, both in terms of number of apps with each feature and minimum possible number of installations, were the ability to track the time since last relapse (apps with feature=72/170, 42.4%; minimum possible number of installations=6,388,000), tutorials and coaching (apps with feature=63/170, 37.1%; minimum possible number of installations=9,286,505), access to accountability partners or communities (apps with feature=51/170, 30%; minimum possible number of installations=5,544,500), content blocking or content monitoring (apps with feature=46/170, 27.1%; minimum possible number of installations=17,883,000), and a reward system for progress (apps with feature=34/170, 20%; minimum possible number of installations=4,425,300). Of these features, content-blocking apps had the highest minimum possible number of installations. Content blocking was also the most detected feature combination in a combinatorial analysis (with 28 apps having only this feature), but it also had the lowest mean consumer satisfaction rating (4.04) and second-lowest median rating (4.00) out of 5 stars. None of the apps reviewed contained references to literature that provided direct evidence for the app’s efficacy or safety.

Conclusions: There are several apps with the potential to provide low- or zero-cost real-time interventions for people struggling to manage problematic pornography use. Popular app features include blockers of pornographic content, behavior monitoring, and tutorials that instruct users how to eliminate pornography use. However, there is currently no empirical evidence to support the effectiveness and safety of these apps. Further research is required to be able to provide recommendations about which apps (and app features) are safe for public consumption.

(JMIR Form Res 2022;6(10):e39869) doi:10.2196/39869
Introduction

Background

Internet pornography is becoming increasingly normalized worldwide because the rapid proliferation of the internet and personal computing devices, coupled with widespread cultural acceptance of pornography, has accelerated its spread [1]. An analysis of website traffic in Poland found a 310% increase in the number of people who used pornography on the web between October 2004 (2.76 million) and October 2016 (8.54 million) [2]. In 2019 alone, there were >42 billion visits to Pornhub, the world’s most popular pornography website [3]. The use of the internet for sexual pleasure is likely to become more prevalent as people’s time spent on the internet increases [4].

Problematic pornography use (PPU)—defined here as compulsive, dysregulated, or excessive pornography use—is considered a subcategory of compulsive sexual behavior disorder in the International Classification of Diseases, Eleventh Revision. However, there remains controversy over whether pornography addiction in the classical sense of an addiction exists, with opponents of this construct suggesting that compulsive pornography use is a coping mechanism for issues such as depression and anxiety. Still, there remains a high prevalence of anecdotal evidence for self-perceived pornography addiction in popular culture and web-based discourse, with many believing that pornography use can cause both depression and anxiety, among other disorders [5].

Technological Interventions for PPU

The introduction of smartphones into modern society provides an unprecedented opportunity to deliver mobile therapies to people on a global scale. A mobile app that can anonymously guide the user through the steps required to manage PPU or regulate internet content could be valuable to people who are uncomfortable disclosing their struggle with PPU to another person. Such mobile health (mHealth) apps already exist, and unlike traditional therapy, these apps are often free and immediately available, thus supporting user autonomy and expanding access. However, it should be noted that such interventions are often hindered by low treatment commitment and adherence, limited flexibility and tailoring, and higher dropout rates than in-person therapies [6,7].

In a qualitative review of abstinence journals on a web-based rebooting forum for PPU, Fernandez et al [8] found that many of the forum’s members struggled with “the seeming inescapability of cues” that triggered pornography cravings, particularly on electronic media such as the internet or television. Furthermore, these cues often appear unpredictably, making casual internet browsing a risky behavior for those attempting to reduce PPU [4,8-11]. Before internet pornography was introduced, one simply had to distance oneself from physical sources of pornography, such as magazines [12]. Today, distancing is harder to achieve, given the amount of time we are connected to the internet and the ready accessibility of web-based pornography through our devices.

Currently Available mHealth Therapies

Despite the popularity and potential of mHealth apps for managing PPU [13], there remains practically no literature assessing their effectiveness. This is consistent with the lack of literature on many other categories of mHealth apps, such as those for nonmedical cannabis use, mindfulness, and posttraumatic stress disorder, all of which have a large variety of apps available in both Google’s and Apple’s app ecosystems [14-16]. This is concerning because it makes it difficult to determine whether people are receiving evidence-based or effective interventions. Colbert et al [17] reviewed studies of 19 mobile apps designed to manage alcohol consumption; of these apps, only 8 were available in public app stores, and only 4 of these 8 apps had been demonstrated to help reduce alcohol consumption in the literature. A similarly low conversion rate has been observed in related fields [18].

One example of a therapeutic technique for PPU management is an app that can block pornographic websites, which hypothetically increases the number of barriers to accessing pornography, giving the user the time to resist their urges better. However, these apps can often be turned off or bypassed and may not block the entire spectrum of sexual content, such as audio or text. Progress has been made on the use of machine learning models to detect pornographic imagery automatically, and these models may be incorporated into this kind of software in future [19]. However, these systems need to be used with care because the potential for false positives is high, leading to censorship of harmless content such as tutorials on sexual health [20], which could ultimately be harmful. Such a filter must be sensitive enough to capture a substantively high percentage of pornographic material but not so sensitive that it makes internet browsing a frustrating experience because of too many false negatives for sexual content of a nonnude nature [19]. This classification problem will also require constant updating as new sexual content and imagery forms are produced. In addition, these classifiers often do not recognize alternative media such as erotic literature or audio.

Browser extensions that provide broad-spectrum content blocking, such as uBlock Origin [21] and BlockSite [22], can also be configured to block pornography. Many of these digital self-control tools (DSCTs) are free (or have a free tier) and are thus available and effective for a broad consumer base [23]. These DSCTs are also examples of a just-in-time adaptive intervention (JITAI), where the intervention is delivered when
the user needs it most—as they are beginning down the path toward relapse by browsing a website that they know to be tempting [24]. An example of a scientifically grounded JITAI is the Addiction–Comprehensive Health Enhancement Support System, a smartphone app designed to improve continuing care for alcohol use disorders [25]. However, there seems to be no evidence-based version of this for PPU.

Interventional Studies

Content-blocking apps are just 1 example of a wide variety of tools available to help people with PPU. However, very little research has examined the effectiveness of any of these tools. Although some studies have examined the efficacy of short interventions to reduce PPU, these have generally been small scale and focused on in-person cognitive behavioral therapy (CBT) and acceptance and commitment therapy, rather than mHealth [26-29]. At the time of writing, only 1 large-scale study has investigated the effectiveness of a web-based intervention for people struggling with PPU [26]. The Hands-off trial, currently ongoing, is a 2-armed randomized controlled trial examining the effectiveness of a 6-week web-based PPU intervention [26,30]. The intervention arm draws from techniques such as motivational therapy, CBT, and mindfulness to provide 6 modules to the participant over 6 weeks, with baseline and follow-up surveys used to measure self-reported scores on the Problematic Pornography Consumption Scale, along with other measurements such as frequency and duration of pornography use as well as mood tracking [26,30]. Preliminary analysis shows that participants in the intervention group reported lower levels of PPU use, including frequency of use, whereas the control group showed no change in use [26]. However, the Hands-off intervention only assesses the effectiveness of a subset of potential features for PPU interventions and thus can only enhance the credibility of a few apps with comparable features. Furthermore, no research exists that can provide an overview of the techniques that are currently being used by consumers for PPU management.

Thus, this research aimed to categorize the features of currently available smartphone apps for managing PPU to obtain an overview of the techniques that are most prevalent and in demand. This will help to direct future research in this area and create potential therapies that can use the combined strengths of in-demand features that have been scientifically validated.

Methods

Feature Analysis

We performed a restricted systematic feature analysis of mobile apps available on the two leading mobile app stores: Google Play Store (Android) and Apple App Store (iOS). Apps available on either mobile phones or tablets were included in the review. The review methodology was based loosely on that used in the study by Shen et al [31], but this is not an exhaustive systematic review of all software; rather, it is an assessment of what is currently available in the mobile app space only.

On February 3, 2022, the key phrase “pornography addiction” was entered into the search bar of the 2 main mobile app stores. The results were categorized by a member of the authorship team (NH) according to a coding scheme that was iteratively updated throughout the categorization process (Textbox 1). This process was performed under the supervision of the other members of the authorship team (LD, MW, and MP). Modifications to the procedure were made when unique, nonclassifiable features were observed, in which case an adjacent category was expanded to include the feature, or a new category was created. The final coding scheme contained 16 app feature categories (Textbox 1).

**Textbox 1.** Final coding scheme used to categorize app features.

<table>
<thead>
<tr>
<th>Feature name and type of feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track: variable tracking</td>
</tr>
<tr>
<td>Stats: statistical insights derived from variable trackers or streak trackers</td>
</tr>
<tr>
<td>Tutor: tutorials or coaching sessions, often delivered in written, audio, or video format</td>
</tr>
<tr>
<td>Exercise: exercises or meditations, often in the form of cognitive behavioral therapy, motivational therapy, or hypnosis</td>
</tr>
<tr>
<td>Block: content blocking or monitoring</td>
</tr>
<tr>
<td>Streak: tracking of streak length (the time since the last relapse), often called a day counter, streak timer, or progress tracker</td>
</tr>
<tr>
<td>Account: accountability partner or access to a community forum</td>
</tr>
<tr>
<td>Diary: diary or journal with the ability to take notes or set reminders</td>
</tr>
<tr>
<td>Badge: badges, often as rewards for reaching a new streak length</td>
</tr>
<tr>
<td>Distract: distractions for users with high urge levels, often in the form of games, soothing music, or relaxing scenery</td>
</tr>
<tr>
<td>Quote: motivational quotes, often from famous and historical figures</td>
</tr>
<tr>
<td>Finance: financial tracker providing an indication of money saved via abstention from pornography use</td>
</tr>
<tr>
<td>Locate: location tracker</td>
</tr>
<tr>
<td>Panic: panic button, often sending the user to a site with motivational quotes, encouraging videos, or blog posts</td>
</tr>
<tr>
<td>Religion: an explicitly religious element that is conservatively opposed to problematic pornography use</td>
</tr>
<tr>
<td>Test: a survey that screens for pornography addiction</td>
</tr>
</tbody>
</table>
Inclusion and Exclusion Criteria

Apps were screened and included in the study based on the app’s description, title, and screenshots. Only apps described as helpful for reducing pornography use were included in the review, and this included apps that had a broader focus but still mentioned pornography; for example, an app designed to target internet addiction, gaming addiction, and pornography addiction would have been included. Apps were excluded if they did not provide sufficient information to classify the app’s functions, offered pornographic content or did not claim to help participants to reduce or manage pornography use. Apps that were apparent duplicates of higher ranked apps as determined by their near-identical descriptions or user interfaces were recorded and excluded from further analysis.

The following information was extracted from the store descriptions of the apps: app name, creator, number of user ratings, mean rating score, and number of installations (Android only). There were several notable differences between the available information in Apple’s App Store and the Google Play Store (Textbox 2), making it challenging to aggregate statistics between the two stores.

<table>
<thead>
<tr>
<th>Notable differences between the App Store and Google Play Store with regard to app information</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The number of app installations was only provided in the Google Play Store.</td>
</tr>
<tr>
<td>• The number and value of ratings were only recorded for the most recent version of iOS apps, whereas they were recorded for all historical versions of Android apps. This reduced the number of ratings available for iOS apps but also introduced a potential bias toward previous versions of Android apps that did not contain newer features.</td>
</tr>
<tr>
<td>• Although some apps were identical between the stores, their creator was listed under a different name for each store. Hence, best judgment had to be used to categorize identical apps between the stores.</td>
</tr>
<tr>
<td>• The Apple App Store provides specific details about in-app purchases, whereas the Google Play Store offers a range of potential in-app costs. However, the variety of pricing models for each app made the cost of apps a difficult metric to assess objectively; hence, this was excluded from the analysis.</td>
</tr>
</tbody>
</table>

Results

General Characteristics

The data set for the content analysis can be found in Multimedia Appendix 1. The search yielded 286 apps across both platforms, of which 17 (5.9%) apps had descriptions in languages other than English and were excluded from further analysis. Of the remaining 269 apps, 93 (34.6%) were excluded because they did not aim to manage PPU, whereas 6 (2.2%) were excluded because they were duplicating an app higher in the search rankings. This left 170 relevant English-language apps to analyze, of which 121 (71.2%) were for Android devices only, and 29 (17.1%) were for iOS devices only, whereas 20 (11.8%) apps were found on both platforms (Figure 1).

Only the Google Play Store (Android) reported the number of app installations and only in predefined ranges. The most frequent range of installations for Android apps was 10,000 to 50,000, achieved by 25.6% (31/121) of the apps, whereas 2.5% (3/121) of the apps were installed in the range of 5 million to 10 million, the highest recorded range.
**Breakdown by Feature**

The number of apps with each feature from both stores was tallied (Figure 2). The *streak* feature, which tracks the time since the last relapse, was the most common in terms of app numbers, with 42.4% (72/170) of the apps providing this feature. The *tutor* feature, providing tutorials and coaching for users, was the second most common feature, offered by 37.1% (63/170) of the apps.

![Figure 1. Flow diagram illustrating exclusion of apps at various stages of the study.](image-url)
In addition, it was possible to calculate the minimum possible number of installations for the Android apps with each feature by summing the minimum value in the range of installations for each app containing the feature (Figure 2). The four most common features in terms of app number (streak, tutor, account, and block) were also the four most popular features in terms of downloads, although their rank changed slightly. Notably, the block feature, which provided content blocking and monitoring, was only included as a feature on 27.1% (46/170) of the apps but had the highest minimum number of installations at 17,883,000, almost double that of the next highest-ranked feature (tutor with 9,286,505 installations).

A combinatorial analysis was also performed. The frequency of different combinations of features was plotted to determine the most common combinations, both in terms of app frequency and the minimum possible number of installations. The results can be seen in Figure 3 for the 20 most frequent feature combinations. Of note, the two top feature combinations were single features—block and tutor—both in terms of the number of apps with only these features (28/170, 16.5%, and 18/170, 10.6%, respectively) and in terms of the minimum possible number of installations (16,002,000 and 7,244,205, respectively). The following 3 most popular combinations of features (based on minimum possible number of installations) were all individual apps: BlockerX used the block, account, diary, and test features; Quitzilla used the stats, streak, diary, badge, quote, and finance features; and I Am Sober used the track, streak, account, quote, and finance features.

Figure 3. Combinatorial plot showing the most common combinations of features. Only the top 20 combinations are shown.

App ratings out of 5 were aggregated between both stores and grouped by feature. The distributions of these ratings are summarized in Figure 4, ordered by mean rating. Only apps that had received at least five ratings were recorded for each feature, and only features with at least five eligible app ratings were plotted. None of the 4 most common features remained in the top 4 highest-rated apps by mean or median rating; streak came fifth on both counts, with a mean rating of 4.34 and median rating of 4.60. The quote and finance features, providing motivational quotes and financial tracking, respectively, had the equal highest median rating of 4.70, with diary, the journaling feature, having the highest mean rating of 4.69. Distract, a feature consisting of distracting activities, had the lowest median rating (4.00). Block had the lowest mean rating (4.04) and second-lowest median rating (4.10), despite having the highest minimum possible number of installations. Tutor and account (a feature providing an accountability partner), both of which scored highly in the minimum possible number of installations and commonality, were either eighth or ninth in the mean and median rating scores (means of 4.24 and 4.21, respectively, and medians of 4.30 and 4.40, respectively). This may indicate that features in higher demand are held to heightened scrutiny or are more challenging to implement at a high standard.

It should be noted that the ratings shown in Figure 4 only consist of apps that received enough ratings to be included in the results. Hence, there may be some bias toward superior-quality apps, as recognized by the market population.
Review of Features Based on Installations

Of the 170 included apps, 46 (27.1%) provided the *block* feature, which provided content blocking or monitoring. Going by the minimum-possible-number-of-installations metric, this feature was the most popular by a large margin (with a score of 16,002,000). Most of this score was due to apps such as BlockSite, which has >5,000,000 downloads on the Google Play Store alone. Of these 46 apps, 15 (32.6%) provided content blocking associated with the *account* feature, usually providing an accountability partner. An example of an app with only these 2 features was Truple, which has been downloaded >100,000 times on the Google Play Store alone. This combination of features was the third most common, with 4.1% (7/170) of the apps having this combination. Still, in the ranking of the minimum possible number of installations, this combination only came 12th with a score of 270,000. However, when combined with other features, the minimum possible number of installations increased to 1,780,000. Most of this score came from the BlockerX app, which has >1,000,000 downloads on the Google Play Store alone.

Of the 170 included apps, 63 (37.1%) provided the *tutor* feature, which offered tutorials or coaching in written, audio, or video format; for example, the Life After Pornography Coach app offers >80 video lessons to aid users in their journey. However, for many apps, tutorials were not necessarily the app’s main feature but were offered as part of a complete feature set.

Of the 170 included apps, 32 (18.8%) provided the *exercise* feature, with exercises such as guided meditations or modules for CBT and motivational therapy. This feature was often combined with the *tutor* feature; for instance, an audio recording often accompanied guided meditations to direct the user through the meditation. Furthermore, 6.5% (11/170) of the apps provided the *distract* feature, often in the form of games or soothing music for users who were feeling urges.

Of the 170 included apps, 51 (30%) provided access to the *account* feature, either in the form of a web-based forum where users could discuss their PPU with others or the ability to communicate with an accountability partner; for example, users were often redirected to subreddit forums such as r/NoFap (which encourages abstinence from pornography, masturbation, and orgasm for 90 days; the name comes from the slang term “fap,” referring to masturbation) or r/pornfree (which encourages abstinence from pornography-induced masturbation but not masturbation itself).

Of the 170 included apps, 72 (42.4%) provided the *streak* feature, allowing users to track their *streak length*: the time (usually in days) since their most recent lapse. This feature was often paired with the *badge* feature, giving the user extra motivation to reach their next target or badge, and also with the *stats* feature, which provided statistical feedback on the user’s streak history and associated metrics.

Of the 170 included apps, 28 (16.5%) provided the *quote* feature in the form of motivational quotes, usually as a secondary feature of a more extensive program. Associated with this, 4% (7/170) of the apps had the *panic* feature, generally in the form of a *panic button*, which the user can press when their urge levels escalate. This typically directed a user to a website with randomized links, often with motivational quotes or a suggestion to perform a quick workout, such as 20 push-ups. An example
of this is the panic button created by the r/NoFap subreddit community.

Of the 170 included apps, 27 (15.9%) apps provided the *diary* feature, allowing users to record self-reflective notes on their recovery process. This helps users to identify triggers, relapse pathways, and successful strategies for overcoming PPU.

Of the 170 included apps, 22 (12.9%) provided the *track* feature, allowing users to record their variables on a daily or instantaneous basis. Of these 22 apps, 10 (45.5%) also provided the *stats* feature, generally as a summary of insights derived from these tracked variables, often in association with the *streak* feature. Of the 170 included apps, 11 (6.5%) also included the *finance* feature, revealing how much money the user was potentially saving by reducing their pornography use.

The three least popular features were *test*, *locate*, and *religion*. Only 2.9% (5/170) of the apps provided any form of survey or test for PPU, whereas 0.6% (1/170) of the apps provided *locate* as a feature. This feature represents a type of relapse prediction service, in that the aim is to learn and highlight locations where the user may be more prone to relapse. Only 4.1% (7/170) of the apps had the *religion* feature, which had the lowest minimum possible number of installations of all features listed, with a score of 21,110. Of these 7 apps, 6 (86%) also provided the *tutor* feature, generally providing helpful scriptures, devotional passages, or prayers.

**Discussion**

**Principal Findings**

It seems that the academic literature on PPU is divorced from the technological interventions currently available. None of the apps reviewed contained references to literature that provided direct evidence for the app’s efficacy or safety. However, several apps reported anecdotal evidence that supported their real-world effectiveness. Furthermore, a lack of scientific studies examining a feature’s effectiveness does not necessarily mean that there is no rationale for specific in-app features. The perceived utility of a feature can be partially inferred from its demand in the real world, even if the implementation is imperfect. The relationship between feature utility and real-world demand may be mediated through the number of positive reviews left on apps with the feature, which is indicative of the feature’s effectiveness and likely to encourage a higher number of installations for these apps. Still, further research is required to consolidate the evidence base into a white list of safe apps for public consumption.

**Utility of Features**

On the basis of the minimum possible number of installations, content-blocking apps are the most popular on the Google Play Store but have a lower mean rating than apps that do not offer content blocking. The high popularity score suggests that many users attempt to distance themselves from sources of pornography while trying to remain connected to smartphones and the internet. There is much anecdotal evidence on the internet supporting these apps, which are also popular in related fields such as internet addiction. Notably, Lyngs et al. [32] performed a systematic review of DSCTs and found that the most prevalent feature (found in 74% of the tools) involved blocking or removing distractions. Still, despite the robust demand for these apps and their apparent utility, there are no studies investigating the effectiveness of content-blocking apps with regard to PPU reduction. However, the comparatively low mean rating suggests that these apps are not as effective as their users would hope, compared with their expectations for other features.

It is possible that these content-blocking apps may be advertised more than apps with other features, and customers may resent paying for these apps, which are generally more expensive than other apps because of technical requirements such as virtual private network services. By contrast, as discussed earlier, it is challenging to create and maintain a content filter with sufficient sensitivity and specificity to satisfy the market mainly because web-based content keeps evolving. The mismatch between the difficulty of this task and the expected quality of these apps may be more significant than the difficulty-quality mismatch for other features; for instance, an app that provides CBT tutorials may only need to provide minimal benefit for its users to rate it highly because the user will not blame the app for causing a relapse. However, if a content-blocking app fails to block a new porn site, which leads to a user relapsing, this will likely lead to a negative review. This may explain why the *block* feature scored very highly in terms of the minimum possible number of installations but had a relatively low median rating compared with other features.

An interesting alternative to counteract this weakness is Truple, an app that takes screenshots of all browsing behavior, analyses them, and flags potential sexual content to an accountability partner [33]. In theory, this reduces the temptation to uninstall or bypass the app, which is a problem for some apps with the *block* feature. However, as is the case with using a therapist, not all users are willing to share their private browsing information with even trusted friends, which may reduce use of this feature. In addition, the app does not prevent users from viewing the websites, which indicates that it may be fortified by the addition of the *block* and *quote* features. Motivational quotes have some potential to provide positive boosts to self-esteem and self-efficacy for patients using mHealth interventions to recover from PPU [34]. The addition of motivational quotes may provide timely reminders to stay away from distracting material that has the potential to devolve into PPU.

Badges seem to have potential as a means of gamifying the recovery process and generating positive reinforcement [35] and have been shown to improve motivation in therapeutically administered tasks [36]. However, the use of progress trackers is controversial. Despite being popular, it is plausible they can be detrimental to users who relapse because they may induce additional feelings of guilt and anxiety upon breaking a streak, perpetuating the feelings that led to a relapse in the first place [31]. Still, these feelings may be a necessary part of the recovery process. Using the prospect theory framework developed by Kahneman and Tversky [37], we can define the risk of experiencing postrelapse depression as a potential loss, which the user must compare with the momentary pleasure of relapse as a gain. In this framework, healthy use of the *streak* feature
creates a positive feedback loop, whereby the user experiences increasing loss aversion as their streak length increases, and memories of past failures inspire greater motivation to reduce future losses. However, an alternative positive feedback loop is also possible, where the feelings of guilt and depression brought about by relapse cause the user to turn to pornography to avoid these feelings [38]. These questions invite further research to determine whether the utility of this feature varies within a population of participants struggling with PPU.

In many ways, apps combining the track and stats features act as a self-monitored ecological momentary assessment, where the user both records and analyses their data [39]. Such an app’s effectiveness will be inherently limited by the ability of its users to interpret such data accurately, particularly those users without a sufficient level of scientific training. Hence, app creators must balance the complexity of the statistical analysis they provide against the ability of their users to interpret these data meaningfully.

The Fortify app (as part of Impact Suite) allows users to track their variables over time, including urges and variables related to well-being. It then performs analytics on these variables over time, allowing users to self-examine their weaknesses. The app also includes a personal journal, training and meditation sessions, community forums, and accountability partners. This is the only mobile app we found with a comparable alternative in the literature, although that trial (the Hands-off study) is not yet complete and focuses more on providing coaching modules and exercises for users [30]. However, it has shown promising results so far, with indications that the combination of variable tracking with modules and community messaging are an effective way to manage PPU [26].

Although several apps provide the ability to record one’s urges at the end of each day, we found no app that allows the user to record their urges instantaneously, with associated follow-up recommendations such as taking a break from the internet or performing exercise. If a user performs urge tracking at regular intervals, they can monitor responses to various stimuli in real time and adjust their behaviors when urge levels increase; for example, a user may find that their urges increase rapidly while browsing a particular website and choose to regulate their urge levels and respond to the app’s subsequent prompt to change their environment, perform exercise, or meditate.

Motivational Readiness

Despite their lack of grounding in the literature, many of the apps in this analysis seem to have features that align with addiction-management frameworks such as self-regulation theory [40] and self-efficacy theory [41]. However, one theory allows us to quantify the game-theoretic effectiveness of the features seen in this review: the dual-threshold model of motivational readiness developed by Kruglanski [42,43]. In this theory, the degree to which a person pursues a goal state (such as gratification of pornographic urges) is a function of both their motivational readiness to achieve the state and their belief that the state can be achieved (expectancy) [42]. To put this in the context of PPU, if the user believes that they can access pornography (expectancy), and their desire for pornography is stronger than their will to reduce PPU (motivational readiness), then they will take steps to use pornography in proportion to their desire to use it. However, if they do not believe that they can access pornography, then they will not attempt to use pornography, irrespective of their desire to do so.

On the basis of this model, we propose two potential strategies to reduce PPU: either raise the person’s motivation to reduce PPU (strategy 1) or increase barriers to pornography access (strategy 2). From a game theory perspective, strategy 2 is superior to strategy 1 because if the user does not meet the requisite threshold for expectancy, they cannot take action to use pornography, regardless of their motivation to do so.

If we try to categorize the features presented in Table 1 based on these strategies, only two features, block and locate, clearly fall under strategy 1, whereas the other features fall under strategy 2 (excluding test, which is for assessment only). The location feature has a fundamental flaw, in that users regularly spend time in what the feature would consider a high-risk location for pornography use: their own bedroom. Hence, block is perhaps the only feature with the potential to eliminate PPU entirely by simply removing the ability to view pornography. Of course, it is virtually impossible to cut off all sources of pornography in the postinternet age. However, the hypothetical superiority of strategy 2 may explain the popularity of content-blocking apps in this paper’s analysis.

Defense in Depth, or the Swiss Cheese Model

Given that both these strategies have their weaknesses, a potential user may consider combining the strategies to reduce PPU; for example, they may use a block app in conjunction with a track app to simultaneously monitor their urge levels, place barriers between themselves and exposure, and predict times and environments where they will be at higher risk of relapse. If the exercise and tutor features with training modules and CBT elements are added, the user would have tools available to both increase their motivation and reduce their expectancy.

This combining of techniques is an example of the defense in depth (DiD), or Swiss cheese model of risk management, applied to PPU. DiD is a concept created by the National Security Agency to harden their computer security. Multiple layers of defense are placed within a DiD system to provide redundancy of protection if a vulnerability is uncovered [44]. Applying this model to PPU, one could view pornography as a virus targeted at the brain. If the user has not put up enough layers of security, then the virus will infiltrate the mind and cause a relapse. Using one layer of security such as the block feature will provide some protection but leave multiple vulnerabilities open for the virus to penetrate, much like the holes in a slice of Swiss cheese. However, combining multiple layers of security (for instance, adding regular CBT to the user’s routines) will reduce the probability of relapse even further by removing some of the holes left behind by prior layers of security. Having a unique feature combination may also help create a novel market niche, which seems to have been a successful strategy for several apps.
The DiD framework may also benefit apps seeking to differentiate themselves in a competitive app market. From the combinatorics analysis performed in this research, it can be deduced that there are two main strategies implemented by the most successful apps in this space: (1) either implement one desirable feature (such as block) exceptionally well, or (2) create a niche market by combining a unique set of features. The second strategy, which aligns with the DiD framework, has the potential upside of avoiding competition from numerous other apps, which is the challenge facing apps that only use either the block feature or the tutor feature.

Even when combined, these technologies are likely not entirely sufficient. People who struggle with compulsive behaviors tend to search for new pathways to indulging in their behavior and may find ways to bypass multiple protective layers, mainly when triggered or under stress [23]. Hence, the defense set up by the user should comprise both static layers that are always present and dynamic layers that are updated regularly to adjust for any blind spots that may appear [44]. Using this framework, an example of a dynamic layer would be using the track feature to identify new triggers, whereas an example of a static layer would be using pornography blocker software on a web browser. Most users trying to overcome PPU will find that complete abstinence is difficult, but by using the DiD model, they can treat each relapse as a weakness to be fixed in their quest to eliminate PPU.

In addition, the track, streak, and stats features can guide the user to adjust their strategy when new weaknesses are uncovered through self-analysis of their data. However, not all users will be equipped with the ability to interpret their data accurately. Furthermore, a software-generated interpretation of user data may provide some insights. Still, it will be limited in the amount of nuance it can collect, particularly when the user’s data do not match regular trends. This is where a trained therapist would prove to be a significant addition to the DiD strategy, in that they could provide insights that both the user and their software tool are unable to uncover. The therapist will also be less vulnerable to self-evaluation bias.

Weaknesses of mHealth Solutions

The use of apps to counter apps is counterintuitive [13] but may be necessary for certain users to form new habits. One of the difficulties of providing a technological intervention for PPU is that pornography is delivered on the same technologies; for example, if one uses a mobile app to track one’s relapse statistics, one will likely be using the same device one uses to access pornography. This can have both positive and negative consequences. Some app users may be able to use the intervention to develop alternative habits. However, it is possible that for other users, the reverse will happen, where they link the intervention to continued pornography use, making it a double-edged sword. A separate device (such as a pager) is always an option, but these devices generally have limited functionality compared with a smartphone. To increase the reach of an app, highly accessible technologies should be used, which in the case of pornography users is most likely their smartphone [45].

No apps in this review had any screening tools for PPU grounded in the literature. It could be argued that a scientifically validated assessment should be mandatory for any app claiming to help with PPU management. Although there remains controversy around the assessment criteria for PPU [46], the lack of a test implies that the user has a problem by default. It could be argued that a false positive assessment of PPU can induce moral incongruence and subsequent anxiety or depression, potentially leading to a positive feedback loop that increases PPU in some users.

This also highlights that many web-based tools are most effective when guided and recommended by a qualified therapist [47]. Much work needs to be done to bring the apps reviewed in this study to the therapeutic space, especially considering the lack of therapists trained to treat PPU [48,49]. A therapist may also be able to warn against unintended consequences of certain apps; for example, several apps in this review provided distractions in the form of games or calming music. This feature could be viewed as an alternative to guided meditation, in that it offers a way to direct attention away from pornography. However, many users also struggle with internet or gaming addictions, meaning that there is a risk that the user could justify replacing PPU with addictive gaming behaviors. It is possible that the most effective apps for reducing PPU are designed so that the user no longer requires the app once they have achieved their goals and even uses their smartphone less, reducing temptation risk in general. This may be more difficult for apps with the distract feature if the app has an addictive design.

Limitations

The aforementioned quantitative feature analysis focused on mobile apps and excluded other viable software; for example, several browser extensions provide a block feature, such as uBlock Origin [21] or BlockSite [22], that may not specifically be designed for reducing PPU but can be used to the same effect. One such app, Plucky, blocks all images and videos on the internet (besides a white list of allowed websites) and makes itself inconvenient both to uninstall and to edit the white list [50]. The user can customize the app but only after a predefined delay period. In theory, this provides the user with time to overcome their urges and resume baseline behavior.

There are several apps available on the internet that provide variations on the accountability feature, including X3Watch [51] and Qustodio [52], that were excluded from this review. Many of these apps are designed to broadly reduce internet use, of which pornography is a use case. Even the r/NoFap subreddit and the associated NoFap website could be considered a technological intervention of sorts, providing the streak, account, tutor, exercise, and panic features [53]. In summary, there are many self-help resources and associated software-based interventions available on the web, many of which could be used to complement the mobile apps included in this review.

Any statistical analysis of mobile app stores, including descriptive statistics, is hampered by a lack of information. Both app stores use various methods, including hiding in-app payment and advertising information and using large categories for aggregating and blurring popularity metrics. Variables are not identical between the stores and reflect the preferences of
different customer bases; for instance, on average, Apple customers have greater financial resources than Android customers because Apple mobile phones tend to be more expensive than equivalent Android mobile phones [54]. In addition, it is impossible to deduce how much promotional work has been done behind the scenes to advertise these apps. Hence, the popularity metrics provided here are a poor representation of the actual demand for, and quality of, features and should only be interpreted as indicative of potential trends in this space. Non–English-language apps were also excluded, providing another potential source of bias to these results.

Furthermore, any measure of popularity is likely to be biased in cases where apps are used for purposes other than managing PPU; for example, BlockSite, which has at least 5,000,000 downloads on the Google Play Store and contains the block feature, is also provided to the user for blocking distracting websites, not just pornographic ones [22]. Removing this app and others with multiple purposes may affect the ranking of features in the popularity metrics used for this study.

Conclusions

The mobile app space is replete with apps that seem to be beneficial to users attempting to manage PPU based on their generally high app store ratings, positive reviews, and high number of installations. In particular, content-blocking apps have clear potential for reducing PPU by removing access to pornography on the user’s device. However, there remains a substantive lack of evidence in the scientific literature to quantify the effectiveness of such apps. Although each of these apps has its purported benefits, the most effective method for reducing PPU may lie in combining the most robust features in this space, using a DiD strategy of risk management. This could be achieved by using multiple apps at once, although this should probably be performed under the guided hand of a trained therapist, if possible. However, such a strategy is inefficient and cumbersome. Further work is required in this space, both to research the effectiveness of these app features and to consolidate the evidence base into a white list of safe apps for public consumption.
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Multimedia Appendix 1

This Microsoft Excel file contains the data set generated during the app review. It is separated into two sheets: the first contains the data set, and the second contains a data dictionary describing each variable in the data set.
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Abstract

Background: Chronic low back pain is challenging to manage due to multidisciplinary considerations. It has substantial socioeconomic impacts and cannot be simply treated with pharmacotherapy, nonsurgical intervention, or spine surgery. Medical consensus recommends optimizing conservative self-management therapies (eg, home exercise, wellness strategies, yoga, etc) as first-line treatment options for chronic low back pain. However, access to these modalities is often limited and secondary to cost, convenience, and ease of use. Mobile health apps have emerged as a cost-effective and accessible option for chronic low back pain self-management. Established in-person pain programs can provide the structure for an optimal mobile app adaptation. PainNavigator (PainNavigator, Inc) is an example of a mobile app that is based on an Ascension-Illinois group–based pain program—Pain Rehabilitation Outpatient-Camp.

Objective: This was a prospective pilot clinical trial that evaluated the PainNavigator platform’s utility in low back pain management to inform future trial development.

Methods: A total of 75 participants who used PainNavigator were studied. Pain, Enjoyment, and General Activity (PEG-3) scale scores and scores from a brief anxiety and depression scale based on the Patient Health Questionnaire-4 (PHQ-4) were obtained at baseline and following program completion. The PEG-3 total score was used, in addition to individual items—Average Pain, Pain Effect on Enjoyment, and Pain Effect on Activity. The PHQ-4 total score was also used, in addition to other individual items, including Felt Depressed, Loss of Interest, Felt Anxious, and Difficult to Control Worry. Paired sample t tests (2-tailed) compared mean differences in scores from before and after participants received the intervention.

Results: The analysis found that PEG-3 (n=27) and PHQ-4 (n=27) total scores were significantly lower upon the completion of PainNavigator (P<.001 and P=.001, respectively). The findings showed a 36% reduction in PEG-3 total scores, a 40% reduction in pain intensity, and a 40% reduction in PHQ-4 total scores. Scores for individual PEG-3 scale and PHQ-4 items also significantly decreased. All PEG-3 measures had large effect sizes. The PHQ-4 total score and Difficult to Control Worry item had large effect sizes, while the other three measures had medium effect sizes.

Conclusions: These findings show that PainNavigator has clinical significance in managing chronic low back pain and can be easily utilized to improve patient care. All PEG-3 scale and PHQ-4 measures significantly improved following the use of the platform, supporting the multidimensional, biopsychosocial approach to low back pain management. Differences in effect sizes may inform quality improvement investigations, such as optimizing features that impact measures with only medium effect sizes. This feasibility study demonstrates an effective protocol, and it will inform future, more extensive randomized controlled trials.
**Introduction**

Chronic low back pain (LBP) is a multidisciplinary condition with significant socioeconomic implications. The Centers for Disease Control and Prevention has reported that approximately 20% of US adults experience chronic pain [1]. The economic impact of pain, when factoring in health care costs and productivity, has been estimated to be greater than that of heart disease, cancer, and diabetes [2]. LBP is a subset pain condition that also is the leading cause of years lost to disability [3]. LBP prevalence may also increase due to an aging population and can disproportionately burden low-middle–income people [4].

In addition to its profound impact on health care, LBP poses further challenges in management. LBP therapy begins with self-management, focusing on physical improvement and lifestyle modification; this can be scaled up to nonsurgical (including pharmacotherapy) and surgical interventions, as necessary [5]. In the past, medical management has emphasized these nonsurgical and surgical interventions. Although beneficial for the right individuals, this has potentially contributed to overusing imaging, opioids, and surgery, often complicating efficient patient care [6]. Additionally, external factors, such as insurance limitations, care provider reimbursements, and shifts in opioid prescribing practices, may affect a patient’s treatment plan. More recently, there has been a focus on utilizing interdisciplinary therapies to treat LBP. This emphasizes a more holistic approach that focuses on the physical, psychological, and social impacts on an individual’s life. This is known as the biopsychosocial management of chronic pain. Evidence of the benefits of this approach has been demonstrated across disciplines, with improvements seen in outcomes and significant cost savings [7,8]. However, most physicians lack sufficient training in biopsychosocial-based chronic pain treatment plans. Additionally, health care professionals’ attitudes and beliefs about LBP have been linked to patients’ attitudes and treatment adherence, showing that effective treatment encompasses all involved [9]. Patients are often unable to manage concurrent visits and the costs of physical therapy, health psychology, health care providers, and therapists while also maintaining daily personal and professional responsibilities. Given the multidisciplinary nature of LBP and the socioeconomic implications of effective management, recent attention has been drawn to the importance of comparative effectiveness and randomized controlled trials for emerging LBP management strategies [5].

Mobile health (mHealth) apps may address this gap in LBP management. In addition to research demonstrating app efficacy, care providers and patients have gradually adopted such technology, which is likely a result of the accessibility of mHealth apps. Back pain apps have shown utility in delivering therapeutic pain interventions while bridging the gap between patients and care providers [10]. Apps have been developed to assess chronic LBP patients’ thoracolumbar range of motion [11] and postural re-education [12]. Pain-centered mobile apps can also address postoperative pain assessment [13] and cancer pain management [14], demonstrating patient acceptance in ambulatory care. Meta-analyses that investigated the role of self-management and eHealth in LBP found sufficient evidence supporting their roles in pain and disability [15-17]. Du et al [16] further described that mobile platforms have advantages over web platforms with regard to their effect on pain and disability. Although many apps have been developed, differences among user interfaces may impact practicality, which may be addressed by focusing on user-centered designs [18]. LBP management has been evolving, and mobile apps appear to play an essential role in achieving lasting results, which is the goal of effective patient care.

An Ascension-Illinois group–based pain program—Pain Rehabilitation Outpatient-Camp—reported successful longitudinal results, including a 52% reduction in pain within 3 months, a 47% reduction in the risk of opioid misuse, a 40% reduction in pain disability, and a 60% reduction in depression. However, this in-person, 50-hour program (conducted over 6 weeks) was limited by accessibility and was correspondingly adapted into a mobile app interface—PainNavigator (PainNavigator, Inc). This self-guided program provides educational and movement-based modules to improve pain and function. PainNavigator’s interdisciplinary approach and digital accessibility may exponentially increase cost savings for medical, insurance, and wellness groups. However, the platform’s feasibility has not yet been assessed.

This research was a prospective pilot clinical trial that studied pain management questionnaire data from patients with chronic LBP before and after they used the PainNavigator software app. This study aimed to evaluate PainNavigator’s utility by assessing pain scores and functional outcomes. We hypothesized that participants would experience positive outcomes, as depicted by improved subjective survey scores, after using the PainNavigator mobile app.

**Methods**

**Study Design**

This was a prospective pilot clinical trial that investigated the utility of the PainNavigator mobile app. This study assessed pain scores and functional outcome data from patients with chronic LBP before and after they used the platform. As this study was exploratory, all participants received the intervention, and there was no control group.

**Ethics Approval**

Study participants were provided with a digital informed consent form through the mobile app, and they provided a signature on acceptance of the terms of consent. Participant data were deidentified for privacy and confidentiality protection. Compensation in the form of cash gift cards was provided for participation. This research was approved by the Ascension-Illinois Institutional Review Board (RIL.20210036).
and was carried out in accordance with the Helsinki Declaration's ethical standards.

**Participants**

A total of 75 participants were recruited via health care providers within the Ascension-Illinois system. Participants either were given PainNavigator enrollment information, as deemed appropriate by their primary care provider during a clinic visit, or obtained the Ascension-Illinois flyer through Ascension-Illinois Marketing outlets. Participants were incrementally compensated up to US $80 in the form of cash gift cards based on the completion of modules. The inclusion criteria were men and women aged 18 years or older and those experiencing LBP for greater than 4 weeks that was nonsurgical and nonmalignant in etiology. Given the limited access among many people to multidisciplinary pain management clinics, this study aimed to target patients before they considered pain management clinics or those without access to such resources. The exclusion criteria were as follows: an age of under 18 years; the inability to complete the pain questionnaire in written English; the inability to utilize the software app; recent back surgery in the past 6 months; back pain due to malignancy; a diagnosis requiring surgery; uncontrolled depression, anxiety, or a severe mental disorder; severe medical conditions (including heart disease, lung disease, a history of strokes, and neurological disorders such as paralysis or uncontrolled seizures); patients who are advised against physical exercise or mental health self-therapy by a health care provider; patients undergoing interventional pain management techniques; patients undergoing any form of outpatient psychotherapy; pregnant patients; and adults who are unable to consent. Participant age and baseline pain duration demographics are shown in Table 1.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants who signed up for the program (n=75)</th>
<th>Participants who completed the program (n=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age range (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>30-39</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>40-49</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>50-59</td>
<td>16</td>
<td>7</td>
</tr>
<tr>
<td>≥60</td>
<td>28</td>
<td>12</td>
</tr>
<tr>
<td>Pain duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 3 months</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>3 to 6 months</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6 months to 1 year</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>1 to 3 years</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>&gt;3 years</td>
<td>43</td>
<td>19</td>
</tr>
</tbody>
</table>

**Protocol**

PainNavigator is a web-based mobile app that users can access for pain self-management (Figure 1). At baseline, the app gave participants pain and function questionnaires (Multimedia Appendix 1). These included demographics (ie, age, gender, and activity level); symptomatology (ie, the duration of LBP and the effect of LBP on behavior); treatments (ie, the names of opioids, the doses being taken [if applicable], and the likelihood of pursuing opioid or surgical intervention); the Pain, Enjoyment, and General Activity (PEG-3) scale; and the 4-item anxiety and depression questionnaire that was based on the Patient Health Questionnaire-4 (PHQ-4). This foundation promoted the development of a personal functional goal for users to achieve during the program. The app then guided users through prerecorded medical education and wellness strategy content, including evidence-based cognitive behavioral therapy techniques, yoga, mindfulness, and exercise therapy. The prerecorded content was led by a pain management physician, a health psychologist, a certified yoga instructor, and a doctor of physical therapy. The educational videos taught common causes of and solutions for pain and wellness strategies that users could learn for managing pain better. The movement modules taught exercises and stretches for back pain and mindfulness to emphasize a mind-body connection. Users set goals for activities that pain was holding them back from and, via weekly phone calls, worked one-on-one with a live wellness coach who supported goal achievement and program consistency. To solidify their understanding of the content, users completed postvideo actions, including the use of pain, mood, and food journals. Throughout the program, users leveraged these journals to identify triggers and drive behavior change. Upon finishing the program, users answered the completion survey, which included a pain and function questionnaire (Multimedia Appendix 2).
Figure 1. Screenshots of the PainNavigator app. SMART: Specific, Measurable, Attainable, Realistic, and Time-limited.

Statistical Analysis

The data analysis included a comparison of deidentified, participant-inputted responses to questionnaires. Responses that were given before, during, and upon the completion of PainNavigator were analyzed for statistically significant changes in pain scores, as defined by standard statistical methods. Analyses were completed only for participants who answered each question, and composite scores, including the PHQ-4 and PEG-3 total scores, were only calculated for participants who answered each item that contributed to the scores. Data were analyzed in SPSS version 26 (IBM Corporation). The significance level was set to an α of .05. Data were first assessed for skewness. Paired sample t tests were used to compare mean differences in scores from before and after participants received the intervention. The Cohen d was calculated from the raw means that yielded effect sizes. Power was also calculated with G*Power version 3.1.9.7 (Heinrich-Heine-Universität).
Düsseldorf) [19] post hoc, using the sample size, $\alpha$, and the effect size.

**Results**

A total of 30 participants completed the program; however, 3 were excluded from analysis due to incomplete baseline PHQ-4 answers. Paired sample $t$ tests were conducted for participants who completed all survey items before and after the intervention ($n=27$) to determine the effect of PainNavigator on pain, as measured by the PEG-3 scale, and its effect on anxiety and depression symptoms, as measured by the PHQ-4. The results indicated a significant difference in PEG-3 total scores from before (mean 16.703, SD 6.550) and after (mean 10.629, SD 5.204) participants completed PainNavigator ($t_{26}=7.639; P<.001$). The 95% CI of the difference in means ranged from 4.439 to 7.708. Effect sizes ($d$) were also calculated by using the Cohen $d$. Cohen [20] suggested that a $d$ of 0.2 is considered a small effect size, 0.5 represents a medium effect size, and 0.8 represents a large effect size. For the PEG-3 total score, a large effect size ($d=1.027$) was observed. Each of the three individual items—Average Pain, Pain Effect on Enjoyment, and Pain Effect on Activity—comprising the PEG-3 were also analyzed, suggesting significant differences and large effect sizes, as detailed in Table 2. The magnitude of change for each PEG-3 scale measure, which was standardized based on the baseline SD, is shown in Figure 2. Overall, on average, participants experienced pain decreases between baseline and the completion of PainNavigator.

**Table 2.** Pre- and postintervention measures for Pain, Enjoyment, and General Activity (PEG-3; $n=27$) and Patient Health Questionnaire-4 (PHQ-4; $n=27$) total scores and subscores. Paired $t$ tests evaluated mean differences.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline, score</th>
<th>End, score</th>
<th>Analysis</th>
<th>Effect size, $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td><strong>PEG-3 items</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>16.703</td>
<td>6.550</td>
<td>10.629</td>
<td>5.204</td>
</tr>
<tr>
<td>Average Pain</td>
<td>5.482</td>
<td>2.230</td>
<td>3.310</td>
<td>1.605</td>
</tr>
<tr>
<td>Pain Effect on Enjoyment</td>
<td>5.629</td>
<td>2.662</td>
<td>3.814</td>
<td>2.253</td>
</tr>
<tr>
<td>Pain Effect on Activity</td>
<td>5.583</td>
<td>2.357</td>
<td>3.541</td>
<td>1.793</td>
</tr>
<tr>
<td><strong>PHQ-4 items</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>5.814</td>
<td>3.101</td>
<td>3.481</td>
<td>3.309</td>
</tr>
<tr>
<td>Felt Depressed</td>
<td>0.963</td>
<td>0.979</td>
<td>0.555</td>
<td>0.751</td>
</tr>
<tr>
<td>Loss of Interest</td>
<td>1.333</td>
<td>1.000</td>
<td>0.814</td>
<td>1.001</td>
</tr>
<tr>
<td>Felt Anxious</td>
<td>1.814</td>
<td>0.962</td>
<td>1.148</td>
<td>1.099</td>
</tr>
<tr>
<td>Difficult to Control Worry</td>
<td>1.703</td>
<td>0.912</td>
<td>0.963</td>
<td>1.055</td>
</tr>
</tbody>
</table>

$^a$Significant at $P<.01$.

$^b$Significant at $P<.05$.

**Figure 2.** The percent SD changes from baseline to after the completion of PainNavigator for the Pain, Enjoyment, and General Activity scale ($n=27$). Effect size is denoted by color; medium effect sizes are yellow, and large effect sizes are green.
The results also indicated a significant difference in PHQ-4 total scores from before (mean 5.814, SD 3.101) and after (mean 3.481, SD 3.309) participants completed PainNavigator ($t_{26}=3.805; P=.001$). The 95% CI of the difference in means ranged from 1.072 to 3.593. An effect size approaching large ($d=0.728$) was observed. Each of the four individual items from the PHQ-4—Felt Depressed, Loss of Interest, Felt Anxious, and Difficult to Control Worry—were also analyzed, suggesting significant mean differences with medium to large effect sizes between pre- and postintervention scores, as reported in Table 2. The magnitude of change for each PHQ-4 measure, which was standardized based on the baseline SD, is shown in Figure 3. Overall, participants observed decreases in anxiety and depression between baseline and the completion of PainNavigator. All metrics demonstrated significant decreases.

Moderately skewed results from the PHQ-4 at the end of the program (0.708) and the PEG-3 scale at the start of the program (0.627) were addressed by performing nonparametric tests to decrease the chances of making a type 1 error. Findings from related-samples Wilcoxon signed rank tests indicated that the null hypothesis would still be rejected for the PEG-3 scale ($P<.001$) and PHQ-4 ($P=.002$). Other data were also skewed and were analyzed the same way, and all data indicated that the decision to reject the null hypothesis appeared correct.

A post hoc power analysis was completed to determine achieved power. This was done with G*Power version 3.1.9.7 [19] for matched pair mean comparisons, using the sample size ($n=27$), $\alpha (.05)$, and the effect sizes of the PEG-3 total score ($d=1.027$) and PHQ-4 total score ($d=0.728$). Additionally, the highest ($d=1.118$) and lowest ($d=0.468$) calculated effect sizes were used to provide a range. For the PEG-3 total score $t$ test, the power was calculated to be 0.99. For the PHQ-4 total score, the power was calculated to be 0.95. In the case of the largest effect size, the power was estimated to be 0.99. In the case of the smallest effect size, the power was estimated to be 0.64.

Figure 3. The percent SD changes from baseline to after the completion of PainNavigator for the Patient Health Questionnaire-4 ($n=27$). Effect size is denoted by color; medium effect sizes are yellow, and large effect sizes are green.

Discussion

Principal Findings

The preliminary results from this pilot trial support PainNavigator’s initial acceptability and can help inform a larger randomized controlled clinical trial. Using the app significantly impacted all PEG-3 scale and PHQ-4 measures, indicating that the platform addressed essential components for the self-management of LBP. The findings show a 36% reduction in the PEG-3 total score, a 40% reduction in pain intensity, and a 40% reduction in the PHQ-4 total score. The magnitude of change for each measure illustrated these effects, with a positive percent change indicating score improvement (Figure 2 and Figure 3). The sample size was limited but acceptable for an initial pilot study. Given this sample size, the large effect sizes play an important role in study power. The strong power in this study indicates that the observed significant changes are likely clinically relevant and warrant a more rigorous study.

Comparison With Prior Work

Published literature on pain-focused mHealth apps shows efficacy data that can be compared with data from PainNavigator. A meta-analysis of pain eHealth applications found that program durations of ≤8 weeks (“less intensive duration”) had an advantageous effect on reducing pain intensity [16]. The 8-week program described in this study similarly found significant improvements in pain, as assessed by the PEG-3 scale item Average Pain. These findings may suggest that concise programming facilitates user engagement and retention. Furthermore, the meta-analysis effect sizes of immediate and short-term pain intensity were found to be −0.16 (95% CI −0.30 to −0.02) and −0.27 (95% CI −0.43 to −0.11), respectively [16]. The absolute effect size for average pain following the PainNavigator intervention was 1.118, which is greatly higher in comparison. This may indicate that intrinsic app factors, such as design and functionality, assist with pain reduction.

Beyond pain measures, psychology may also play an important role in LBP management. An investigation of musculoskeletal pain rehabilitation outcomes found psychological and pain indices to be significantly intercorrelated [21]. This supports the biopsychosocial approach, as it appears to incorporate multidimensional patient care. PainNavigator demonstrated significant improvements in the psychological measures assessed by the PHQ-4. These findings may indicate the importance of psychological components in pain management programs.
As an emerging field, mHealth apps also have challenges. These include a general lack of quality mHealth app assessments [22] and the number of chronic pain apps that only offer 1 self-management strategy [23]. Many health apps are also mostly used until initial milestones, with significantly decreased usage afterward [24]. PainNavigator’s effect may be the result of the mobile app addressing some of the aforementioned challenges. PainNavigator's interdisciplinary approach introduces users to multiple strategies (eg, home exercise, yoga, wellness, nutrition education, etc) instead of focusing on only 1 modality. As such, users can utilize the modalities that provide the most benefits. Additionally, PainNavigator emphasizes function as an equal or greater part of the self-management of chronic pain when compared to pain scores. The wellness coach and personal goals hold users accountable for completing the program and provide a framework for continuing usage once initial milestones are met.

Limitations
Due to the single-arm design and the lack of a control group, our results should be interpreted cautiously. Nevertheless, our results were quite promising for informing future rigorous tests of the PainNavigator intervention. Another limitation may be the usability of mHealth technology in older populations. Despite this, over half of the participants who completed this study were aged over 50 years (19/30, 63%). Other back pain mobile app studies additionally reported disability data, which this study did not explicitly assess. There were also differences between the number of enrolled participants and the number of those who completed all surveys, indicating a drop-off in responses. Lastly, financial compensations were given to participants for their participation in this study. Although this is a well-accepted practice in research studies, there is some debate about how this impacts compliance.

Future Research
This study’s findings will guide future research into pain-centered mHealth app efficacy and scalability. For example, the analysis found that the Felt Anxious, Felt Depressed, and Loss of Interest PHQ-4 submeasures had medium effect sizes, whereas large effect sizes were found in all other measures; a future focus may be directed on these targets. Since user engagement with mHealth apps is essential to their efficacy, many studies have prioritized users’ needs during quality improvement and described their methodology [25,26]. Clinician feedback also may help direct LBP mobile app quality improvement [27]. Accounting for both types of input is essential, given the need for dynamic communication between patients and physicians. This feasibility study demonstrates that our protocol works, and more extensive randomized controlled trials will be conducted. mHealth app development is a dynamic process centered around providing patients with the best care.

Conclusion
The PainNavigator mHealth app showed LBP management utility in this initial pilot trial. The significant improvements in all PEG-3 scale and PHQ-4 measures illustrate potential multidimensional, biopsychosocial management that is easily accessible to patients. This platform demonstrates clinical significance and can be easily utilized to improve patient care. Further randomized controlled trials are needed to expand upon these initial findings and explore the functional role of the PainNavigator platform in clinical settings.

Acknowledgments
We appreciate the participants’ willingness to give their time generously to support this work. PainNavigator, Inc, supported this study.

Conflicts of Interest
AD and KK have an equity interest in PainNavigator. The authors report no other conflicts of interest.

Multimedia Appendix 1
Initial user questionnaire.
[PNG File, 665 KB - formative_v6i10e40869_app1.png ]

Multimedia Appendix 2
Completion questionnaire.
[PNG File, 604 KB - formative_v6i10e40869_app2.png ]

References


Abbreviations

LBP: low back pain
mHealth: mobile health
PEG-3: Pain, Enjoyment, and General Activity
PHQ-4: Patient Health Questionnaire-4
Developing Population Health Surveillance Using mHealth in Low-Resource Settings: Qualitative Assessment and Pilot Evaluation

Natalie C Benda¹, PhD; Sakie Zawtha², MBBS; Kyrie Anderson¹, BS; Mohit Manoj Sharma¹, MPH; Phoe Be Lin², BSN; Beichotha Zawtha², MBBS; Ruth Masterson Creber¹, RN, MSc, PhD

¹Department of Population Health Sciences, Weill Cornell Medicine, New York, NY, United States
²Health and Hope Myanmar, Yangon, Myanmar

Corresponding Author:
Natalie C Benda, PhD
Department of Population Health Sciences
Weill Cornell Medicine
425 E 61st Street
Suite 301
New York, NY, 10065
United States
Phone: 1 5635432222
Email: ncb4001@med.cornell.edu

Abstract

Background: Population surveillance data are essential for understanding population needs and evaluating health programs. Governmental and nongovernmental organizations in western Myanmar did not previous have means for conducting robust, electronic population health surveillance.

Objective: This study involved developing mobile health (mHealth)–based population health surveillance in a rural, low-resource setting with minimal cellular infrastructure in western Myanmar. This was an early formative study in which our goal was to establish the initial feasibility of conducting mHealth population health surveillance, optimizing procedures, and building capacity for future work.

Methods: We used an iterative design process to develop mHealth-based population health surveillance focused on general demographics (eg, total census, age category, sex, births, and deaths). Interviews were conducted with international consultants (nurse midwives) and local clinicians (nurses and physicians) in Myanmar. Our analytic approach was informed by the Systems Engineering Initiative for Patient Safety work systems model to capture the multilevel user needs for developing health interventions, which was used to create a prototype data collection tool. The prototype was then pilot-tested in 33 villages to establish an initial proof of concept.

Results: We conducted 7 interviews with 5 participants who provided feedback regarding the domains of the work system, including environmental, organizational, sociocultural, technological, informational, and task- and people-based considerations, for adapting an mHealth tool. Environmental considerations included managing limited electricity and internet service. Organizational needs involved developing agreements to work within existing government infrastructure as well as leveraging the communal nature of societies to describe the importance of surveillance data collection and gain buy-in. Linguistic diversity and lack of experience with technology were both cited as people- and technology-based aspects to inform prototype design. The use of mobile tools was also viewed as a means to improve the quality of the data collected and as a feasible option for working in settings with limited internet access. Following the prototype design based on the findings of initial interviews, the mHealth tool was piloted in 33 villages, allowing our team to collect census data from 11,945 people for an initial proof of concept. We also detected areas of potentially missing data, which will need to be further investigated and mitigated in future studies.

Conclusions: Previous studies have not focused heavily on the early stages of developing population health surveillance capacity in low- and middle-income countries. Findings related to key design considerations using a work systems lens may be informative to others developing technology-based solutions in extremely low-resource settings. Future work will involve collecting additional health-related data and further evaluating the quality of the data collected. Our team established an initial proof of concept for using an mHealth tool to collect census-related information in a low-resource, extremely rural, and low-literacy environment.
Introduction

Reliable and valid population surveillance data are essential for understanding population needs and evaluating health programs [1,2]. Electronic data capture is widely integrated for population health surveillance in high-income countries. Low- and middle-income countries have increasingly demonstrated the feasibility of implementing electronic population health surveillance systems [2-7]. Extremely low-resource settings still face multilevel challenges in establishing sustainable, robust electronic population health surveillance, including sparse or unreliable internet, competing demands of daily life, lack of access to technology devices, low literacy, diverse value structures, and heterogeneous cultural and linguistic design needs [4,7,8].

Mobile health (mHealth) has been presented by the World Health Organization as a means to mitigate some of the aforementioned challenges owing to its relatively low cost, expanding ubiquity throughout the world, and the ability to use cellular networks, which are much more widespread than broadband internet [5,9,10]. Many publications report the evaluation of mHealth interventions in low-resource settings [11,12], but few have described the formative development of population health surveillance systems that support program evaluation [4,5]. In this study, we described the formative development of an mHealth-based tool for conducting population health surveillance in an extremely rural, low-resource, low-literacy environment in western Myanmar. The long-term goal is to support the development of robust infrastructure for population health surveillance in the Chin State of Western Myanmar.

Myanmar presents a unique case related to development of population health surveillance tools, as its borders fully opened to foreign technological influence in the early 2010s; thus, the technological infrastructure lags behind many other low-income countries [9]. As of 2020, Myanmar ranked 147 of 189 on the United Nations Human Development Index [13], and the rural Chin State of Western Myanmar, where this work took place, had the second lowest life expectancy in Myanmar [14]. Residents of this ethnic minority region face barriers to accessing care, including overt racism and an average of 3 days travel to reach a health care facility.

We partnered with a local nongovernmental organization (NGO) that served as the primary provider of health services in the region. The NGO provides health care through local clinics by training community health workers and traditional birth attendants. One of our collaborative goals was to develop a system for mHealth-based population health surveillance to facilitate ongoing needs assessments in villages and evaluation of health programs. Our NGO partner previously collected population surveillance information via paper forms, which presented multiple challenges owing to the time lag from data collection to data entry, as well as the harsh environmental conditions of the remote geography and rainy climate that impede the collection of the data forms in the rainy season. Population health surveillance information helped the NGO track general trends in population (eg, births and deaths), health needs that drive the programs they implement, and evaluate the impact of their programs on population health. Owing to the limitations related to paper-based surveillance, the NGO had never aggregated paper-based data collection in a systematic manner to understand the demographics and needs of their population. mHealth-based electronic data capture of population health surveillance information was proposed given the lower cost of mobile devices, their growing availability in the region, and their flexibility for use in settings with limited internet connectivity [5]. Here, we described formative studies that included interviews and field testing of an mHealth-based population health surveillance data collection tool. The aims of this evaluation were to establish an initial proof of concept and refine processes with the long-term goal-building capacity to use mHealth to provide real-time information regarding census-related information (births and deaths), common health issues addressed by community health workers, and outcomes of local programs (eg, women and infant health education). Our work can be used to inform the needs and best practices to establish a population health surveillance infrastructure in extremely low-resource settings.

Methods

Phase One: Semistructured Interviews and Iterative Design

Setting

All data were collected via teleconference with stakeholders residing in the United Kingdom or Myanmar by a research team residing in the United States. Interviews with stakeholders in the United Kingdom were conducted via Zoom (Zoom Video Communications, Inc; audio and video), and interviews with stakeholders in Myanmar were conducted via WhatsApp (Meta) or Slack (Slack Technologies; audio only) owing to limitations on internet bandwidth in Myanmar.

Description of the Original (Paper-Based) Data Collection Instrument

This study aimed to translate population health surveillance forms previously collected via paper into an mHealth-based tool. Our NGO partners operated in the United Kingdom and Myanmar with clinical experts from the United Kingdom traveling to Myanmar to advise with the design and evaluation of the NGO’s health programs. Paper-based population health surveillance forms were developed by the clinical staff in Myanmar with guidance from United Kingdom–based midwife consultants.
The population health surveillance forms collected census data stratified by age, sex, births per year, and deaths per year. The census data included the total number of men and women in each of the following age categories: 0 to 5 years, 6 to 15 years, 16 to 59 years, and >60 years. Owing to the limitations of the collected paper data, this information had not been previously aggregated; therefore, there was no opportunity for high-level summary and comparison of information over time. The immediate target end users of the tool were the clinical staff from the NGO during outreach trips to villages. In the longer term, the clinical staff will train community health workers living in the villages to use the tool.

**Study Design and Sample**

We first conducted iterative phases of semistructured interviews to select a technology platform and create a prototype of the mHealth-based census form. Our goal was not to achieve theoretical saturation of qualitative data but to iteratively complete formative data collection sufficient for developing a prototype that could be used in a pilot evaluation [15,16]. Stakeholders interviewed included (1) 2 midwife consultants from the United Kingdom and (2) 3 clinical staff from the NGO in Myanmar. Midwives developed paper-based data collection forms used by the NGO. Clinical staff from the NGO included a nurse and 2 physicians with responsibilities such as development and execution of training programs for community health workers, assessment of community health worker competencies, oversight of a local clinic, clinical care at the local clinic, and NGO program evaluation. All participants worked closely with community health workers, who were the eventual end users of the tool. The local NGO staff also had the opportunity to introduce data collection tools to community health workers between rounds of interviews so that they could relay their feedback to the US-based team. Unfortunately, owing to language barriers and internet bandwidth limitations, it was not possible for the US-based team to interview community health workers directly. All interviews were conducted between February and September 2020. The participants were not directly compensated for their time.

**Data Collection**

We completed 3 rounds of interviews with 5 key stakeholders as part of an iterative, formative design process, where smaller numbers of participants (ie, 4-6) were appropriate for needs assessment and design generation [16]. In round 1, we elicited information from all participants about the current processes for paper-based population health surveillance data collection and determined design needs for mHealth-based data collection. On the basis of the findings from the first round of interviews, a design platform (Survey123) was selected (by the NGO staff in the United Kingdom and Myanmar), and initial designs for the mHealth form were created by a member of the US-based team (NCB). Designs were created directly in the survey design, and the data collection platform was selected using a desktop-based program from the vendor.

In round 2, participants viewed the prototype mHealth form and provided their feedback. Round 2 included 2 separate interviews: 1 with a nurse midwife from the United Kingdom and 1 with a nurse and physician in Myanmar. For the staff in Myanmar, forms for second-round interviews were shared via the Survey123 platform before the interview, as live screen sharing was not possible. A final design based on follow-up interviews was created before the field study. An interview was then conducted in the middle of the field studies with the same local physician and nurse from round 2 to understand how the prototype form was suited to the needs of the NGO. Figure 1 presents a timeline of the interviews, prototype design, and feasibility assessment activities.

All interviews focused on current practices, perceived barriers, and facilitators of mHealth data collection. Textbox 1 provides sample questions for both the initial needs assessment interviews and follow-up interviews in which design feedback was collected. Additional probing questions were included in the full interview guide based on the work system components of the Systems Engineering Initiative for Patient Safety (SEIPS), for example, physical environment, organization, people, and task. In line with a semistructured approach, these probes were asked directly in instances when interviewees did not initially discuss each system component.

**Figure 1.** Timeline of interview and iterative design activities.
Sample interview questions.

**Needs assessment (round 1) sample questions:**
- Can you tell us about how community health workers fill out the current data collection forms?
- What are the positives of using the paper data collection forms?
- What are some of the challenges for using the paper data collection forms?
- Do you think the mobile phone app could make data collection better? If so, how?
- Do you think the mobile phone could make data collection harder? If so, how?
- Can you tell us more about the community health workers? For example, do most of them read or speak Burmese?
- Do you think the community health workers have used a mobile phone before? A smartphone? Do you think it would be possible for them to learn if we helped train them?
- Is there any more information you think is important for us to know?

**Prototype feedback (rounds 2 and 3) sample questions:**
- We have made a census form. What do you think of it?
  - What can we improve?
- What kinds of problems do you think your team may have using the data collection form?
- What new information did you hope to learn from the population surveys?
- How is the information you hope to learn going to help improve (nongovernmental organization name) programs?

All interviews were conducted by a single interviewer (NCB), with other research team members attending and participating as feasible. All interviews were audio recorded and transcribed, excluding an instance where internet connectivity issues prevented the interview from taking place synchronously, so written answers to the interview questions were provided by the interviewee asynchronously.

**Data Analysis**

Our team conducted qualitative interviews using thematic analysis and a constant comparative process [17]. First, a team of 3 coders (NCB, KSA, and MMS) read the transcripts to inductively elicit key themes. The codes were then organized into higher level categories based on work system components highlighted in the SEIPS model, given the complex, intertwined, multilevel constraints involved in a low-resource setting [18-20]. These categories and subcategories were used to develop a codebook consisting of themes, definitions, and exemplars [21]. Once the codebook had been developed, 2 researchers (KSA and MMS) independently coded each transcript, meeting with a third reviewer (NCB) to resolve discrepancies through consensus. After all the transcripts were analyzed, the research team reviewed the results code-by-code to ensure consistency and develop a list of emerging themes. All data were coded using Dedoose (version 8.0.35).

**Phase Two: Pilot Field Study**

**Setting, Study Design, and Sample**

The interviews were followed by a field study to establish an initial proof of concept for the use of the mHealth population health surveillance tool in this low-resource setting. Real-time population health surveillance using the census forms developed allowed for the detection of large population changes that required further investigation, as well as allocation of resources to villages based on population. The goal of this pilot study was to establish a proof of concept for using mHealth to collect census-related information and determine potential data quality issues (eg, missingness) that could be optimized through the improvement of data collection tools or training.

The mHealth forms were piloted in villages in the Chin State during outreach visits. The region is characterized by remote, mountainous terrain, so the 33 villages included were a convenience sample located within 1 to 2 days motorbike ride from the NGO’s central headquarters.

**Data Collection**

In the selected villages visited, NGO staff members filled out the population health surveillance forms on mobile devices using a commercially available mapping and survey platform (Survey123). This platform was selected because of its ability to integrate survey-related information with detailed maps necessary to identify the villages served in this remote region. Survey123 is available via app (on Android and Apple) and via web browser. Our partners collected data using tablets and a web browser–based form. Staff members involved in data collection included trained nurses and “area coordinators” (former community health workers who had been promoted into an oversight role). Nurses and area coordinators completed the population health surveillance forms by reviewing paper-based census documentation in the villages (procured from the government and local churches). Paper-based documents often had different age categories, which required the team to add categories from the paper-based forms to suit the categories in the mHealth forms. Nurses and area coordinators then went door-to-door to confirm the census in each sex or age category, number of births that year, and number of deaths. All data were collected between August and September 2020.
Data Analysis

Data were downloaded from the Survey123 and summarized descriptively using Microsoft Excel. The proof of concept was assessed by investigating the completeness of the fields included in the form. Summarization included the total number of villages from which data were captured, total persons accounted for, total births, total deaths, and the number of potential missing data fields (Phase Two: Pilot Field Study in the Results section).

Ethics Approval

This study was approved (20-02021442) by the Weill Cornell Medicine Institutional Review Board and conducted in 2 phases.

Table 1. Description of participants.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Participant description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LocalNurse1</td>
<td>Nurse working for the NGO\textsuperscript{a} in Myanmar, in charge of CHW\textsuperscript{b} training programs</td>
</tr>
<tr>
<td>LocalPhysician1</td>
<td>Physician working in Myanmar also serving as the NGO chief operating officer at the time of the interviews</td>
</tr>
<tr>
<td>LocalPhysician2</td>
<td>Physician working in Myanmar overseeing the local clinic and medical outreach programs</td>
</tr>
<tr>
<td>MidwifeConsultant1</td>
<td>United Kingdom–based midwife that had developed training and data collection for traditional birth attendants affiliated with the NGO</td>
</tr>
<tr>
<td>MidwifeConsultant2</td>
<td>United Kingdom–based midwife that had developed training and data collection for traditional birth attendants affiliated with the NGO</td>
</tr>
</tbody>
</table>

\textsuperscript{a}NGO: nongovernmental organization.
\textsuperscript{b}CHW: community health worker.

Phase One: Semistructured Interviews

Description of Themes

Key themes pertained to various components of the work system, including the physical environment, organizational concerns, tasks, technology or physical tools, people (user skills and motivation), and information. In line with the traditional SEIPS model, many themes intersected across work system components \cite{20,22}. Figure 2 presents the SEIPS-informed work system for the given app, where community health workers treating patients in villages (people) must communicate information (census and symptoms) to the NGO (people) for the purpose of population health surveillance (task). As this communication previously occurred via paper, the goal of our work was to translate paper data collection tools into an mHealth-based population health surveillance tool to develop capacity for real-time, easy-to-collate data collection. This work was situated in a particular organizational, sociocultural, and physical context that must be considered in the adaptation of new technological tools.

Figure 2. Work system depiction for the current app. CHW: community health worker; NGO: nongovernmental organization.
The themes described herein focus on important design considerations for population health surveillance. We have presented the quotes to bolster the description of themes, followed by an identifier indicating the source of the quote. Information included in brackets within the quotes was not explicitly spoken by the participant but provides a clarifying context. Table 1 provides a legend of how identifiers were provided at the end of each quote map for each participant.

**Physical Environmental Themes**

Discussion of environmental themes highlighted the need to consider access to electricity, availability of devices, and internet in low-resource settings when surveillance involved the use of mHealth:

90% [of the villages] they don’t get electricity and they depend on [a] solar system...so whenever they want to charge the phone they would plug in the solar. And not even every household gets solar...only 10 in 30 households get solar. [LocalNurse1]

It was also important to consider weather and topography, and how they may impact whether resources can be transported to certain areas during these times of the year:

But in monsoon season, you know we have almost five months rainy season in our country...They rarely...travel. But when they have a better road, a better access to villages to go from here to there by walking or by motorbike, then we ask them to do that. But again, it’s quite difficult. [LocalPhysician1]

**Organizational or Sociocultural Themes**

The organizational themes were multilevel, involving the government, cultural norms, and training support from the local organization (ie, our NGO partners). From a governmental perspective, planning was required to effectively manage collaborations with government-funded health entities. Our participants explained that successful integration would involve being aware of the formal and informal structures that exist and using both positively, for example, interfacing with government-funded midwives for maternal and childcare:

But the only problem there is that because they’re [non-NGO affiliated midwives] government-paid...so you’d have to get permission from the government...to use them somehow. [MidwifeConsultant1]

Consideration of cultural norms was viewed as a necessity. The region contains predominantly agrarian societies where community health workers provide care to other villagers during their free time when they are not farming. Therefore, it was important to make data collection as simple and efficient as possible to avoid interfering with the competing demands of their daily lives:

They have CHWs, but they are farmers, and they are just volunteer people...so they have to work for their living as well. At the same time, they have to serve the community, so it is really challenging for them. [LocalPhysician2]

The cohesive nature of the villages was seen as a potential motivator for buy-in with data collection if the NGO trainers could illustrate how collecting population health surveillance information impacted the health of the larger community (People-based considerations). Finally, providing in-person training and additional ongoing support, possibly remotely, was also a necessary consideration.

**Task-Related Themes**

Participants described the need to support key tasks related to population health surveillance, including detection of problematic public health patterns, measurement of program progress or effectiveness, and promotion of safe health practices. The detection of public health problems would allow for better allocation of resources (eg, medicines and first aid) and additional training to address emerging problems, such as the COVID-19 pandemic:

Data were very helpful especially during Covid-19 outreach. It was easy for us to choose the villages based on the data form and was easy for preparation of materials based on the population they provided. As for me data is most useful in preparation of medicines and materials to distribute to the active villages. I can prepare medicines and materials based on the number of active CHWs and population of the villages. [LocalNurse1]

**Technology Themes**

Key desired specifications related to the technological tools included: low cost, inclusion of data security protection (eg, password protection and remote wipe capabilities), ability to transmit information to cloud-based databases, ease of use, flexibility (to edit forms as needed), and capabilities to work in the given environment (eg, protection during the rainy season and store-and-forward capabilities for areas with limited cell service):

Yes, I think using [a] mobile phone app for data collection will be a perfect choice for the...CHWs...It is easy to carry and once it is filled there is no need to worry about the loss of information. It will be done at once so time saving...The outcome of data will be more accurate. It is more simple to understand on mobile. [LocalNurse1]

**Person-Related Themes**

Person-based design needs pertained to user skills and motivations. Different user needs or skills to accommodate multiple languages, have limited literacy, and little to no experience with mobile technologies:

One of our huge obstacles has been the translation...they really genuinely don't read each other's dialects, don't always follow each other's dialects, and so on. So, again, it's not just illiteracy, it's overcoming language barriers that would make some sort of pictorial and touchscreen thing easier. [MidwifeConsultant2]

[The] mobile phone thing is very new. Last year (2019) we have got this telephone tower and people start[ed] using phones. [LocalPhysician1]
Another person-based theme involved understanding and leveraging potential motivators for community health work and data collection. Avenues for motivation overlapped with other work system components such as reimbursement or payment provided by the local NGO, respect for other villagers and desire to help, excitement related to new technologies (ie, mobile phones), and personal altruism. It was also viewed that connecting the data collection activities to the larger purpose of the different organizations (both the NGO and village) would serve as a motivating factor:

We also have to explain why we make them use this app...because we would like [to know about] their village and how the patients are being taken care of by them, and then it’ll be...a strong connection between the community and us [the NGO].

[LocalPhysician2]

Information-Related Themes

Information-related themes touched on data quality and data structure. In general, data quality was perceived to be higher when using the mHealth tool over paper forms as it eliminated issues with reading handwriting. Structured data entry was also viewed as helpful in reducing issues related to limited literacy, although local team members wanted unstructured data entry to account for atypical cases:

Some of the CHWs are not so educated so they do not know the exact words to fill sometimes. [LocalNurse1]

Actually, here “others” is something that involves nothing that we have here...If it’s out of this topic and you see something other than this or that, please describe it. That’s how we taught them.

[LocalPhysician2]

Iterative Design

Figure 3 shows key design features of the population health surveillance form developed for census tracking based on the iterative interviews with key stakeholders previously described. Figure 3A shows instructions provided in Burmese (and English for comparison purposes). Users were first able to search the village for which they are completing the survey. The form entry contained both Burmese text and icon-based representation of the information to be entered (Figures 3B and 3C). In addition to the visual design features, Survey123 allowed for local device data storage when there was insufficient internet service but would then automatically upload the information to a secure cloud server once the device had service again, thus mitigating previously described concerns related to internet connectivity. Table 2 provides a complete list of updates made to the prototype in advance of the pilot study on the basis of the interviews.

Figure 3. Population health surveillance form for collecting village census information. Village names have been redacted but included the village name in Burmese characters as well as the unique, numeric identifier.
Table 2. Approaches implemented for the design considerations derived from interview themes. Work system domain.

<table>
<thead>
<tr>
<th>Particulars and design considerations</th>
<th>Approach implemented</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Environmental</strong></td>
<td></td>
</tr>
<tr>
<td>Lack of electricity for charging devices</td>
<td>• Included solar charged batteries in budget to supplement existing solar-based systems</td>
</tr>
<tr>
<td>Mountainous topography, transportation challenges owing to weather</td>
<td>• Choose a mapping software to find villages in need</td>
</tr>
<tr>
<td><strong>Organizational</strong></td>
<td></td>
</tr>
<tr>
<td>Planning of government vs NGO(^a) ownership of materials</td>
<td>• Developed a plan where NGO would purchase and own devices, developing memorandum of understanding with the government</td>
</tr>
<tr>
<td>Need to balance data collection with demands of daily life</td>
<td>• Created simple-form design so data collection is as efficient as possible</td>
</tr>
<tr>
<td><strong>Task to support</strong></td>
<td></td>
</tr>
<tr>
<td>Detection of problematic public health patterns</td>
<td>• Chose a mapping platform, which allows geographic tracking and data summarization</td>
</tr>
<tr>
<td>Program measurement</td>
<td>• Chose a mapping platform, which allows geographic tracking and data summarization</td>
</tr>
<tr>
<td><strong>Technology</strong></td>
<td></td>
</tr>
<tr>
<td>Low cost</td>
<td>• Found a program usable on Android (ie, for mapping and survey) offering nonprofit pricing</td>
</tr>
<tr>
<td>Flexibility to edit forms</td>
<td>• Used a web platform for NGO staff members to edit forms easily</td>
</tr>
<tr>
<td>Work in the given environment</td>
<td>• Purchased waterproof cases for devices</td>
</tr>
<tr>
<td><strong>People</strong></td>
<td></td>
</tr>
<tr>
<td>Easy to learn and use</td>
<td>• Leveraged an iterative participatory design process to create data collection forms</td>
</tr>
<tr>
<td>Multiple languages</td>
<td>• Included Burmese text in forms</td>
</tr>
<tr>
<td>Limited literacy</td>
<td>• Included icons in forms</td>
</tr>
<tr>
<td>Data structure (unstructured vs structured)</td>
<td>• Made most fields structured</td>
</tr>
<tr>
<td></td>
<td>• Included open-ended text boxes for additional notes not conforming to structured data collection elements</td>
</tr>
</tbody>
</table>

\(^a\)NGO: nongovernmental organization.

Phase Two: Pilot Field Study

The prototype displayed in Figure 3 was used to capture population information in 33 villages by the NGO staff, including nurses and area coordinators who oversaw the community health worker training program. The prototype was created using Survey123 Connect for ArcGIS (version 3.9.120; Esri) Figure 4 illustrates how the census information collected using the survey app is integrated with the mapping app to allow users to view specific population statistics and detect patterns in population growth or decline. Data collection in 33 villages allowed our NGO partners to account for 11,945 people in prespecified demographic groups based on age and sex. In addition, they captured 205 births and 27 deaths across the villages. There were potential missing data from 8 and 17 villages regarding birth and death counts, respectively, but there were no missing data indicated for the general census information (ie, census of villagers in age and sex groups). The missing data may indicate that birth- and death-related information is more challenging to determine or that the users simply did not know that they should enter the number “0” to indicate none instead of leaving the field blank.

Feedback from the study in the field (third round interviews) provided a proof of concept for electronic (mHealth-based) population health surveillance data collection and underscored the need for store-and-forward capabilities for villages that may not have sufficient cellular service for real-time data upload. For example, in one of the follow-up interviews, an NGO-employed nurse described the following:

> So far, it's very good and it is very easy to use...I think compared to the paper form...I prefer these Survey123 survey data forms. [LocalNurse1]
Discussion

Principal Findings

Our formative, iterative design approach allowed us to develop an mHealth tool for population health surveillance in an extremely rural, low-resource, limited-literacy environment with minimal cellular infrastructure in western Myanmar. We first summarized our results and illustrated how they were translated into concrete next steps, as the implementation of our findings may be informative for others conducting similar work. We then described our findings in the context of the work system model. Finally, we discussed the overlap of our findings with those of other studies and highlighted how our results extend currently published knowledge.

Key design needs were organized based on environmental, organizational, sociocultural, technological, and task-, people-, and information-based constructs. Many of the design considerations derived from the interviews were addressed before the field study (Table 2). Our field study provided an initial proof of concept by piloting the mHealth tool for in situ data collection in 33 villages. However, additional considerations were not necessary or feasible to implement at the time of the pilot study. For example, training considerations for community health workers were not needed for the pilot study, as it was conducted by the NGO staff. Table 3 presents further design considerations from our interviews, which were operationalized in later ongoing studies.

As shown in Tables 2 and 3, many of the considerations did not involve the design of the mHealth tool but instead pertained to the design of processes, training, and selection of technologies. In addition, some considerations were addressed through multiple solutions, and others addressed multiple considerations. Although example design considerations are listed under the primary work system domain, the examples also highlight the overlap of the domains. For example, building logic checks in the data collection form (information) may also mitigate issues related to limited literacy and ease of use (people). However, error messages may need to be conveyed in both written and audio formats to those with limited literacy. Additionally, built-in logic checks must be facilitated by the chosen technology.

Table 3 describes the steps implemented in subsequent ongoing work. We further explored the reasons for data missingness. In addition, our ongoing work extended the described mHealth tool to allow for collection of noncommunicable diseases and maternal or child health information to better understand patterns in health needs within the villages that may also explain changes in census. Our approach for evaluating data plausibility described in Table 3 will also provide quantitative metrics to evaluate data quality and make further improvements. The ongoing refinement of population health surveillance tools is underway in preparation for future clinical trials to evaluate maternal health interventions.

Previous studies regarding the integration of electronic health surveillance and mHealth integration into low-resource settings are similar to ours, but others may not yet be applicable in particularly underdeveloped settings. For example, McIntosh et al [4] also noted the importance of store-and-forward technologies in areas where internet connectivity may be sparse. The weather and topography issues encountered in our study, which may limit travel to allow for regular data uploads, present an additional complication and consideration for our study. Berry et al [23] described an approach for population health surveillance in Bangladesh using random digit dialing instead of the door-to-door approach used in our work. Other studies in south Asia and Sub-Saharan Africa have also demonstrated the feasibility of using SMS text messaging for basic data capture and sending reminders to improve adherence to maternal and child health regimens [24-26]. However, as noted by one of our participants, cell phone towers have only recently been constructed in many villages (as of 2019); therefore, cell phones are not yet a ubiquitous, equitable means for communicating with the population of the Chin State. Our results may be particularly helpful for regions with less developed cellular infrastructure as well as those facing climate- and geography-related challenges.
Table 3. Considerations derived from interviews implemented in subsequent efforts.

<table>
<thead>
<tr>
<th>Work system domain and design considerations</th>
<th>Implemented approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environmental considerations derived implemented in pilot study</td>
<td>Considerations derived implemented in pilot study</td>
</tr>
<tr>
<td>Ongoing organizational training and support</td>
<td>Developed videos for data collection forms to providing ongoing training</td>
</tr>
<tr>
<td>Task to support</td>
<td></td>
</tr>
<tr>
<td>Considerations derived implemented in pilot study</td>
<td>Considerations derived implemented in pilot study</td>
</tr>
<tr>
<td>Secure data collection and storage</td>
<td>Obtained software that may be locked (with a passcode) and wiped remotely</td>
</tr>
<tr>
<td>Ability to transmit information to database</td>
<td>Purchased cords for data transfer so data could be stored and uploaded later in villages with poor cell service</td>
</tr>
<tr>
<td>People</td>
<td></td>
</tr>
<tr>
<td>Easy to learn and use</td>
<td>Iterative participatory design</td>
</tr>
<tr>
<td>Multiple languages</td>
<td>Added text or audio from additional local languages (eg, Mara)</td>
</tr>
<tr>
<td>Limited mobile device experience</td>
<td>Incorporated mobile device basics into data collection training</td>
</tr>
<tr>
<td>Motivating data collection</td>
<td>Connected data collection to larger purpose of the work in training</td>
</tr>
<tr>
<td></td>
<td>Providing needed supplies to community health workers</td>
</tr>
<tr>
<td></td>
<td>Created a data plausibility review process by NGO\textsuperscript{a} staff</td>
</tr>
</tbody>
</table>

\textsuperscript{a}NGO: nongovernmental organization.

Limitations

Our study has limitations related to (1) sample size for the iterative design process, (2) field study, (3) transferability of findings, (4) ongoing COVID-19 pandemic, and (5) military coup in the region. First, our interviews involved 5 participants and 7 total interviews, which are smaller than sample sizes recommended in some qualitative guidelines but appropriate for our approach—an iterative, formative design process [15,16,27]. Our goal was not to meet qualitative saturation but to pragmatically sample to gain enough information for our iterative design process. Previous studies on technology design have indicated that \( \geq 5 \) participants may be sufficient for early-stage formative design [16,28]. Our initial studies focused on the clinical staff of the NGO, and future studies will involve community health workers who will also eventually use mHealth data collection forms to provide more timely information from each village to the NGO’s central headquarters. Second, the field study did not formally evaluate feasibility (eg, via survey) or data quality; rather, it was a proof of concept. We plan to include ratings of data plausibility by trained staff members and retraining as needed to record implausible values in future efforts, and to assess the timeliness of data upload to detect the effect of connectivity issues in certain areas [29]. Third, data were collected from a single NGO in a specific Myanmar region. Although we sought to determine general design considerations for extremely low-resource settings, it is unclear whether our results will be transferable to other settings. Fourth, we originally planned to conduct formative interviews and field assessments with members of our US-based research team traveling to Myanmar for in-person data collection. Owing to safety precautions and travel restrictions related to the COVID-19 pandemic, this was not possible at the time of the study. Finally, on February 1, 2021, the democratically elected government of Myanmar was overthrown by a military coup and the country was in a state of emergency; as such, the NGO operations were suspended.

Conclusions

We conducted formative, qualitative interviews with key stakeholders to develop an mHealth-based system for population health surveillance in a low-resource setting in Myanmar. Design considerations involved various work system domains including physical environment, organization-, task-, technology-, people-, and information-related issues. Members of our NGO partners were able to use the mHealth-based population health surveillance tool to establish an initial proof of concept in a feasibility study of 33 villages. Future work will involve evaluating the plausibility of the data collected and expanding data collection beyond simple census information to disease and maternal or child health outcome information. The February 2021 military coup in Myanmar presented a difficult political environment for the employment of this approach in our continued work that will also need to be addressed, moving forward regarding safety and security reasons.
Acknowledgments

This work was supported by the Anna-Maria and Stephen Kellen Foundation and the Eunice Kennedy Shriver National Institute of Child Health and Human Development for their support. (R21HD103053; principal investigator: RMC)

Conflicts of Interest

None declared.

References


Abbreviations

mHealth: mobile health

NGO: nongovernmental organization

SEIPS: Systems Engineering Initiative for Patient Safety
Evidence for Telemedicine’s Ongoing Transformation of Health Care Delivery Since the Onset of COVID-19: Retrospective Observational Study

Soumik Mandal1,2, PhD; Batia M Wiesenfeld3, PhD; Devin Mann1,4, MD, MS; Katharine Lawrence1,4, MD; Rumi Chunara5,6, PhD; Paul Testa4, MD; Oded Nov1,2, PhD

1Department of Population Health, New York University Grossman School of Medicine, New York University, New York, NY, United States
2Department of Technology Management & Innovation, New York University Tandon School of Engineering, New York University, New York, NY, United States
3New York University Leonard N Stern School of Business, New York University, New York, NY, United States
4Medical Center Information Technology, New York University Langone Health, New York University, New York, NY, United States
5Computer Science & Engineering, New York University Tandon School of Engineering, New York University, New York, NY, United States
6Biostatistics, New York University School of Global Public Health, New York University, New York, NY, United States

Corresponding Author:
Soumik Mandal, PhD
Department of Population Health
New York University Grossman School of Medicine
180 Madison Ave
New York, NY, 10016
United States
Phone: 1 6465013442
Email: mandal.soumik@gmail.com

Abstract

Background: The surge of telemedicine use during the early stages of the COVID-19 pandemic has been well documented. However, scarce evidence considers the use of telemedicine in the subsequent period.

Objective: This study aims to evaluate use patterns of video-based telemedicine visits for ambulatory care and urgent care provision over the course of recurring pandemic waves in 1 large health system in New York City (NYC) and what this means for health care delivery.

Methods: Retrospective electronic health record (EHR) data of patients from January 1, 2020, to February 28, 2022, were used to longitudinally track and analyze telemedicine and in-person visit volumes across ambulatory care specialties and urgent care, as well as compare them to a prepandemic baseline (June-November 2019). Diagnosis codes to differentiate suspected COVID-19 visits from non–COVID-19 visits, as well as evaluating COVID-19–based telemedicine use over time, were compared to the total number of COVID-19–positive cases in the same geographic region (city level). The time series data were segmented based on change-point analysis, and variances in visit trends were compared between the segments.

Results: The emergence of COVID-19 prompted an early increase in the number of telemedicine visits across the urgent care and ambulatory care settings. This use continued throughout the pandemic at a much higher level than the prepandemic baseline for both COVID-19 and non–COVID-19 suspected visits, despite the fluctuation in COVID-19 cases throughout the pandemic and the resumption of in-person clinical services. The use of telemedicine-based urgent care services for COVID-19–suspected visits showed more variance in response to each pandemic wave, but telemedicine visits for ambulatory care have remained relatively steady after the initial crisis period. During the Omicron wave, the use of all visit types, including in-person activities, decreased. Patients between 25 and 34 years of age were the largest users of telemedicine-based urgent care. Patient satisfaction with telemedicine-based urgent care remained high despite the rapid scaling of services to meet increased demand.

Conclusions: The trend of the increased use of telemedicine as a means of health care delivery relative to the pre–COVID-19 baseline has been maintained throughout the later pandemic periods despite fluctuating COVID-19 cases and the resumption of in-person care delivery. Overall satisfaction with telemedicine-based care is also high. The trends in telemedicine use suggest that telemedicine-based health care delivery has become a mainstream and sustained supplement to in-person-based ambulatory care.
care, particularly for younger patients, for both urgent and nonurgent care needs. These findings have implications for the health care delivery system, including practice leaders, insurers, and policymakers. Further investigation is needed to evaluate telemedicine adoption by key demographics, identify ongoing barriers to adoption, and explore the impacts of sustained use of telemedicine on health care outcomes and experience.
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**Introduction**

Before the COVID-19 pandemic, the use of telemedicine as a care delivery modality was limited; only 8% of Americans reported using telemedicine for medical care in 2019 [1]. Barriers to scaled adoption and use included limited reimbursement, patients’ and providers’ lack of comfort with telemedicine technologies, and a strong cultural norm of in-person care [2]. The dynamic interactions between these individual factors [3] often lead to nonadoption and abandonment of telemedicine technologies by their intended users [4-6]. However, beginning in March 2020, the telemedicine landscape in the United States changed rapidly, as the World Health Organization (WHO) declared COVID-19 a global pandemic, and a nationwide health care emergency was declared in the United States [7]. Prior to the large-scale availability of vaccines and effective therapies, social distancing and quarantine were the only widely accepted approaches to minimizing viral spread, creating a compelling (and often compulsory) pressure to find alternatives to in-person care [8].

To help maintain existing health care operations while meeting the new demands imposed by rising COVID-19 cases, health care systems quickly turned to telemedicine solutions for care provision, with many experiencing early exponential growth in telemedicine adoption [8]. To ensure the pace of scaling telemedicine capacity matched the growing demand, implementation with rapid iterative improvements was preferred over perfect execution [9]. Where possible, existing technology and vendors were used instead of investing time into procuring brand-new technology. As a result, telemedicine infrastructure often spanned multiple technologies and platforms, supported different modalities (voice based over the telephone, or video based) rather than any standardized implementation, and evolved rapidly in a short period, all of which could negatively affect patients’ satisfaction [10] and patients’ continued use of telemedicine.

Although research has documented the enthusiastic adoption of telemedicine technology in the early stage of the pandemic, little subsequent research has explored whether this migration has been sustained in the postacute pandemic periods. Additionally, prior reports relating the growing prevalence of telemedicine to a steady decline in in-person clinic visit volumes have suggested that telemedicine is at least partially replacing clinic visits [8]. Since the early phase of the pandemic in the spring of 2020, improved public health measures, breakthrough developments in vaccine research, and widespread vaccine and treatment protocols have made the resumption of in-person activities possible, including the provision of in-person medical care; currently, it is unclear whether the rise in telemedicine will be sustained as the US health care system transitions to more “regular” operations. There is a growing general literature on the long-term sustainability of technology-supported change in health care services [11], but studies on sustainability of telehealth services remain sparse [12]. This study, drawn from a large academic health care system in New York City (NYC), aims to explore patterns in patients’ use of telemedicine during the recurring waves of the pandemic.

The research question being answered in this study is, What were the trends in the use of video-based telemedicine visits for ambulatory care and urgent care provision over the course of recurring pandemic waves?

**Methods**

**Study Setting**

In this study, we used data from the New York University Langone Health (NYULH) system, a large urban and suburban academic health care system in NYC whose operations were significantly impacted by the COVID-19 pandemic and that responded by developing a robust telemedicine infrastructure to provide patient care during the period of clinic closures and disruptions.

The NYULH network consists of over 8000 health care providers across 4 hospitals and more than 350 ambulatory care locations in urban and suburban settings, all connected to a single electronic health record (EHR) system (Epic, Verona, WI). To enable its telemedicine services (known in the health system as “virtual health”), the NYULH uses a single instance of the Epic health record with more than 8.17 million active patients leveraging an integrated video visit platform. Prior to the COVID-19 pandemic, the NYULH implemented telemedicine capabilities in approximately 25 locations via its “virtual urgent care” (VUC) service, a video visit experience tightly integrated into its enterprise EHR and patient portal, offering same-day virtual appointments with emergency medical physicians for acute nonemergent health concerns (eg, new cough, fever). Virtual nonurgent care or ambulatory care, such as virtual primary care, was subsequently developed, offering a more comprehensive set of services, including chronic disease management, interdisciplinary care with specialists and ancillary care (eg, dieticians, therapists), and preventive care, with care handled by internal medicine or specialty clinicians.

Patients access the virtual services through the NYULH app built upon the Epic MyChart suite of patient tools and using standard Application Programming Interfaces (APIs) made available by Epic. During a telemedicine encounter, patients...
can begin their video visits directly through their patient portal app; the provider has to simply click a link in their EHR system to launch the visit. The provider’s click action opens a browser for the video that can be seen in tandem with the EHR in the same manner as an in-person visit. In addition, the NYULH has deployed native open scheduling technologies as well as custom features enabling simplified telemedicine access and matriculation. The NYULH uses Q-Reviews (New York), a real-time hospital review digital engagement platform to collect feedback from patients on their VUC visits.

**Study Design**

In this study, we used patients’ visit information from the EHR data to characterize visit types from January 1, 2020, to February 28, 2022, representing the period of recurring waves of pandemic intensity. We used heterogeneous sources of data, including encounters, visits, diagnoses, patient satisfaction, and patients’ age, to identify the age groups that accessed care through telemedicine or in-person visits during this period. To categorize whether a telemedicine visit happened in ambulatory care or urgent care, the visit type, location, and specialty information were used.

To evaluate whether telemedicine use was skewed toward COVID-19 suspected visits, we evaluated *International Classification of Diseases 10th Revision* (ICD-10) diagnosis codes containing relevant primary respiratory and primary nonrespiratory symptoms via partial matching with 34 keywords (Table 1) [8,13,14]. This included COVID-19–related diagnosis codes, which were frequently used in the health system used prior to updated COVID-19 coding recommendations in 2020 and 2021 [15]. COVID-19 suspected visits were compared to total COVID-19 cases per day in NYC during similar periods to evaluate whether the prevalence of COVID-19–related illness among NYULH patients compared to the larger NYC population [16]. Descriptive statistics were computed to estimate rates of telemedicine visits in urgent care and nonurgent care settings. Telemedicine use for COVID-19 suspected and non–COVID-19 suspected visits were evaluated independently to assess for relationships between visit type and telemedicine use preference. A change-point detection analysis with binary segmentation [17] was used to identify changes in the visit trends over time and locate mean shifts in combined telemedicine and in-person visits. The change-point indexes were used to segment the 26 months’ visit data; each segment represented a change in the distribution of the time-ordered visit counts with respect to preceding and subsequent segments [18]. Finally, statistical properties (mean, variance) of visit counts were computed and compared between the segments for each visit type independently. The Levene test was used to evaluate the equality of variances in visit counts among time segments. Prior studies that analyzed the demographics of patients during the initial surge in the use of telemedicine reported that telemedicine use was mostly confined to young patients [8,10].

To assess potential changes in telemedicine patient demographics throughout the study period and whether the expansion of telemedicine facilities has galvanized telemedicine adoption across a range of age groups, we also evaluated the age group of patients participating in telemedicine visits in our data. For each telemedicine visit record, we determined the patient’s age at the time of the visit and combined the records for patients who were from similar age groups. We compared the telemedicine use with the baseline population estimate from the 2020 US Census Bureau data for NYC [19] for each age group.

In addition to data collected from EHRs, patient satisfaction and engagement were captured and evaluated via a brief text message survey disseminated via Q-Reviews at the close of VUC telemedicine encounters. The survey assessed various domains, including satisfaction with the visit, likelihood to use telemedicine again, and how well the visit addressed/managed the patient’s medical needs, on 5-point scales (5=most satisfied); see Table 2. Satisfaction was assessed based on the responses to these 3 questions (α=.87); and trends in patients’ satisfaction were analyzed. The survey also asked respondents to estimate time costs/savings relative to in-person visits and how likely they would be to recommend VUC to a friend or colleague. Finally, average visits per patient were measured based on the count of unique patient identifiers in the data. Patients’ average telemedicine-based visits and in-person visits were compared with the prepanedemic baseline.

To assess whether virtual health care delivery supplements or replaces in-person care, we calculated the average number of in-person and virtual visits per patient in 3 periods: a prepandemic baseline of June-November 2019, June-November 2020, and a postacute pandemic comparison of June-November 2021.

**Table 1.** Keywords used to identify COVID-19 suspected cases from ICD-10<sup>a</sup> diagnostic codes.

<table>
<thead>
<tr>
<th>Symptom type</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary nonrespiratory</td>
<td>(20) chest pain, (21) muscle pain, (22) joint pain, (23) stress, (24) headache, (25) fever, (26) bleeding, (27) swelling, (28) rash, (29) skin lesion, (30) insomnia, (31) malaise, (32) constipation, (33) anxiety, (34) depression</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICD-10: *International Classification of Diseases 10th Revision.*
Table 2. Survey of patients’ satisfaction with VUC.a

<table>
<thead>
<tr>
<th>Survey question</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>How satisfied were you with your VUC visit?</td>
<td>1-5</td>
</tr>
<tr>
<td>How well did the VUC visit address/manage your medical needs?</td>
<td>1-5</td>
</tr>
<tr>
<td>How likely are you to use VUC again?</td>
<td>1-5</td>
</tr>
<tr>
<td>How much time did you save by using VUC, including travel time?</td>
<td>&lt;1 hour, 1-2 hours, 2-3 hours, 3-4 hours, &gt;4 hours, N/A b</td>
</tr>
<tr>
<td>How likely are you to recommend VUC to a friend or colleague?</td>
<td>1-10</td>
</tr>
</tbody>
</table>

aVUC: virtual urgent care.
bN/A: not applicable.

Data Exclusion
Other than the EHR-integrated platform, the NYULH also used Webex by Cisco and telephone calls for a brief period for providing telemedicine services (<1% of all telemedicine visits), which are not included in this report.

Ethical Considerations
We submitted the study proposal to the NYULH Institutional Review Board (IRB), for which exemption was awarded (#21-01207). Further clarification with regard to the policies and terms of reference can be obtained from the IRB.

Results

Overall Trends in Telemedicine Use
During the 26-month pandemic period, a total of 2,748,635 telemedicine visits were recorded, measuring nearly one-third (30.45%) the volume of in-person visits (N=9,025,553) in the same time frame. The use of ambulatory nonurgent care (eg, virtual primary care) was much higher than VUC (see Figure 1b). Nearly 89.26% of all video visits (n=2,409,003) were for ambulatory nonurgent care (eg, virtual primary care), with the remaining 10.74% (n=289,836) visits for VUC. Overall, the visit trends showed that volumes of telemedicine visits peaked in the acute pandemic phase and continued at a higher rate than before the pandemic; telemedicine volume between January and February 2020 was <100 visits per day and subsequently peaked during the month of April 2020 (n=240,356, 80.98%) with simultaneous declines in in-person visits (Figures 1a and 1c). This shift from in-person visits to telemedicine was particularly evident during the acute pandemic period (March and April 2020) and during periods distinguished by the spread of newer strains of the virus, Delta (October 2020-January 2021) and Omicron (November 2021-January 2022). The Pearson coefficient (r) showed that volumes of in-person and VUC visits per month were negatively correlated (r=−0.421, P=.03). Additionally, the distribution of telemedicine visits demonstrated higher use of telemedicine by patients for nonurgent ambulatory care needs than for urgent care (see Figure 1b). Overall, the visit trends showed that volumes of telemedicine visits peaked in the acute pandemic phase, declined as in-person visits resumed, but then remained at a rate much higher than before the pandemic and with less fluctuation from July 2020 to February 2022 (monthly telemedicine visits ranged from 64,570 to 136,181 across the period). Further details of the VUC, ambulatory care telemedicine, and in-person visit data during the period are provided in Multimedia Appendix 1.

The change-point analysis detected 4 change points or mean shifts in the combined telemedicine and in-person visit trends. Based on the change-point indexes, the 26-month time series was divided into the following 5 segments: first segment (until April 2020), second segment (May-September 2020), third segment (October 2020-February 2021), fourth segment (March-September 2021), and fifth segment (October 2021-February 2022). Descriptive statistics were computed for each combination of time segment and visit type independently, and the results are provided in Table 3. Overall, the result showed the highest variations (IQR) in data on the visits per month observed in the first segment for all 3 visit types. The average number of monthly ambulatory care visits peaked in the second segment (mean 129,406, SD 46,281), which coincided with the lowest in-person visits (mean 291,829, SD 96,115). The third segment witnessed the most use (mean 16,269, SD 5351) of VUC services but with large variations (IQR 7416). The fifth and final segment was characterized by declines in both telemedicine and in-person visit types. The Levene test result found variance in visits among time segments to be significant for in-person visits (F(4,21)=3.56, P=.02) and VUC (F(4,21)=6.30, P=.001) but not for ambulatory care (F(4,21)=2.57, P=.07).
Figure 1. Trends in visits in telemedicine-based urgent care (VUC), nonurgent care (ambulatory), and in-person care. (a) Percentages of visit types, (b) total counts of visits per visit type, and (c) total counts for visit types per month. VUC: virtual urgent care.

Table 3. Telemedicine use per month by segment.

<table>
<thead>
<tr>
<th>Visit type per month</th>
<th>First segment (until April 2020)</th>
<th>Second segment (May-September 2020)</th>
<th>Third segment (October 2020-February 2021)</th>
<th>Fourth segment (March-September 2021)</th>
<th>Fifth segment (October 2021-February 2022)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td>Median (IQR)</td>
<td>Median (IQR)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>In person</td>
<td>295,607 (175,893)</td>
<td>336,531 (384,503)</td>
<td>383,774 (383,774)</td>
<td>43,008 (23,189)</td>
<td>384,503 (20,086)</td>
</tr>
<tr>
<td>Ambulatory care</td>
<td>29,599 (103,669)</td>
<td>97,418 (129,406)</td>
<td>291,029 (322,933)</td>
<td>401,529 (401,529)</td>
<td>383,774 (383,774)</td>
</tr>
<tr>
<td>VUC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>13,729 (14,129)</td>
<td>11,094 (8611)</td>
<td>16,269 (16,269)</td>
<td>8028 (6293)</td>
<td>10,053 (4906)</td>
</tr>
</tbody>
</table>

<sup>a</sup>VUC: virtual urgent care.
Trends in Telemedicine Service Use for COVID-19 Suspected Cases

Of all visits recorded (in person and telemedicine) in this period (N=11,774,188), 1,264,487 (~10.74%) reported at least 1 COVID-19-related symptom in the diagnosis code, representing a COVID-19 suspected case. Among these cases, 766,548 (60.62%) were recorded in in-person facilities versus 497,939 (39.38%) telemedicine visits. For COVID-19 suspected cases, the percentage of telemedicine to total visits (39.38%) was higher than the overall percentage of telemedicine to all visits (n=2,748,635, 30.45%) in the data.

The distribution of video visit types for urgent and ambulatory care showed greater use of urgent care services for COVID-19 symptoms (see Figures 1b and 2b) than what was witnessed overall: the virtual visit volumes for COVID-19 suspected cases were far more evenly distributed between VUC and nonurgent facilities than what was witnessed for all recorded visits. From all COVID-19 suspected telemedicine visits, 150,735 (30.27%) were reported in urgent care facilities and the rest 347,204 (69.73%) visits in ambulatory care.

We further compared the distributions of COVID-19 suspected visit types with confirmed COVID-19 cases in NYC [20] in the same period (see Figures 2a and 2c) to evaluate the relationship between telemedicine use and surges of COVID-19 cases during recurring waves of the pandemic. The distributions demonstrated that increases in COVID-19 cases coincided with increased telemedicine visits, especially to urgent care facilities, and at the same time decreased in-person visits. This was evident in the first (March and April 2020), second (November 2020-February 2021), and third (November 2021-January 2022) waves of the pandemic, when COVID-19 cases surged in NYC. Overall, the Pearson coefficient (r) showed that counts of confirmed COVID-19 cases in NYC were negatively correlated with in-person visit volumes (r=-0.230) and almost entirely unrelated to nonurgent care visit counts (r=0.086). In contrast, urgent care visit volumes and confirmed COVID-19 numbers in NYC, which were strongly correlated (Pearson r=0.727) until November 2021, were less correlated when the Omicron outbreak was considered (r=0.393). Overall, the fraction of telemedicine visits changed more dynamically for urgent care (mean 0.15, SD 0.28 after normalization) than for ambulatory care (mean 0.85, SD 0.20) among COVID-19 suspected cases.

Table 4 shows distributions of both in-person and telemedicine service use for COVID-19 suspected cases among the 5 sequential time segments based on the change-point analysis reported before. Similar to overall visit trends, the highest variation (IQR) in visits was observed in the first segment (until April 2020) for all 3 visit types. Among the remaining 4 time segments, the highest variation in telemedicine visits was observed in the third time segment (October 2020-February 2021) for both ambulatory care (IQR 5016) and VUC (IQR 4988). Using the Levene test, the variance in COVID-19 suspected visits was found to be significant among the time segments for in-person visits (F_{4,21}=6.55, P=.001) and ambulatory care (F_{4,21}=2.85, P=.05) but not for VUC (F_{4,21}=2.86, P=.06).
Figure 2. Trends in visit types for suspected COVID-19 cases and confirmed COVID-19 cases in NYC. (a) Percentages of visit types, (b) total counts of visits by visit type, and (c) total counts for visit types per month. NYC: New York City; VUC: virtual urgent care.

Table 4. Telemedicine use trends for COVID-19 suspected cases by period.

<table>
<thead>
<tr>
<th>Visit type per month</th>
<th>First segment (until April 2020)</th>
<th>Second segment (May-September 2020)</th>
<th>Third segment (October-February 2021)</th>
<th>Fourth segment (March-September 2021)</th>
<th>Fifth segment (October 2021-February 2022)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>Mean (SD)</td>
<td>Median</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>In person</td>
<td>32,846 (19,777)</td>
<td>35,936</td>
<td>21,977</td>
<td>23,210 (5999)</td>
<td>26,912 (2449)</td>
</tr>
<tr>
<td>Ambulatory care</td>
<td>11,683 (15,828)</td>
<td>1702</td>
<td>15,572 (5399)</td>
<td>13,234</td>
<td>15,874 (2724)</td>
</tr>
<tr>
<td>VUC</td>
<td>6,628 (7252)</td>
<td>4953</td>
<td>9,910 (2015)</td>
<td>3485</td>
<td>2776</td>
</tr>
</tbody>
</table>

VUC: virtual urgent care.

Trends in Telemedicine Service Use for Non–COVID-19 Suspected Cases

To examine the use of telemedicine beyond COVID-19 needs, we analyzed visit types for non–COVID-19 suspected cases (n=10,459,905 visits) separately (see Figure 3). Since non–COVID-19 suspected visits accounted for almost 90% of all visits recorded, their distributions across visit types (see Figures 3a and 3c) were near identical to those of all visits. For non–COVID-19 suspected cases, the proportion of telemedicine use was more skewed toward ambulatory care compared to COVID-19 suspected cases (see Figures 2b and 3b). Among all non–COVID-19 suspected telemedicine visits, nearly 2,061,799 (93.68%) cases were from nonurgent care. In the same period, only 139,101 (6.32%) non–COVID-19 suspected cases were recorded for urgent care. In addition, 8,259,005 non–COVID-19 suspected visits were in person, representing nearly 78.96% of all non–COVID-19 suspected visits from the same period. Overall, these distributions suggest that although COVID-19 prompted rapid scaling and use of telemedicine, its use grew and then remained steady at a higher level than the pre–COVID-19 baseline (Figure 3c) for non–COVID-19 suspected cases as well.
Table 5 shows variations in telemedicine use for non–COVID-19 suspected cases among the 5 segments. The distributions of monthly visits showed that among telemedicine services, the use of ambulatory care services reached its peak in the second segment (mean 113,834, SD 41,001), declined slowly between the third (mean 88,082, SD 8790) and fourth (mean 80,556, SD 12,900) segments, and witnessed the lowest use in the fifth segment (mean 59,372, SD 6667). Compared to ambulatory care, VUC use peaked earlier in the first segment (mean 7100, SD 6920), had overall been in decline, but saw increases during the third (mean 6180, SD 1594) and fifth (mean 5092, SD 1712) segments compared to immediate previous segments. The IQR values showed that overall, variations in visits per month data shrunk in later time segments, which was particularly noticeable in the fourth time segment for urgent care (IQR 87) and the fifth segment for ambulatory care (IQR 7502). Levene test results on visits per month among time segments found the variance to be significant for in-person visits ($F_{4,21}=3.28$, $P=.03$) and urgent care visits ($F_{4,21}=17.02$, $P<.001$) but not for ambulatory care visits ($F_{4,21}=2.55$, $P=.07$).

Figure 3. Trends in visit types for non-COVID-19 suspected cases. (a) Percentages of visit types, (b) total counts of visit types, and (c) total counts for visit types per month. VUC: virtual urgent care.
Table 5. Telemedicine use per month for non–COVID-19 suspected cases by time segment.

<table>
<thead>
<tr>
<th>Visit type per month</th>
<th>First segment (until April 2020)</th>
<th>Second segment (May-September 2020)</th>
<th>Third segment (October 2020-February 2021)</th>
<th>Fourth segment (March-September 2021)</th>
<th>Fifth segment (October 2021-February 2022)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>IQR</td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td>In-person care</td>
<td>262,761 (15,630)</td>
<td>300,595</td>
<td>169,765</td>
<td>269,518 (90,160)</td>
<td>299,436</td>
</tr>
<tr>
<td>Ambulatory care</td>
<td>58,457 (87,918)</td>
<td>23,360</td>
<td>80,374</td>
<td>113,834 (41,001)</td>
<td>99,126</td>
</tr>
<tr>
<td>VUCa</td>
<td>7100 (6920)</td>
<td>6140</td>
<td>10,633</td>
<td>4596 (888)</td>
<td>4598</td>
</tr>
</tbody>
</table>

aVUC: virtual urgent care.

Trends in Telemedicine Service Use by Age Group

Table 6 decomposes telemedicine use by age group in our data. Across virtual visit types, the 25–34–year age group accounted for the largest proportion of telemedicine visits, peaking at 40,251 (16.74%) in the month of April 2020. This pattern of higher telemedicine use for those aged 25–34 years was even stronger for VUC visits, where this age group was responsible for a total of 112,247 (38.03%) urgent care visits in the entire period. The use of telemedicine for urgent care needs was the lowest for children and young adolescents aged less than 15 years (n=7420 visits, 2.56%) despite this age group being among the largest in the NYC population [21]. The distribution further showed that although telemedicine adoption for nonurgent care needs was relatively evenly distributed across age groups, patients between 25 and 44 years old were responsible for a disproportionate share of telemedicine-based urgent care visits.

Figures 4a and 4b illustrate the trends in virtual health visits among different age groups throughout the entire period considered in this study. Figure 4b shows that telemedicine adoption was the highest at the beginning of the pandemic (between March and May 2020) for most age groups. Although the number of telemedicine visits by the largest contributing age group (25–34 years) decreased from its peak of 40,251 per month in April 2020 to 12,948 in February 2022, the average visits per month (n=21,949, 21.34%) remained consistently higher than the prepandemic level of 1062 in February 2020. Figure 4a shows that although telemedicine use of the largest contributing age group (25–34 years) was high throughout the period after April 2020, the other age groups’ use of telemedicine grew each time the number of COVID-19 cases surged. Our analysis also found that patients from the 65 years and older age group remained consistent users of telemedicine (maximum 20,799, 15.21%, visits per month; minimum 11,927, 16.75%, visits per month) from June 2020 to February 2021. Overall, the distribution of telemedicine visits among age groups (Table 6) showed that although the use of telemedicine for nonurgent care among older patients increased (n=413,517, 15.37%) relative to prior reports [16], the use of telemedicine for urgent care remained quite low (n=11,630, 4.01%).

Table 6. Percentage distribution of telemedicine visits by age group and baseline population figures in NYCa from the US Census Bureau data of 2020.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Population in NYC (%)</th>
<th>All telemedicine care (%)</th>
<th>Urgent care (%)</th>
<th>Nonurgent care (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;15</td>
<td>17.53</td>
<td>8.14</td>
<td>2.56</td>
<td>8.71</td>
</tr>
<tr>
<td>15-24</td>
<td>11.66</td>
<td>10.42</td>
<td>15.88</td>
<td>9.71</td>
</tr>
<tr>
<td>25-34</td>
<td>17.81</td>
<td>21.34</td>
<td>38.03</td>
<td>19.40</td>
</tr>
<tr>
<td>35-44</td>
<td>13.64</td>
<td>16.61</td>
<td>20.93</td>
<td>16.15</td>
</tr>
<tr>
<td>45-54</td>
<td>12.54</td>
<td>14.14</td>
<td>11.18</td>
<td>14.52</td>
</tr>
<tr>
<td>55-64</td>
<td>11.87</td>
<td>13.98</td>
<td>7.40</td>
<td>14.76</td>
</tr>
<tr>
<td>65 and above</td>
<td>14.95</td>
<td>15.37</td>
<td>4.01</td>
<td>16.75</td>
</tr>
</tbody>
</table>

aNYC: New York City.
Patient Satisfaction

In total, 13,669 patients who used VUC across the 26-month study period responded to the satisfaction survey. Despite the inexperience of providers who adopted telemedicine rapidly, patients’ satisfaction with VUC remained unchanged during the acute pandemic phase (pre–COVID-19: n=847, 6.20%, mean satisfaction 4.38/5; acute COVID-19: n=1693, 12.39%, mean satisfaction 4.38/5). Q-Reviews data on patients’ satisfaction indicated that patients were consistently highly satisfied (n=13,669, 100%, mean satisfaction 4.53/5, minimum=4.31, maximum=4.78) with VUC visits (see Figure 5), despite 2173 (15.9%) patients reporting technical issues. In addition, 10,719 (78.41%) patients were highly satisfied with their VUC visits, and only 856 (6.26%) patients were least satisfied. More than 74% of patients (105 of 141) felt they saved at least an hour of time (including travel time) by using virtual care services and would likely recommend the services to a friend or colleague.

Finally, average video visits per patient increased from 0.013 in the prepandemic baseline to 0.827 between June and February 2020, before experiencing a slight decline, and then stabilized at 0.588 between June 2021 and February 2022. During the same periods, the average number of in-person visits slightly declined from 2.928 to 2.670 at first, followed by a steady increase to the prepandemic level of 2.894 per patient.
Discussion

Principal Findings

The COVID-19 pandemic prompted many health care systems to rapidly expand telemedicine services in response to significant disruptions in in-person care provisions [8,9]. However, the extent to which higher rates of telemedicine use have been maintained in the subsequent period is not yet clear. This study, which evaluated the extent to which telemedicine use has been sustained throughout the pandemic in 1 large health system in NYC, shows that although the early pandemic catalyzed rapid growth in telemedicine use, the inverse relationship between the volume of telemedicine visits and in-person emergency department visits [8] continued in subsequent periods of the pandemic, for both COVID-19-related care needs as well as routine care, such as preventive medicine, chronic condition management, and ambulatory specialty care. These findings suggest that the transition to telemedicine use in the manner of care delivery is at least partially lasting and not bounded by the end of the COVID-19 pandemic.

The detected change points in the time series data mostly coincided with the emergence of new variants and subsequent surges in COVID-19 cases in the United States. The first and second time segments match the timeline of the acute pandemic phase and the postacute pandemic phase from prior reports [8], while the subsequent 3 segments have overlaps between the timeline of the Delta and Omicron surges reported in the United States [22]. The analysis of time segments in general supports the characterization that telemedicine is part of the new norm in health care delivery. Specifically, telemedicine-based urgent care services increased alongside decreases in in-person emergency room visits with each recurring pandemic wave; these data substantiate the critical role of telemedicine in expanding emergency care capacity and services during a period of significant emergency service strain. In the ambulatory care setting, our evidence suggests a delayed, but even more pronounced, shift to telemedicine. Overall, although urgent care visits opened the door for wider adoption of telemedicine during the pandemic, it is nonurgent video visits that are currently driving the continued prevalence of telemedicine use. The analyses of visit trends from the time segments further suggest that although the use of telemedicine for both urgent care and ambulatory care services has gradually declined since its peak in the acute pandemic phase, the simultaneous decrease in variations in the monthly visit distribution further hints that telemedicine use is heading toward an equilibrium phase. Our result also suggests that during the latest Omicron wave, the use of telemedicine-based urgent care and ambulatory care demonstrated contradictory trends; although visits to urgent care for both COVID-19 and non–COVID-19 suspected cases increased, the use of ambulatory care decreased. Despite the massive increase in COVID-19 cases, why the use of ambulatory services decreased needs to be further investigated, and any potential barriers to wider adoption of virtual-ambulatory services need to be identified.

The trends in telemedicine visits suggest a proportionately larger role for urgent care facilities, particularly for COVID-19 care. Although the correlation between urgent care visits and COVID-19 confirmed cases was lower in the last wave of the pandemic (Omicron variant), we posit this result is due to the lower risk of severe outcomes from Omicron infection than in previous waves, especially the Delta variant [22,23]. With the emergence of new COVID variants [24], and the strong correlation between VUC visits and COVID-19 confirmed cases, the demand for VUC is not expected to decrease in the near future. More importantly, our observation of a new pattern of sustained demand for nonurgent, non–COVID-19–related telemedicine has enormous implications for health care delivery and equity. For patients, the high and steady level of satisfaction with virtual visits indicates their acceptance and willingness to persist with telemedicine services in the future. Whether broad reimbursement of virtual visits will continue [25] will be 1 of the factors determining the future of telemedicine as a mainstream mode of health care delivery in the United States. Analysis of patients’ demographics shows telemedicine use, especially for urgent care, was more frequent among younger patients. Combined with high satisfaction among telemedicine-based urgent care users, this indicates their acceptance and willingness to persist with telemedicine services.
in the future. Lower rates of telemedicine adoption among older adults may be due to their preference for emergency department visits, lower rates of technology adoption [26], and other reasons. Although recent reports suggest that smartphone adoption and internet use have more than doubled in the past 7 years among older adults [27], there remains a notable digital divide between younger and older Americans in telemedicine use. This divide is further skewed in the use of telemedicine for urgent care needs. Whether increased technology adoption will translate into telemedicine use uptake among seniors remains to be seen.

Furthermore, combined telemedicine and in-person visits increased by 18% from the pre–COVID-19 era (2019) to recent times (2021), and telemedicine was responsible (106%) for this increase, which suggests that virtual care delivery supplements rather than replaces in-person care. This may be a consequence of the enhanced access to care that telemedicine provides, allowing people with geographic, logistic, or other barriers to in-person care to more regularly access care. Telemedicine may be unlocking unmet needs of underserved patient populations and may potentially improve health equity and reduce health disparities if made accessible to inclusive populations. Although prior studies have found evidence that telemedicine access disparities mirror those in in-person health care access [16], whether telemedicine access disparities have reduced over time remains to be investigated. Nonetheless, evidence suggests health care organizations need to allocate additional resources to telemedicine, which should not come at the expense of in-person care. For providers, the transition means quickly developing and adjusting skills in virtual rapport building, empathy, diagnosis, and counseling.

Comparison With Prior Work
To the best of our knowledge, this is 1 of the first studies to explore the longitudinal trends in telemedicine use throughout the pandemic. Other studies have explored various aspects of telemedicine during the COVID-19 pandemic, particularly its impressive expansion during the earliest phases. In 1 of the first case studies on telemedicine’s early growth, Mann et al [8] and Sherwin et al [28] described the exponential growth of telemedicine visits within our health system during the first wave of the pandemic, outlining the health system’s operational response as well. This work is complemented by a large volume of telemedicine-specific publications in 2020 and 2021, with the majority reporting on data and experiences from the early 2020 period (a review of PubMed literature on “telemedicine adoption” and “COVID-19” returns over 8000 papers, including case studies, opinion pieces, and reviews, from both US health systems and worldwide). Importantly, a number of articles on telemedicine during COVID-19 have called attention to new or growing disparities in the access and use of this technology, and its impact on health inequity [16,29-31]. A related systematic review on the use of digital health tools during the pandemic by Golinelli et al [31] revealed growth in the use of numerous digital health tools, including wearable devices, artificial intelligence (AI)–supported computing and clinical decision support, blockchain technology, and the internet of things (IOT), largely for the purposes of diagnosis, managing, and monitoring COVID-19–related disease. Our findings contribute to this growing body of literature by expanding our understanding of the longitudinal patterns of telemedicine use and its potential sustainable impact on care delivery.

Limitations
Although there are many strengths of this study, we note the following limitations that can be addressed in future research. First, we used keyword matching to identify COVID-19 suspected cases from the diagnosis data, and the list of keywords were limited to the most common COVID-19–related symptoms to minimize the number of false-positive identifications. Additionally, most keywords were related to respiratory issues, which were the most common symptoms during the early waves of COVID-19 [32]. More recent studies have reported nonrespiratory symptoms of COVID-19 [33-36] that we incorporated, but we were unable to use a more accurate method, such as COVID-19 test results to evaluate how the recurring pandemic waves relate to telemedicine use. Additionally, satisfaction data were only available for VUC visits. Although we currently do not have similar systemwide patient satisfaction data for ambulatory care, recent reports from our maternal-fetal medicine practices suggest high satisfaction among patients who used telemedicine for nonurgent care, corroborating our findings [21]. Our data may not generalize to all contexts. For example, remote and rural patient populations were not well represented. Finally, with respect to demographics, we reported telemedicine usage by age group without correcting for the baseline proportion of the population in each age group, which may not be evenly distributed. In addition, this study did not consider any demographics other than age when evaluating patient populations that are telemedicine users. Prior studies have reported evidence of disparities for Black, male patients when accessing telemedicine [16]. Future research should consider race, gender, socioeconomic status, and geographic location when evaluating the demographics of telemedicine adopters.

Conclusion
In conclusion, data show that the transition to telemedicine care in major health care systems prompted by the early phases of the pandemic has been sustained throughout the later phases of the pandemic [37]. This has been driven by a variety of telemedicine care seeking, including urgent care, primary care, and ambulatory specialty care, as well as both COVID-19–related and non–COVID-19–related complaints. Those most likely to use telemedicine are younger patients, with patients reporting high levels of satisfaction with telemedicine-based services. Overall, this suggests that telemedicine-based care has high acceptability for patients and potential sustainability as an important modality of care delivery. More research is needed to understand patterns of telemedicine use across different types of health systems, patients, and health concerns, as well as addressing ongoing challenges in telemedicine access and equity.
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Abstract

Background: Hydroxyurea therapy is effective for reducing complications related to sickle cell disease (SCD) and is recommended by National Health Lung and Blood Institute care guidelines. However, hydroxyurea is underutilized, and adherence is suboptimal. We wanted to test a multilevel mobile health (mHealth) intervention to increase hydroxyurea adherence among patients and improve prescribing among providers in a multicenter clinical trial. In the first 2 study sites, participants were exposed to the early phases of the COVID-19 pandemic, which included disruption to their regular SCD care.

Objective: We aimed to describe the impact of the COVID-19 pandemic on the implementation of an mHealth behavioral intervention for improving hydroxyurea adherence among patients with SCD.

Methods: The first 2 sites initiated enrollment 3 months prior to the start of the pandemic (November 2019 to March 2020). During implementation, site A clinics shut down for 2 months and site B clinics shut down for 9 months. We used the reach, effectiveness, adoption, implementation, and maintenance (RE-AIM) framework to evaluate the implementation and effectiveness of the intervention. mHealth implementation was assessed based on patients’ daily app use. Adherence to hydroxyurea was calculated as the proportion of days covered (PDC) from prescription records over the first 12 and 24 weeks after implementation. A linear model examined the relationship between app usage and PDC change, adjusting for baseline PDC, lockdown duration, and site. We conducted semistructured interviews with patients, health care providers, administrators, and research staff to identify factors associated with mHealth implementation and effectiveness. We used a mixed methods approach to investigate the convergence of qualitative and quantitative findings.

Results: The percentage of patients accessing the app decreased after March 15, 2020 from 86% (n=55) to 70% (n=45). The overall mean PDC increase from baseline to week 12 was 4.5% (P=.32) and to week 24 was 1.5% (P=.70). The mean PDC change was greater at site A (12 weeks: 20.9%; P=.003; 24 weeks: 16.7%; P=.01) than site B (12 weeks: −8.2%; P=.14; 24 weeks: −10.8%; P=.19).
Conclusion: We found significant impacts of the early clinic lockdowns, which reduced implementation of the mHealth intervention and led to reduced patient adherence to hydroxyurea. However, disruptions were lower among participants who experienced shorter clinic lockdowns and were associated with higher hydroxyurea adherence. Investigation of added strategies to mitigate the effects of care interruptions during major emergencies (eg, patient coaching and health navigation) may “insulate” the implementation of interventions to increase medication adherence.

Trial Registration: ClinicalTrials.gov NCT04080167; https://clinicaltrials.gov/ct2/show/NCT04080167

International Registered Report Identifier (IRRID): RR2-10.2196/16319
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Introduction

Sickle cell disease (SCD) is a chronic blood disorder in which acute painful acute events occur on the background of progressive organ dysfunction, leading to premature mortality [1]. SCD disproportionately affects low-income Americans who face access barriers to evidence-based treatments [2]. Hydroxyurea therapy is effective in reducing SCD-related complications, including acute pain episodes, and is recommended by National Health Lung and Blood Institute (NHLBI) care guidelines [1,3]. However, hydroxyurea is underutilized and adherence is suboptimal because providers often have a limited understanding of the optimal use of hydroxyurea [4,5], and many patients lack motivation and general knowledge about hydroxyurea and fear complications or side effects [6,7]. These barriers further increase health disparities in the care of the SCD population.

Mobile health (mHealth) apps, for both patients and providers, can be used as a strategy to incorporate behavioral change interventions that can potentially improve medication adoption and effectiveness [8-10]. Two months prior to when the COVID-19 pandemic reached US soil, we initiated a multicenter study as part of the NHLBI-funded Sickle Cell Disease Implementation Consortium (SCDIC) [11,12] to investigate the effectiveness and measure the implementation outcomes of a 2-level intervention using mHealth to support hydroxyurea adherence among patients (InCharge Health app) [13] and hydroxyurea prescribing among providers (HU Toolbox app). This multilevel strategy focused on increasing hydroxyurea use, by targeting the determinants involved in medication adherence (ie, motivation, knowledge, self-efficacy, and social support) among patients (InCharge Health app) and those involved in appropriate prescribing (eg, knowledge, attitude, and self-efficacy) among providers (HU Toolbox app). To facilitate the description and identification of the characteristics of the mHealth intervention, we specified them according to the action, actor, context, target, and time (AACTT) framework [14].

Providers (actor) introduce the InCharge Health app during clinic encounters (time) to patients (target), who then use the app in their own environment (context) to improve hydroxyurea adherence behavior (action) (Figure 1A). Clinic leaders (actor) introduce the HU Toolbox app to providers who care for patients with SCD (target) during clinic staff interactions (time), who then use the toolbox in their offices or clinics (context) to improve correct hydroxyurea prescribing behavior (action) (Figure 1A). In clinical practice, as providers prescribe and counsel patients on the benefits of hydroxyurea during regular visits, providers are both the actors and targets of our multilevel intervention.

The COVID-19 pandemic has disrupted health care access in unprecedented ways, including reducing patient-provider contact during health maintenance care and reducing medication adherence for chronic diseases [15-17]. In particular, many SCD patients are often seen in outpatient clinics every 2 to 4 months if they are on a disease-modifying therapy, such as hydroxyurea, or every 6 months if they are not. This close monitoring of their clinical condition and treatment plan was deeply affected by the COVID-19 pandemic. Additionally, patients with SCD had worse outcomes from COVID-19 infection compared with race-matched individuals without SCD [18]. Leveraging mHealth interventions to facilitate health care delivery, including the use of evidence-based hydroxyurea, is underscored by the COVID-19 pandemic [15]. However, how the pandemic may affect mHealth use for medication adherence in SCD has not been investigated and remains unclear. Hydroxyurea use can be potentially amplified by mHealth, but disruptions during the COVID-19 pandemic may threaten its implementation.

Because the COVID-19 pandemic lockdown restrictions disrupted the care of the study participants, we sought to evaluate how the implementation and preliminary effectiveness of the patient InCharge Health app were affected. We hope our lessons learned will inform future studies disrupted by unplanned emergencies, such as pandemics, by anticipating possible required study adaptations.
Figure 1. Implementation intervention specification. Specification is done according to the action, actor, context, target, and time (AACTT) framework [14]. (A) Flow before the COVID-19 pandemic. (B) After the start of the COVID-19 pandemic, clinic lockdown measures were put in place, which led to reductions in leadership-staff interactions and patient-provider interactions. Introduction of the respective apps and hydroxyurea (HU) prescribing were, thereby, reduced, leading to lower HU adherence among patients. SCD: sickle cell disease.

### Methods

#### Study Setting and Participants

In this report, we describe the results of the implementation of the InCharge Health app in the first 2 (out of 7) SCDIC study sites, to represent the early impact of the pandemic response. The study has been registered at ClinicalTrials.gov (NCT04080167). Both sites were in the south region of the United States, and they initiated study enrollment 3 months prior to the start of the pandemic (November 2019 to March 2020) as part of a planned staggered intervention design [11]. As a response to the COVID-19 pandemic and to reduce virus spread, both sites temporarily suspended nonemergent in-person clinical activities. During implementation, site A clinics closed for 2 months (March 15, 2020, to May 15, 2020) and quickly initiated telemedicine visits, which were already standard practice at this institution, but were scaled up during the pandemic. Site B clinics were closed for 9 months (March 15, 2020, to December 15, 2020) and did not initiate telehealth visits until year 2 of the pandemic due to delays in training staff and distributing equipment. The 5 remaining sites started enrollment later in the pandemic when the clinic lockdowns were no longer in effect, and therefore, their results are not being reported here.

Patient participants were individuals with a diagnosis of SCD between the ages of 15 and 45 years treated with hydroxyurea and receiving care at the 2 initial participating sites [12]. Patients with SCD receiving chronic blood transfusions or using another mHealth modality for medication adherence were not eligible. To best represent the impact of both site’s pandemic response lockdown, only patient participants who enrolled prior to March 15, 2020, and were followed up until after March 15, 2020, were included in this analysis, allowing the contrast of their study behavior before and after the start of the pandemic. The date of enrollment varied among subjects, but follow-up time was the same for all subjects in this analysis (24 weeks). Therefore, the time over which subjects were exposed to the shutdown varied, a point that is considered in more detail below. Provider participants were physicians and advance care practitioners (nurse practitioners and physician assistants) who cared for at least 1 patient with SCD within the participating sites.

#### Ethics Approval

This study was approved by the Institutional Review Board at St Jude Children’s Research Hospital (19-0159) and Duke University (Pro00073506), and all participants (or their legal guardians) signed consent prior to study participation.

#### Study Design and Key Measures

The methods of the study have been published [11]. Briefly, all patients enrolled were asked to download the InCharge Health app on their cell phones and use it for at least 24 weeks. Providers were asked to download the HU Toolbox app and use it for at least 9 months. Study visits occurred 12 and 24 weeks after enrollment, and data regarding app use and hydroxyurea refills were collected.

As part of the planned approach for the multisite study, we used the reach, effectiveness, adoption, implementation, and maintenance (RE-AIM) framework to inform the evaluation of the implementation and effectiveness of the InCharge Health.
App [19]. mHealth implementation was assessed based on user mHealth engagement, which was classified according to patients’ daily app use (number of days accessed during study participation). App use was categorized as follows: low (<25% days/month), medium-low (25% - 49% days/month), medium-high (50%–74% days/month), and high (75%–100% days/month) [11].

Patient-level data on hydroxyurea adherence provided a measure of effectiveness. Hydroxyurea adherence was measured by calculating the proportion of days covered (PDC), which is the ratio of the number of days the patient is covered by the medication to the number of days in the treatment period. In other words, the PDC is the number of days covered by prescriptions that were filled divided by the length of the study interval. If a prescription was filled just before the start of the study interval, the days between the prescription fill date and start of the interval were excluded. If a prescription was filled near the end of the study interval, the part of the interval covered by the prescription that was after the end of the study interval was also excluded. The PDC was calculated over a 24-week baseline interval and over the first 12 and first 24 weeks after implementation. Provider app use was classified as low (≤1 time on average monthly during the study) and high (>1 time on average monthly during the study).

Quantitative Analysis
We compared PDC change over 12 and 24 weeks after mHealth implementation using 1-sample t-tests. The relation between the amount of app usage and PDC change was calculated using linear models of PDC change as a function of app use, treating app use as continuous in some models and as a 4-level categorical variable in others. The choice of linear models was based on prior experience showing that linear models were appropriate for analyzing changes in the PDC. To ensure the appropriateness of this method, we verified the fit of the models by examining the distributions of residuals and the relationships between residuals and predicted values. Site was included in some models to allow for variation among sites in changes in the PDC that might have been induced by site-to-site variations in the responses to the pandemic. By definition, the PDC is ≤100%. It is very common for change in a bounded measure, such as PDC, to be negatively correlated with the baseline value. Baseline PDC was therefore included in most models to avoid confounding between baseline PDC and other predictors of interest. The results are presented as the differences between changes in PDC at the 2 sites, adjusted for baseline PDC. While power calculations are not provided for this study, the large changes in PDC at the 2 sites, adjusted for baseline PDC. While power calculations are not provided for this study, the large changes in PDC at the 2 sites, adjusted for baseline PDC. While power calculations are not provided for this study, the large changes in PDC at the 2 sites, adjusted for baseline PDC. While power calculations are not provided for this study, the large changes in PDC at the 2 sites.

Qualitative Analysis
We used the RE-AIM framework to qualitatively identify factors that may have influenced mHealth implementation and effectiveness during the initial phases of the COVID-19 pandemic [20]. Semistructured interviews were conducted with patients to better understand the contextual factors associated with InCharge Health app implementation and effectiveness. Health care providers, administrators, and research staff were also interviewed to provide qualitative data regarding the impact of the COVID-19 pandemic on app use. Interviews were conducted by research coordinators between June 2020 and March 2021. Semistructured interview guides were developed using the RE-AIM framework to understand participants’ engagement and experiences with the apps, and included several questions specific to COVID-19 (Multimedia Appendix 1) [20,21]. For example, participants were asked to describe how using the app changed the way they took hydroxyurea during COVID-19 (effectiveness) and how COVID-19 impacted use of the app (implementation). For interviews with research staff, questions were asked about the challenges related to COVID-19 encountered at the site. A purposive sample of participants was interviewed based on app use frequency. Data were transcribed and entered into NVivo 12.0 (QSR International) for qualitative data analysis. Data were coded and analyzed with the goal of achieving theme saturation. Results were grouped into themes and mapped to the effectiveness and implementation RE-AIM domains by 2 study team members. We used mixed methods to investigate the possible convergence of qualitative and quantitative findings, through data triangulation [22]. Through this analysis, we sought to corroborate and expand quantitative findings using qualitative data.

Results
Participant Characteristics and Study Participation
A total of 75 patients (out of 508 eligible) and 42 providers (out of 55 eligible) were enrolled between November 2019 and September 2020 in the first 2 participating SCDIC sites. To
characterize the influence of the COVID-19 pandemic shutdowns on app use, we only included 64 patients and all 42 providers enrolled prior to March 15, 2022. Among the patients, 28 were enrolled at site A and 36 at site B. Half (32/64, 50%) were young adults (18-25 years), with almost even gender distribution (Table 1). Among the providers, most (29/42, 69%) were between 26 and 45 years of age, and majority were female (30/42, 71%) and physicians (24/42, 59%) (Table 1).
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients, n (%)</th>
<th>Providers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All patients</td>
<td>Site A (N=28)</td>
</tr>
<tr>
<td></td>
<td>(N=64)</td>
<td>(N=28)</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>7 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>18-25</td>
<td>32 (50)</td>
<td>10 (36)</td>
</tr>
<tr>
<td>26-45</td>
<td>25 (39)</td>
<td>18 (64)</td>
</tr>
<tr>
<td>46-64</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>31 (48)</td>
<td>15 (54)</td>
</tr>
<tr>
<td>Female</td>
<td>33 (52)</td>
<td>13 (46)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>64 (100)</td>
<td>28 (100)</td>
</tr>
<tr>
<td>White</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>64 (100)</td>
<td>28 (100)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Sickle cell disease genotype</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbSS/HbSβ⁰-thalassemia</td>
<td>56 (88)</td>
<td>27 (96)</td>
</tr>
<tr>
<td>HbSC/HbSβ⁺-thalassemia/other</td>
<td>8 (12)</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Provider type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Nurse practitioner or physician assistant</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>InCharge Health app use level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>6 (9)</td>
<td>6 (21)</td>
</tr>
<tr>
<td>Medium-high</td>
<td>8 (13)</td>
<td>5 (18)</td>
</tr>
<tr>
<td>Medium-low</td>
<td>9 (14)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Low</td>
<td>41 (64)</td>
<td>15 (54)</td>
</tr>
<tr>
<td><strong>HU Toolbox app use level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Low</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bThe InCharge Health app use level for patients was categorized based on the percentage of days used per month as follows: low, <25%; medium-low, 25%-50%; medium-high, 51%-74%; and high, 75%-100%.
cThe HU-Toolbox app use level for providers was categorized as low (<1 app usage per month) and high (≥1 app usage per month) over a 9-month period.
dTwo providers were removed from the study (moved to a new institution or requested to be withdrawn).
App Use

All 64 patient participants downloaded the app, and 58 participants used it at least once during the 6-month study period, representing a 91% reach. On average, patients accessed the app on 42.7 (25.5%) days throughout the 6 months of the study period, and 24 (38%) of the 64 patients accessed it on ≥25% of the total days over 6 months. The percentage of participants accessing the app decreased after March 15, 2020, from 86% (n=55) before that date to 70% (n=45) after that date. However, the average change in app use was very close to 0 (mean change: −0.0016; P=.96), which means that reductions in use by some participants were balanced by increases in others.

It is important to note, however, that there appeared to be 2 distinct subgroups at each site, one with increased app use after March 15, 2020, and the other with decreased app use after March 15, 2020 (Figure 2). A logistic regression of the probability of increasing app use after March 15, 2020, indicated that the probability decreased with increasing time between March 15, 2020, and the end of follow-up, but did not differ between sites (OR =−0.0276; P=.004). The odds ratio for increased app use was 0.67 when the time from March 15, 2020, to the end of follow-up increased by 14.7 days, and it decreased to 0.5 when the time increased to 25 days. Thus, longer exposure to the shutdown was associated with a reduction in app use. Other predictors were considered, including demographic variables, such as gender, age, income, and education, and measures of pain frequency, pain intensity, and recent use of hydroxyurea, but none made statistically significant contributions to the model for increased app use after March 15, 2020.

Of the 42 providers enrolled, 41 downloaded and used the HU Toolbox app at least once (adoption 98%). Overall app use among providers averaged around a day per month (1.1 days per month) prior to the pandemic, but declined to less than a day per month (0.2 days per month) during the lockdown.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Change in InCharge Health app use relative to the COVID-19 pandemic lockdown. March 15, 2020, corresponds to the date when both sites went on lockdown in response to the COVID-19 pandemic. The black diagonal lines represent the boundaries for the maximum that app use can change after March 15, 2020, given app use before March 15, 2020. Since app use is expressed as a proportion of days on which the app is accessed, app use must be ≥0 and ≤1.0. As app use prior to March 15, 2020, increases, the maximum amount by which it can drop after March 15, 2020, increases, while the amount by which it can increase after March 15, 2020, decreases. For example, if app use is 0.25 (25% of days) before March 15, 2020, it can drop by a maximum of 0.25 or increase by a maximum of 0.75, whereas if app use is 0.75 (75% of days) before March 15, 2020, it can drop by a maximum of 0.75 or increase by a maximum of 0.25. There were 2 subgroups. The diagonal line of points along the lower black boundary line indicates the first subgroup consisting of participants whose app use dropped from some use to little or no use after March 15, 2020. On the other hand, the cloud of points from both sites above the line of zero change indicates the second subgroup consisting of patients whose app use increased after March 15, 2020.

Hydroxyurea Adherence

The mean increase in the PDC was 4.5% (P=.32) on comparing the first 12 weeks of follow-up to the baseline interval and was 1.5% (P=.70) on comparing 24 weeks of follow-up to the baseline interval. However, PDC changes differed between sites. Site A had a significant mean increase in the PDC (20.9% at 12 weeks; P=0.003 and 16.7% at 24 weeks; P=0.01). At site B, the mean PDC did not change significantly at 12 weeks (−8.2%; P=.14) but declined over 24 weeks (−10.3%; P=.02).

Additionally, changes in the PDC were negatively correlated with baseline PDC (24 weeks: r=−0.55; P<.001; 12 weeks: r=−0.52; P<.001), reflecting mainly positive PDC changes at lower baseline PDC and mainly negative changes at the highest baseline PDC. Importantly, PDC change, adjusted for baseline PDC, varied with the proportion of the follow-up interval that occurred after March 15, 2020, but did so differently at the 2 sites. The PDC change from baseline through follow-up increased as the proportion of follow-up days after March 15, March 15, 2020, and the end of follow-up, but did not differ between sites (OR =−0.0276; P=.004). The odds ratio for increased app use was 0.67 when the time from March 15, 2020, to the end of follow-up increased by 14.7 days, and it decreased to 0.5 when the time increased to 25 days. Thus, longer exposure to the shutdown was associated with a reduction in app use. Other predictors were considered, including demographic variables, such as gender, age, income, and education, and measures of pain frequency, pain intensity, and recent use of hydroxyurea, but none made statistically significant contributions to the model for increased app use after March 15, 2020.

Of the 42 providers enrolled, 41 downloaded and used the HU Toolbox app at least once (adoption 98%). Overall app use among providers averaged around a day per month (1.1 days per month) prior to the pandemic, but declined to less than a day per month (0.2 days per month) during the lockdown.
2020, at site A increased, but decreased with an increasing proportion after March 15, 2020, at site B (Figure 3).

Figure 3. Proportion of days covered (PDC) change at 24 weeks of follow-up. PDC increases were observed at site A and PDC decreases were observed at site B, but a lower baseline PDC was associated with a higher PDC change at 24 weeks at both sites. The duration of time from March 15, 2020, to the end of each participant’s follow-up was associated with greater PDC increases at site A (where the lockdown duration after March 15, 2020, was shorter) and greater decreases at site B (where the lockdown duration after March 15, 2020, was longer). BasPDC: baseline proportion of days covered.

Medication Adherence Relative to App Use

App use measured by the number of follow-up days on which the app was used at least once was not statistically significant ($P= .46$) when added to a model of PDC change that also included baseline PDC, time from March 15, 2020, to the end of each participant’s follow-up, site, and the interaction between site and time from March 15, 2020, to the end of follow-up. However, the indicator for increased app use after March 15, 2020, was statistically significant when it replaced app use over the follow-up interval in this model (Table 2). After adjusting for the other predictors, PDC change was 13.8% greater in those with increased app use after March 15, 2020. In other words, those with increased app use after March 15, 2020, showed either a smaller drop in the PDC or a greater gain in the PDC (depending on baseline PDC, site, and days after March 15, 2020), while those with decreased app use showed a greater reduction in the PDC where the PDC declined in both groups, or a smaller increase where it increased in both groups.

Table 2. Linear model of the change in the proportion of days covered from baseline to 24 weeks of follow-up.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.4493</td>
<td>11.0926</td>
<td>.69</td>
</tr>
<tr>
<td>App use increased after March 15, 2020</td>
<td>13.7584</td>
<td>6.1096</td>
<td>.03</td>
</tr>
<tr>
<td>App use decreased after March 15, 2020</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Baseline PDC</td>
<td>−0.3928</td>
<td>0.0862</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days from enrollment through March 15, 2020</td>
<td>−0.0116</td>
<td>0.1247</td>
<td>.93</td>
</tr>
<tr>
<td>Site A</td>
<td>53.3618</td>
<td>14.3925</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days from enrollment through March 15, 2020, at site A</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Days from enrollment through March 15, 2020, at site B</td>
<td>−0.4695</td>
<td>0.1803</td>
<td>.01</td>
</tr>
</tbody>
</table>

$^a$Model variables included baseline proportion of days covered, site, time from March 15, 2020, to the end of each participant’s follow-up, the interaction between site and time from March 15, 2020, to the end of follow-up, and an indicator for increased app use after March 15, 2020.

$^b$N/A: not applicable.

$^c$PDC: proportion of days covered.
Eleven patients (mean age, 26.4 years; 64% [7/11] males; 100% [11/11] Black; 73% [8/11] HbSS; 45% [5/11] low app users) completed interviews across the 2 sites. Site B’s closure during COVID-19 had a greater impact on patients, who had difficulty obtaining hydroxyurea and reaching their providers and the clinic for nonurgent or emergent reasons. One low user from site B stated:

*Before COVID-19, I could just call my clinic or doctor and ask if I could come in and it would be a ‘yes’; but now, its [COVID-19] cut down on the days the clinic is open and the time the clinic is open. It’s harder to get in.*

However, almost all reported that the *InCharge Health* app helped support more consistent daily medication use (Multimedia Appendix 2). One high user from site A stated:

*I can appreciate it [the app]. It helped me. I think it’s a good thing. I think it makes me better with my hydroxyurea.*

Consistent with patients, providers and administrators reported that clinic shutdowns during COVID-19 negatively impacted the ability to care for patients. For example, because fewer patients were coming to the clinic, there was a reduction in the need to use the HU Toolbox app as an aid for hydroxyurea prescribing (Multimedia Appendix 3). One provider from site B reported:

*It [COVID-19] definitely impacted [app use]. As fellows, we were not coming to the clinic as often for at least two to three months. So, I didn't happen to think about the app or just didn't have an opportunity to use it.*

Research staff at both sites also reported that reduced in-person clinic visits was a barrier for implementing the study in general. One staff member stated:

*It has been quite difficult during the pandemic. It was easier for us when we were in person. We had that carved out time when [patients] weren't doing anything else, they were specifically focused on what we were doing.*

### Discussion

Hydroxyurea is an evidence-based therapy in SCD, with proven clinical benefits, but its uptake is low. In a multicenter NHLBI-funded study, we tested the use of mHealth to improve hydroxyurea use among adolescents and adults with SCD. At the first 2 study sites, participants were exposed to the early phases of the COVID-19 pandemic, which included disruption in their regular SCD care. While the ubiquitous access to mobile technology among patients with SCD represents a unique opportunity to leverage mHealth interventions to support clinical care, the contextual changes, such as those during global emergencies, can affect its implementation. Our study is the first to assess, among individuals with SCD, the impact of the COVID-19 pandemic on the implementation of an mHealth behavioral intervention aimed at improving medication adherence. In the 2 clinical trial sites where study activities happened during the early phases of the pandemic, we found evidence of significant reductions in the implementation of the app relative to the duration of the clinic lockdown in response to the COVID-19 pandemic. While low baseline adherence levels predicted higher improvements in adherence, the pandemic disruptions also affected the adherence to hydroxyurea, which was proportionally reduced to the duration of the clinic lockdown. However, we also found evidence of the benefit of mHealth to improve adherence. Among patients whose mHealth use increased after the start of the lockdown, improvements in hydroxyurea adherence were also observed. Our findings highlight the influence of unplanned contextual changes on the implementation of mHealth behavioral interventions and the potential benefits of investing in strategies to sustain use. These data are key for the future implementation of mHealth behavioral interventions, for both patients and providers, in clinical settings during pandemics or other similar situations.

Earlier studies have demonstrated the potential efficacy of mHealth interventions for enhancing hydroxyurea adherence among patients with SCD [23,24]. It is worth noting that not receiving hydroxyurea, along with other factors, is predictive of mortality in SCD patients with COVID-19 infection [25], supporting the additional clinical benefits of hydroxyurea use, particularly during the pandemic. However, it is possible that the effect of mHealth may be mediated or moderated by ongoing contacts with health care providers, as demonstrated by the lower app use (and consequent lack of an effect for improving adherence) at site A, where disruptions in patient-provider contact were prolonged, and the higher app use at site B, where lockdown was shorter and telehealth was implemented quicker.

In our study, the usage of the *InCharge Health* app varied among patients. We also found different barriers to app implementation, especially those related to access to the health system, with fewer in-person clinic visits, and low contact between patients and providers, potentially reducing hydroxyurea adherence. Further, providers and administrators reported that the HU Toolbox app was not used often due to clinic lockdown, which may have contributed to reduced gains in the PDC. To conceptualize how the lockdown disruptions influenced mHealth use and consequently medication adherence, we described the influence of the lockdown on the different targets of the mHealth intervention (Figure 1B). This model is supported by our qualitative data that validate the disruptions in care leading to decreased patient-provider contact, decreased hydroxyurea prescribing, decreased patient and provider mHealth use, and decreased hydroxyurea adherence.

During the COVID-19 pandemic, reliance on telehealth exponentially increased, and for some chronic conditions, it not only facilitated care delivery but also improved health outcomes [26,27]. In our study, although mHealth may have supported adherence, this effect was moderated by the duration of the lockdown, which negatively impacted app use over time and consequently affected hydroxyurea adherence. The early use of telemedicine at site A might have helped support the use of the patient app, as it maintained patient-provider contact, and might have mitigated the clinical care disruptions. A full evaluation
of the impact of telemedicine is planned when the final results of the trial are available.

The finding that reduced in-person visits was a barrier to study implementation was not surprising, as the impact of COVID-19 on clinical trials is well recognized [28]. Various strategies were suggested to mitigate some of these effects, such as (1) remote enrollment and follow-up and completion of study procedures when possible; (2) prioritization of primary outcomes; (3) alternative approaches for outcome assessment; (4) obtaining three or more phone numbers and email addresses for patients and relatives or friends; and (5) using different ways to contact patients and families, including text messaging, phone calls, emails, or social media [28]. Although these strategies have been reported, we were unable to document their impact on study implementation, as use of telehealth, for instance, was limited in the first year of the pandemic at one of the sites.

Our study has limitations. Data included in this analysis were from 2 study sites with relatively small sample sizes, which limits the generalizability of our findings. However, they do reflect the impact of the early institutional responses to the COVID-19 pandemic, which also occurred in other health institutions worldwide. Additionally, the results presented are not representative of the full study results, as this study is currently ongoing. Additional data regarding the effectiveness of mHealth for hydroxyurea adherence is, therefore, forthcoming. We also were not able to conduct interviews with all SCD participants to better understand specific barriers to hydroxyurea adherence during the pandemic, but our interview sample was purposefully selected based on the participants’ app use levels and achieved theme saturation. Because of the nature of the pandemic, we were not able to measure the mental health impact of the pandemic in the initial months and how it would have affected app use. Further, there are other possible variables beyond patient-level barriers or characteristics, such as system-level ones, that may have affected the implementation of our app during COVID, including clinics being shut down and limited use of telehealth at one site versus the other. Finally, although the PDC is an indirect measure of adherence, it is considered reliable and reflective of real-world settings (as opposed to adherence measured during clinical trials), and it has been used in many published research studies on SCD and other chronic medical conditions [29].

In conclusion, mHealth apps are promising tools for improving hydroxyurea adherence among adolescents and adults with SCD. In this preliminary analysis, we found significant impacts of the early clinic lockdowns, which reduced the implementation of the mHealth intervention for increasing hydroxyurea uptake. This disruption led to reduced patient adherence to hydroxyurea. However, disruptions to mHealth implementation were lower among participants who experienced shorter clinic lockdowns and among those who increased mHealth use during the pandemic, and evidence of the benefit was provided by higher hydroxyurea adherence. In qualitative analysis, we found concordance between low app use and perceived barriers to obtaining care early on during the pandemic. Triangulation of our findings suggests the benefit of mHealth for improving medication adherence and indicates that its use may be influenced by frequent contact with health care providers. Patients’ barriers to care access might have hindered app implementation, potentially reducing medication adherence. Investigation of added strategies to mitigate the effects of imposed care interruptions during major emergencies, particularly greater patient touchpoints (eg, patient coaching and health navigation), may “insulate” the implementation of interventions for increasing medication adherence. Future studies are essentially needed to better understand both patient- and system-level barriers in the context of pandemics or other similar situations. A focus on removing barriers to mHealth use during care disruptions will likely improve app implementation and medication adherence, ultimately reducing health inequities for vulnerable populations.

Acknowledgments

The Sickle Cell Disease Implementation Consortium (Multimedia Appendix 4) has been supported by the US Federal Government cooperative agreements HL133948, HL133964, HL133990, HL133996, HL133994, HL133997, HL134004, HL134007, and HL134042 from the National Heart, Lung, and Blood Institute (NHLBI) and the National Institute on Minority Health and Health Disparities of the National Institutes of Health (NIH) (Bethesda, Maryland), and the Bridge grant from the American Society of Hematology. This project was also partially supported by a grant from the NHLBI of the NIH (K23HL150232, principal investigator: SMB) for the protected time to be able to contribute to this research and manuscript writing. The content of this manuscript is solely the responsibility of the authors and does not necessarily represent the views of the NIH.

Authors’ Contributions

JSH, NS, and LK designed the research study; LD and DB analyzed the data; SMB, LD, DB, AB, LK, NS, and JSH interpreted the data; SMB and LD drafted the paper; and DB, AB, EB, TDM, SJ, HK, LK, CN, NS, and JSH critically revised the paper. All authors approved the submitted final version of the paper.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Interview questions to describe app effectiveness and implementation during COVID-19.
Multimedia Appendix 2
Thematic analysis of patient experiences with hydroxyurea adherence and health care access during COVID-19.

Multimedia Appendix 3
Thematic analysis of provider, administrator, and research staff experiences with app implementation during COVID-19.

Multimedia Appendix 4
Sickle Cell Disease Implementation Consortium Members.

References


**Abbreviations**

- **mHealth**: mobile health
- **NHLBI**: National Health Lung and Blood Institute
- **PDC**: proportion of days covered
- **RE-AIM**: reach, effectiveness, adoption, implementation, and maintenance
- **SCD**: sickle cell disease
- **SCDIC**: Sickle Cell Disease Implementation Consortium

---

**Please cite as:**


**Impact of the COVID-19 Pandemic on the Implementation of Mobile Health to Improve the Uptake of Hydroxyurea in Patients With Sickle Cell Disease: Mixed Methods Study**

**JMIR Form Res 2022;6(10):e41415**

URL: [https://formative.jmir.org/2022/10/e41415](https://formative.jmir.org/2022/10/e41415)

doi:10.2196/41415

PMID:36240004
An Accessible Communication System for Population-Based Genetic Testing: Development and Usability Study

Tara Coffin¹, BA, MEd, PhD; Deborah Bowen¹, PhD; Elizabeth Swisher¹, MD; Karen Lu², MD; Nadine Rayes², MS; Barbara Norquist¹, MD; Stephanie Blank³, MD; Douglas Levine⁴, MD; Jamie Bakkum-Gamez⁵, MD; Gini Fleming⁶, MD; Olufunmilayo Olopade⁶, MD; Alan D’Andrea⁷, MD; Denise Nebgen², MD, PhD; Christine Peterson², PhD; Mark Munsell², MS; Kathleen Gavin⁸, MPH; Rebecca Lechner⁸; Jamie Crase¹; Deborah Polinsky⁹, MS; Iris Romero⁶, MD

¹University of Washington, Seattle, WA, United States
²MD Anderson Cancer Center, Houston, TX, United States
³Mount Sinai Medical Center, New York, NY, United States
⁴NYU Langone Health, New York, NY, United States
⁵Mayo, Rochester, MN, United States
⁶University of Chicago, Chicago, IL, United States
⁷Harvard, Cambridge, MA, United States
⁸Minnesota Ovarian Cancer Alliance, Minneapolis, MN, United States
⁹SHARE, New York City, NY, United States

Corresponding Author:
Tara Coffin, BA, MEd, PhD
University of Washington
1400 NE Campus Parkway
Seattle, WA, 98195-4550
United States
Phone: 1 206 543 2100
Email: tbcoffin@uw.edu

Abstract

Background: Genetic testing uptake is low, despite the well-established connection between pathogenic variants in certain cancer-linked susceptibility genes and ovarian cancer risk. Given that most major insurers cover genetic testing for those with a family history suggestive of hereditary cancer, the issue may lie in access to genetic testing. Remotely accessible web-based communication systems may improve awareness, and uptake, of genetic testing services.

Objective: This study aims to present the development and formative evaluation of the multistep web-based communication system required to support the implementation of, and access to, genetic testing.

Methods: While designing the multistep web-based communication system, we considered various barriers and facilitators to genetic testing, guided by dimensions of accessibility. In addition to conducting usability testing, we performed ongoing assessments focusing on the function of the web-based system and participant response rates, with the goal of continuing to make modifications to the web-based communication system as it is in use.

Results: The combined approach of usability testing and expert user experience consultation resulted in several modifications to the multistep web-based communication system, including changes that related to imagery and content, web accessibility, and general organization of the web-based system. All recommendations were made with the goal of improving the overall accessibility of the web-based communication system.

Conclusions: A multistep web-based communication system appears to be an effective way to address many potential barriers to access, which may otherwise make genetic testing difficult for at-risk individuals to participate in. Importantly, some dimensions of access were easy to assess before study recruitment, but other aspects of the communication system required ongoing assessment during the implementation process of the Making Genetic Testing Accessible study.

(JMIR Form Res 2022;6(10):e34055) doi:10.2196/34055
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Introduction

Background

The association between pathogenic variants in certain cancer-linked susceptibility genes, such as BRCA1 and BRCA2, and an increased risk of ovarian cancer is well established [1-3]. Women with a personal or family history of breast or epithelial ovarian cancer are encouraged to undergo genetic counseling [4]. Current recommendations state that genetic testing leaves at-risk women better prepared to make decisions about cancer prevention, early detection, and treatment [5].

Despite these recommendations, only 15% to 30% of eligible patients, women with a personal history of ovarian cancer, are offered these services in clinical settings [4,6-10], and <20% of women with a first-degree relative diagnosed with breast or ovarian cancer are ever offered genetic testing [11,12]. As a result, it is estimated that <5% and 10% of women at elevated or high risk, respectively, ever receive appropriate genetic testing services [12]. Importantly, although nonclinical direct-to-consumer genetic testing services, such as 23andMe and Ancestry DNA, is widely accessible, this service does not take the place of clinical grade genetic testing, which is still a required step in the verification process of commercial DNA test findings. As most major insurers offer coverage for testing for individuals who meet the US Preventative Services Task Force guidelines for genetic testing, including those with a personal or family history suggestive of hereditary cancer, the obstacle may lie with another facet of testing accessibility.

Health care access is a broad and multidimensional concept: these dimensions include approachability, acceptability, availability, affordability, and appropriateness [13]. Each dimension is critical in creating a truly accessible health resource. According to this model of accessibility, for genetic testing to be approachable, the service must exist, be reachable, and impact health outcomes [13]. Furthermore, the acceptability of current methods of genetic counseling and testing will impact the overall likelihood of testing [13]. Availability is dependent on the individual physically reaching genetic testing services in a timely manner [13]. Genetic testing must be universally affordable to everyone who may benefit from it, in that those who can potentially benefit from testing must be able to pay for it without a catastrophic expenditure of resources, including time and money. Finally, for genetic testing services to be appropriate, the services should meet the needs of the intended community, be perceived as appropriate by that population, and be provided at a time they can access it.

Objective

As accessibility to genetic testing for at-risk individuals continues to lag, public health professionals face an urgent need to explore alternative approaches to genomic service implementation [14,15]. With this urgency in mind, we designed the Making Genetic Testing Accessible (MAGENTA) study to evaluate a new model of providing genetic testing that will potentially address the low uptake of genetic testing for women at risk for ovarian cancer. The MAGENTA study was a 4-arm noninferiority trial, using a multistep web-based communication system to deliver a combination of pre- and posttest electronic and phone-based genetic education and counseling and genetic testing results. Through this system, the MAGENTA study sought to better understand how to make genetic testing more accessible, increasing women’s ability to obtain genetic testing for ovarian cancer risk assessment. By providing genetic testing information and services on the web, individuals who can benefit from these services are arguably more likely to speak with their physicians or reach out to service providers and improve subsequent testing uptake.

The study team opted to conduct usability testing of the web-based communication system before opening study recruitment. The usability testing of MAGENTA’s web-based communication system was required to ensure that the system functioned as it was intended to, to identify bottlenecks in the enrollment process and to address general accessibility of the system itself, ensuring that participants could physically access information about the study. The MAGENTA study laid out a schema for increasing awareness of genetic education and counseling, potentially improving access by optimizing the usability of the web-based communication system before implementation. Here, we present the development and formative evaluation of the multistep web-based communication system required to support the implementation of genetic testing through web-based platforms that can be accessed anywhere there is an internet connection.

Methods

Overview

The MAGENTA multistep web-based communication system sought to provide background information about the study, determine participant eligibility, guide participants through a web-based consent process, collect baseline data, walk participants through the web-based genetic testing protocol, and collect follow-up data. Figure 1 presents a flowchart of these components, emphasizing accessibility at each stage. Participants learned about the study on the web, in a clinical setting, or via a media outlet (eg, news article or story, and radio station). From there, they visited the MD Anderson MAGENTA website to review study information, learn more about eligibility criteria, and proceed to the eligibility questionnaire via a link to an electronic data collection tool. Eligible participants completed the informed consent process over an electronic data collection tool and received a follow-up email sending them back to the electronic data collection tool to complete baseline questionnaires. Once complete, participants were referred to Color Genomics, via a link over the email, where they begin the process of genetic testing. Participants receive their testing kit in the mail, engage in web-based genetic education with or without pre- and posttest genetic counseling over the phone, and receive their results on the web. At 3, 12, and 24 months
following genetic testing, participants are prompted to return to the electronic data collection tool to complete follow-up questionnaires [16].

**Figure 1.** Overview of the web-based communication system for Making Genetic Testing Accessible (MAGENTA). This provides an overview of the flow for the web-based communication system developed and evaluated by the MAGENTA study team, with accessibility in mind.

### Usability Testing

When using a web-based communication system that required many moving parts, it was critical to evaluate each component individually and as a system with the dimensions of accessibility in mind. In addition to an expert user experience (UX) consultation and ongoing collaboration with ovarian cancer advocates and clinicians, we conducted extensive usability testing. Usability testing, the process of evaluating the UX of interacting with a computer system, was implemented to assess the multistep web-based communication system such as this [17].

We recruited 10 cisgender women aged between 30 and 55 years, who had access to a computer, spoke English, and were located within driving distance of the University of Washington, to participate in usability testing. The eligibility criteria for usability testing mirrored the inclusion criteria for the MAGENTA study with the exception of geographic location; however, a personal or family history of cancer was not required. Most usability testing participants self-identified as non-Hispanic White. Participants responded to a flyer about the research and contacted the research team if they were interested in participating. If eligible, they were scheduled for a one-time in-person visit. At the start of this visit, participants signed a consent form and were informed about the usability study. Web-based components, including the initial study webpage and varying REDCap (Research Electronic Data Capture; Vanderbilt University) pages involved with the web-based communication system, were reviewed individually and when interacting with one another, capturing transitions between steps in the web-based communication system (Figure 1). Color Genomics was excluded from usability testing and expert UX consultation based out of the University of Washington. The Color Genomics system was not available for modification, so this portion of the web-based communication system was not assessed during usability testing. Color Genomics has extensive experience providing direct-to-consumer genetic testing services on the web and has previously undergone rigorous usability testing to assess its web-based platforms.

During testing, participants were prompted to “try to enroll in the study” or to “show me how you would go about learning more.” Components of the web-based communication system
were reviewed in different formats, including how they would be viewed from a handheld mobile device or a computer, to assess the usability experience from different platforms. As participants responded to each component, they were encouraged to use the think-aloud approach, talking out loud about their expectations for how the web-based artifact functioned, prompted with follow-up questions encouraging them to speak more to their actions or thoughts concerning the system [17-20]. All participant-computer interactions were recorded using a screen-capture tool. At the end of the session, participants completed an adapted Post-Study System Usability Questionnaire developed by Lewis [21], which uses a 7-point Likert scale, where 1 indicates low satisfaction and 7 indicates high satisfaction, to measure user satisfaction with materials undergoing usability testing. The Post-Study System Usability Questionnaire developed by Lewis [21] examines system ease of use and efficiency, information quality, and quality of the system interface, in addition to the overall perception of the system. Participants who completed the questionnaire once were not asked to complete the questionnaire in subsequent usability testing. A total of 7 participants completed the poststudy usability questionnaire.

The resulting video data were coded in Atlas.ti (ATLAS.ti Scientific Software Development GmbH), a program well suited to code visual data. Data were coded using a content analysis approach. We used a deductive approach to coding, drawing on the dimensions of accessibility conceptualized by Levesque et al [13] to inform codebook development and analysis. The MAGENTA study team used the cumulative results from all evaluations to address usability issues, anticipate potential bottlenecks, and improve system accessibility. In the following section, we will review the process of designing and evaluating each of the components of the MAGENTA web-based communication system, a process guided by the dimensions of accessibility by Levesque et al [13].

**Dimensions of Accessibility**

**Overview**

Access to health care is often reduced to a focus on financial and geographic barriers, hurdles that can be resolved with insurance coverage and reimbursement for transportation. These are not the only dimensions of accessibility that impact the uptake and use of health care resources, as illustrated by Levesque et al [13]. In addition to the availability of the services, which encompasses physical proximity of services, and affordability (cost), Levesque et al [13] described the approachability of a health care service, the acceptability of this service, and the appropriateness of the health care service in question, dimensions that are entangled with cultural competency. The concept of approachability is closely tied to awareness and health communication. An approachable health care service is one that a patient knows exists and understands how this service may impact their health and well-being [13]. Acceptability focuses on social factors that may influence uptake, including an individual’s comfort with a specific health care provider [13]. Finally, appropriateness speaks to the patients’ actual need, versus the need the service addresses [13].

We have discussed how each of these dimensions was evaluated during the development of the web-based communication system and through subsequent usability testing. In addition, Table 1 provides an overview of how the dimensions of accessibility were evaluated through each step of the assessment process.
Table 1. Summary of dimensions of accessibility and what methods were used to evaluate them.

<table>
<thead>
<tr>
<th>Method and dimension</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usability testing and patient advocate review</strong></td>
<td></td>
</tr>
<tr>
<td>Approachability</td>
<td>Usability test participants and patient advocates provided feedback on the approachability of unpaid social media posts and paid Facebook advertisement, the MAGENTA study homepage, the REDCap study questionnaires and consent process, and all scheduled MAGENTA email communications</td>
</tr>
<tr>
<td>Acceptability</td>
<td>Usability test participants and patient advocates provided feedback on the acceptability of images and text implemented across all written study components; familiarity of the components of the study, including the name of organizations associated with the research; and the REDCap study system, including consent process</td>
</tr>
<tr>
<td>Availability</td>
<td>Usability test participants and patient advocates provided feedback on the availability of the general functionality of each component of the web-based communication system, including buttons and links; and the ability to locate study communications, including email</td>
</tr>
<tr>
<td>Affordability</td>
<td>Usability test participants provided feedback on content related to cost of services</td>
</tr>
<tr>
<td>Appropriateness</td>
<td>Usability test participants and patient advocates provided feedback on the appropriateness of images and text implemented across all written study components</td>
</tr>
<tr>
<td><strong>Post-Study System Usability Questionnaire</strong></td>
<td></td>
</tr>
<tr>
<td>Availability</td>
<td>Usability test participants completed the Post-Study System Usability Questionnaire developed by Lewis [21], after completing usability testing, providing general feedback concerning the usability and functionality of the web-based communication system</td>
</tr>
<tr>
<td><strong>Expert UX</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Approachability</td>
<td>UX experts assessed the web-based communication system, focusing on web accessibility</td>
</tr>
<tr>
<td>Availability</td>
<td>The UX consultation provided feedback on high-level workflows, page layout, and the usability of each web-based component</td>
</tr>
<tr>
<td><strong>Ongoing system assessment</strong></td>
<td></td>
</tr>
<tr>
<td>Availability</td>
<td>The study team tracked web analytics on an ongoing basis, across each web-based component in hopes of identifying and addressing any issues or bottlenecks before they impacted availability</td>
</tr>
</tbody>
</table>

<sup>a</sup>MAGENTA: Making Genetic Testing Accessible.

<sup>b</sup>REDCap: Research Electronic Data Capture.

<sup>c</sup>UX: user experience.

**Approachability**

We provided multiple points of entry, over multiple platforms, to make information about the study widely approachable. We generated a media kit that included internet-based outreach materials, including unpaid social media posts, paid Facebook advertisements, and other traditional outreach tools (e.g., press release, flyers, and news articles). We opted to focus our web-based promotion efforts on Facebook because of its popularity as the most widely used web-based social media platform at the time of study recruitment [22]. Paid Facebook advertisements and unpaid social media posts included information about the study, a rotation of relevant imagery, and a link to the MAGENTA website. Unpaid social media posts included material shaped for use over Facebook, Twitter, YouTube, Instagram, and web-based blog sites.

In designing paid social media advertisements and unpaid social media posts, we drew on content and tone that would be more approachable to potential participants. Current research speaks to different approaches motivating people in varying ways [23]. For example, some may be more motivated to engage in a health behavior if they are doing it for their family, whereas others may have more self-serving interests [23]. Similarly, content that paints an image of teamwork and collaboration may facilitate engagement for some, but others may be more interested in acting independently [23]. We built posts and advertisements with this research in mind, in hopes of having a selection of materials that would resonate with different groups.

Unpaid posts were published to existing social media pages and groups by page administrators, on behalf of MAGENTA. These groups included Facebook pages run by breast and ovarian cancer advocacy organizations, gynecological cancer professional groups, and genetic testing companies. These groups were identified through keyword searchers and through referrals from patient advocates. By focusing on organizations with a vested interest in ovarian cancer genetics and an established community of followers, MAGENTA investigators aimed to leverage existing social networks, using familiar and trusted names to make information about the study more approachable [24].

Paid advertisements were posted to Facebook. All Facebook advertising campaigns targeted English-speaking women aged >30 years who live in the United States. After an initial soft launch period, we published a series of unpaid Facebook posts...
before moving to paid Facebook advertisements. We also used other traditional outreach efforts, including emails to clinicians and flyers in clinical settings.

It was critical that additional information was easy to locate and review. Knowing that participants may have found the study via several routes, we built a study website to introduce the multistep enrollment and participation process. All outreach efforts directed people to this website for study information and details about eligibility criteria. The MAGENTA study website also referred participants to the next step in the communication process via a link to the electronic data collection system.

We ran social media materials, the MAGENTA website, and each component of the electronic data collection system through usability testing to evaluate approachability. Usability testing focuses on whether a system is aesthetically and functionally accessible to the end user, evaluating if users could approach study materials as intended. We introduced participants to the study through Facebook posts and advertisements, prompting them to explain what they would do to learn more about the study. Participants also reviewed the MAGENTA website and the electronic data collection system in this fashion. This included a series of emails participants receive when they interacted with the communication system. Participants were prompted to explain the perceived goal of each component, what they noticed about the artifact, and what they would need to do next if they wanted to learn more or enroll in the study. During usability testing, we noted instances when participants did not know what to do next or when they reported an inaccurate take-away, informing modifications to system approachability.

To assess approachability for individuals with disabilities, we requested a review by an expert UX consultation service at the University of Washington. During the UX consultation, a team of UX experts assessed each component of the web-based communication system, with web accessibility in mind.

**Acceptability**

MAGENTA addressed the acceptability of genetic testing by enabling web-based participation over an internet-based communication system. By using a web-based communication system, the importance of provider identity diminished compared with in-person services, improving the acceptability of ovarian cancer genetic testing along the way. This has been the case for health services targeting a variety of stigmatized issues [25]. Web-based communication also might have made it easier to adapt and change messaging on an ongoing basis, modifying content to fit the needs of a diverse community. With this in mind, we opted to rotate through a diverse array of imagery and content when constructing web-based materials.

Web-based services invite an opportunity for branding. The MD Anderson MAGENTA website in particular served as a platform for building consumer trust and illustrating ties between the MAGENTA study and collaborating organizations, including familiar names such as MD Anderson and Stand Up To Cancer, sponsors of the study. Although potential participants may not have recognized MD Anderson, they may have heard of Stand Up To Cancer and may be more likely to consume and engage with information from a familiar source [26,27]. In favor of branding, we also chose to create a study specific Facebook page, lending credence to our social media presence. This page was linked to our paid Facebook advertising campaigns. Importantly, the study team also designed a logo for the MAGENTA study. This logo was used across all study materials to build familiarity and brand awareness.

Finally, we considered user privacy when designing the web-based communication system. Presumably, users prefer web-based tools with appropriate privacy protection. This was especially relevant when it came time to consider options for where to house data from study questionnaires and consent forms. With this goal in mind, we selected REDCap as the electronic data collection system [28]. REDCap is a Health Insurance Portability and Accountability Act–compliant platform, which is also compliant with Part 11 electronic signature regulations for the purposes of e-consent, features that made REDCap a natural fit for the MAGENTA study, addressing concerns about the management of confidential information.

All imagery and content were assessed through usability testing, with approachability in mind. Participants reviewed images of the social media posts and advertisements. These materials were displayed on the computer screen and participants were asked to reflect on the images and content used and comment on what they noticed. Conversation was recorded alongside the screen recording, capturing what was being viewed. We also asked participants to identify collaborating institutions, or any familiar names associated with the study (eg, Stand Up To Cancer). We noted instances when participants made a positive or negative comment about the imagery or text used, as well as noting if they could identify the organizations behind the research effort. This information was used to inform modifications to images and content, changes tested in a second round of usability testing. Finally, we asked ovarian cancer advocates on the study team to review each web-based component. Insights from usability testing and advocates helped shape web-based materials.

**Availability**

We chose to use a web-based communication system to improve service availability [6]. Instead of requiring someone to have the means necessary to travel to a clinic for testing, the web-based communication system made it possible to learn about the study and participate in genetic testing via an internet connection. Participants could proceed through each web-based step at their own pace, without requirement to travel to any specific office. REDCap used automatic email reminders, making it easier to remind participants to complete various steps, simplifying longitudinal follow-up and potentially improving study attrition rates.

Similarly, the MAGENTA study team chose to offer genetic testing services through Color Genomics, a web-based genetic testing company, favoring the availability of web-based services over the more traditional clinic-based alternatives. Color Genomics is a company facilitating at-home genetic testing, along with web-based or phone-based counseling and education. Each step of this process, from ordering a saliva-based test kit...
to reviewing results, occurred on the web at the participant’s convenience. By giving participants the opportunity to complete genetic testing, including pre- and posttest genetic counseling via telehealth, MAGENTA effectively expanded the service range of genetic testing. Under this mode of provision, genetic testing was not just for those who live near a clinic offering this specialty service, it was available for anyone with an internet connection.

With availability in mind, we took precautions to ensure that each web-based component had the capacity to support high web traffic. Without this assurance, the MAGENTA study risked page crashes, reduced system availability, and, similarly, reduced availability of genetic testing services.

When dealing with a web-based system, availability extends beyond the physical availability of the service and into the usability of the system. In other words, a web-based communication system is only available to a user if it functions the way it is supposed to. To assess usability, we conducted usability testing of the web-based communication system. As part of the usability testing, participants were required to complete a web-based version of the Post-Study System Usability Questionnaire developed by Lewis [21]. This questionnaire provided quantitative data concerning system usability. We also referred the MD Anderson MAGENTA website and the electronic data collection system to expert UX consultation. The UX consultation focused on providing feedback on high-level workflows, page layout, and the usability of each web-based component. To encourage continued assessment of system usability, web analytics were tracked, on an ongoing basis across each web-based component in hopes of identifying and addressing any issues or bottlenecks before they impacted availability.

**Affordability**

For MAGENTA’s ovarian cancer genetic testing services to be widely affordable to women who may benefit, they must be available at no or low cost. Affordability is not just restricted to financial limitations but includes opportunity cost or the cost an individual is burdened with in exchange for accessing a service [29]. Additional barriers, such as cost of transportation, childcare, and work time lost, also play a role in the cost associated with the service, therefore reducing access. By offering genetic testing services on the web, we aim to reduce time lost and address secondary costs associated with in-person clinic visits, making genetic testing more affordable in terms of time and money. To ensure access, we also had to make sure that potential participants knew it was affordable. We tried to ensure that this information was included across study outreach efforts and other components of the web-based communication system, focusing on messaging such as “at no cost to you” and “genetic testing from your living room.”

Usability testing participants reviewed the web-based study components, focusing on outreach and background information (eg, social media posts or advertisements and study website), and were asked to reflect on the cost and location of research-related services, checking for comprehension and message clarity.

**Appropriateness**

MAGENTA staff created multiple images with diverse situations, appropriate for all social media outlets. This allowed us to rotate through a diverse array of imagery across each component, with the goal of creating an evolving narrative that resonated across different populations. We assessed imagery and content used throughout all social media advertisements, posts, and the study website for appropriateness through usability testing. During usability testing, we asked participants to talk through their initial reactions to imagery and posts, prompting them to discuss whether these components resonated with them, or to hypothesize who they might resonate for. That said, appropriateness invited ongoing assessment and modifications. Moving forward, the study team planned to use analytics to track the efficacy of different web-based components, informing modifications, and allowing the opportunity to tailor each component to ensure the overall system meets the needs of the targeted population.

**Ethics Approval**

This research was reviewed by University of Washington Institutional Review Board, and determined to meet the criteria for exemption from the institutional review board review.

**Results**

**Overview**

The combined approach of usability testing and expert UX consultation resulted in a total of (1) 12 recommended changes to the social media advertisements and posts, (2) 34 recommended changes to the REDCap components of the system, and (3) 9 recommended changes across the MD Anderson MAGENTA website. Of these 55 recommendations, 36 (65%) addressed content (eg, imagery and text), 11 (20%) were related to web accessibility (eg, font and contrast), and 8 (15%) were related to page organization. All recommendations and design considerations were made with the goal of improving the overall accessibility of the web-based communication system, addressing potential barriers to the acceptability, availability, approachability, affordability, and appropriateness of the system, as defined by Levesque et al [13]. Table 2 summarizes these changes by accessibility component.

---

**Table 2: Summary of Changes to MAGENTA Website and Communication System**

<table>
<thead>
<tr>
<th>Component</th>
<th>Number of Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Media Advertisements Posts</td>
<td>12</td>
</tr>
<tr>
<td>REDCap Components</td>
<td>34</td>
</tr>
<tr>
<td>MD Anderson MAGENTA Website</td>
<td>9</td>
</tr>
</tbody>
</table>

**Notes:**

1. **JMIR FORMATIVE RESEARCH**
2. **Coffin et al**
3. **https://formative.jmir.org/2022/10/e34055**
4. **JMIR Form Res 2022 | vol. 6 | iss. 10 | e34055 | p.198**
5. **(page number not for citation purposes)**
Table 2. Summary of accessibility concerns with current genetic testing practices and how Making Genetic Testing Accessible study addresses each concern.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Barriers</th>
<th>Assessment</th>
<th>Decisions and adjustments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approachability</td>
<td>Genetic testing is not approachable</td>
<td>Assess all advertisements and posts</td>
<td>• Outreach routes should include social media, in-person (clinical settings and flyers), emails, and collaborations with trusted organizations (including ovarian cancer advocacy groups)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Outreach materials should include physical flyers, paid social media advertisements, and unpaid posts across different social media channels</td>
</tr>
<tr>
<td>Acceptability</td>
<td>Genetic testing is not universally acceptable</td>
<td>Assess imagery and text used across all written study components</td>
<td>• Use web-based system that (1) facilitates anonymity, (2) identifies study collaborators, (3) facilitates branding, (4) builds associations between study and related trusted organizations, (5) encourages responsive messaging, (6) facilitates rotating imagery and content, and (7) enables ongoing assessment</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Use an electronic data collection tool</td>
</tr>
<tr>
<td>Availability</td>
<td>Genetic testing is not universally available</td>
<td>Assess usability of each component and the whole system (buttons and links)</td>
<td>• Use a web-based system that (1) meets accessibility standards (including font and device accessibility); (2) makes all web components physically available (eg, the Get Started button), (3) simplifies the email verification process, (4) enables reminders (including when to check email), and (5) includes a video explaining the study</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Use a web-based genetic testing service to make genetic testing itself physically available</td>
</tr>
<tr>
<td>Affordability</td>
<td>Genetic testing is not affordable to everyone</td>
<td>Assess content related to cost of services</td>
<td>• Genetic testing is free to participants</td>
</tr>
<tr>
<td>Appropriateness</td>
<td>Genetic testing is not appropriate for everyone</td>
<td>Assess imagery and text used across all components</td>
<td>• Use a diverse array of imagery (including families, uplifting, women aged &gt;30 years, and candid images)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Avoid fear-based language</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Make modifications to outreach materials based on performance</td>
</tr>
</tbody>
</table>

Approachability
Usability testing participants were unclear about what service was being offered when just viewing the advertisements. A participant noted, “I don’t know if this is about research or they’re trying to sell me something,” and another said, “what is Facebook doing thinking about my ovaries?” With these comments in mind, we updated the advertisement content to reflect the research goals more appropriately. We monitored responses to the advertisement and adjusted as needed.

Participants also noted where the font was difficult to read or decode, issues that were also identified through our expert UX consultation, which provided substantial insight regarding web accessibility changes. Many of the web accessibility recommendations were not able to be supported in REDCap. Although we could update the font color over REDCap, other changes, such as removing the font resize function built into REDCap surveys, were not possible. Although REDCap supported the confidential collection of data, enhancing the accessibility of the system, our assessments indicated that REDCap has room for improvement in terms of system approachability, particularly regarding web accessibility.

Acceptability
In terms of acceptability, several usability testing participants mentioned that they did not know who MD Anderson Cancer Center or Stand Up To Cancer was. Others were unsure what MAGENTA was when seeing this name connected to Facebook and social media outreach. Many usability testing participants commented that they felt unsure about who was behind the study and felt uneasy about relinquishing their genetic data to a web-based entity. This observation led to some content revisions, with the goal of highlighting the organizations behind the research more clearly on the MD Anderson MAGENTA website. We tracked traffic across each component of the multistep web-based communication system, via web analytics. This enabled us to identify which components are working well and where there might be problems.

Availability
In general, participants reported that the progression from social media posts, or advertisements, to the MD Anderson website was easy to understand. Although the progression was clear, participants still made some recommendations addressing system availability. For example, several participants noted that it was difficult to figure out what they needed to do next on the MD Anderson MAGENTA website and suggested that the Do I qualify? button be relabeled and moved to a more prominent
Expert user consultation combined with usability testing also led to several recommendations that addressed the usability and flow of the electronic data collection system. System usability was also captured via the Post-Study System Usability Questionnaire developed by Lewis [21]. Participants who completed the questionnaire (N=7) indicated that they were moderately satisfied with the system ease of use and efficiency (5.06, where 1 indicates low satisfaction and 7 indicates high satisfaction). When asked about information quality, meaning they had the information they needed to complete the task or interact with the system, participants reported moderate satisfaction again (4.88). Participants reported lower levels of satisfaction when asked about the quality of the interface (4.56). Overall, participants were moderately satisfied with the system, with a mean of 4.91 (SD 0.35) across all items.

Affordability
When assessing the affordability of the system, usability testing participants could accurately identify that the services rendered through study participation were free of charge and available to complete on their own time and at their own pace. To demonstrate this, participants commented on genetic testing being available at “no cost.”

Appropriateness
When assessing the appropriateness of the system, usability test participants noted that images with a more natural appearance, as opposed to those that were clearly posed, were easier to relate to. When speaking about a more candid image, a participant said, “I like that image, because it looks more realistic.” Another participant commented on the age of a mother-child dyad featured in an image, stating, “I’m unclear why there is a mom and a baby, when this probably should be for women with teenagers.” When looking at an image featuring a mother with a young baby, another participant pointed out that a mother-infant dyad such as this might exclude women without children, who may still be at risk of ovarian cancer. Most participants who noted the diversity across images remarked positively about the representation, with one noting, “I like that I see a lot of diversity in these images.”

Usability test participants and ovarian cancer advocates spoke favorably about content that framed ovarian cancer as something that is relevant to anyone with a family history. They felt that using a picture of a family in this context suggested that the actions of one individual could benefit others in their family. Insight gained from this discussion led to the decision to focus on images that featured >1 person or families, as well as images that appeared to be more candid. The ovarian cancer advocates also noted that the fear-based language present in earlier iterations of the paid advertisements and unpaid posts, such as “Are you at risk for ovarian cancer?”, would be less likely to inspire them into action, when compared with something more positive or hopeful, such as a message imploring people to work as a team toward a solution. This note was echoed among ovarian cancer advocates that we consulted with and informed changes to content.

Discussion
Principal Findings
The accessibility of genetic testing continues to be a challenge, leaving many eligible candidates faced with barriers to participation. Current research suggests that the internet may address many of the components of accessibility outlined by Levesque et al [13]. With a paucity of research dedicated to assessing the efficacy of multistep web-based communication systems for facilitating genetic testing, careful planning and consideration were required. The recommendations generated through this assessment focused primarily on the organization and usability of the system, and there was continued assessment over the course of recruitment. The success of the multistep web-based communication system could help facilitate genetic testing implementation in the future, increasing the use of the internet for physician-mediated genetic counseling and genetic testing, ultimately leading to increased access to genetic testing, particularly among populations currently underserved by genetic testing.

Applications of telehealth, such as those evaluated through this research, address critical barriers and improve accessibility [30]. Telehealth has become even more important during the COVID-19 pandemic, with the halt of in-person activities in research and health care settings, in the interest of disease mitigation [30]. The web-based communication system evaluated for use in the MAGENTA study was fully remote, leveraging some of the positive attributes of telehealth services. Although the usability testing described in this paper was conducted in person, the described methods can be implemented remotely, improving access among adults with an internet connection and providing an opportunity for a more diverse subject population. This accommodation does not address access among those who do not have access to the internet, and additional research is needed to identify innovative approaches for reaching these individuals.

Limitations
We assessed the strengths and weaknesses of the evaluation process along the way. Although we attempted to address issues with the evaluation process as they emerged, usability testing had its limitations. For parts of usability testing, we had to rely on screenshots of systems or use systems that were not functional. Instead of proceeding through the multistep system in these situations, we had participants talk about what they expected or what they would interact with if the system was active. Thus, we were unable to determine how long it took users to complete certain tasks, both in time elapsed and number of clicks. This was one reason the study team, in partnership with patient advocates, remain dedicated to the ongoing assessment of the multistep web-based communication system. By continuing the assessment and inviting modification as needed, focusing on web analytics to identify bottlenecks and attrition, we aim to address any issues that usability testing failed to identify, which may arise through further system use
and increased traffic to different components of the web-based communication system.

Participants spoke favorably of the use of diverse imagery, featuring Black and indigenous people of color. Diverse imagery is known to be an important feature to ensure a message resonates with a wider research participant population. Although MAGENTA outreach materials ultimately featured people from different racial-ethnic backgrounds, the research recruited a predominantly White study participant population [31]. With this observation in mind, it is clear that diverse imagery alone cannot address the widespread and complex issue of underrepresentation in research. Racial and ethnic minorities are often underrepresented in genetic testing studies and services [32,33].

The eligibility criteria implemented in usability testing contributed to another limitation related to representation. The MAGENTA study specifically recruited women with at least one ovary, effectively excluding transgender men who may also be at an increased risk of ovarian cancer. The decision to exclude transgender men from participating in the MAGENTA study was made in response to the different health needs exhibited between cisgender women and transgender men. In addition, the standardized instruments used in the larger MAGENTA study were not validated across transgender and nonbinary populations. As the eligibility criteria for usability testing loosely mirrored the larger study, we made the decision to specifically include cisgender women. The exclusion of transgender and nonbinary individuals from reproductive cancer research, and subsequent health care services is a significant limitation that contributes to adverse health outcomes for these individuals, perpetuates health disparities, and requires attention.

Similarly, usability testing did not recruit participants based on health insurance status, reflecting the eligibility criteria in the MAGENTA study. MAGENTA did not formally require participants to have insurance; however, all research participants were required to provide the name and contact information of a health care provider. This step may have functionally excluded uninsured individuals. Although the MAGENTA study addressed the issue of affordability to a certain extent by providing genetic testing to participants at no cost, usability testing argued that did not fully evaluate this dimension of accessibility, as financial barriers do not stop with the cost of testing but also encompass the cost associated with increased cancer surveillance that a positive genetic test result may catalyze. Further assessment is needed to evaluate web-based communication platforms, with these underrepresented populations in mind.

Usability testing is poised to help address this trend, given the focus on identifying communication and system barriers. To effectively address barriers for underrepresented racial and ethnic groups, usability testing needs to be conducted with a representative population that includes racial and ethnic minorities. Given the predominantly White population enrolled in this usability study and the parallel research participant population enrolled through the MAGENTA study, it appears that the approachability and appropriateness dimensions in this usability study were limited. Future usability testing for web-based genetic testing research should focus on assessing barriers that are specific to underrepresented groups, including underinsured and uninsured individuals, as well as Black and indigenous people of color, in the interest of better assessing the accessibility barriers.
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Abstract

Background: Telemedicine solutions, especially in the face of epidemiological emergencies such as the COVID-19 pandemic, played an important role in the remote communication between patients and medical providers. However, the implementation of modern technologies should rely on patients’ readiness toward new services to enable effective cooperation with the physician. Thus, successful application of patient-centric telehealth services requires an in-depth analysis of users’ expectations.

Objective: This study aimed to evaluate factors determining readiness for using telehealth solutions among patients with cardiovascular diseases.

Methods: We conducted a cross-sectional study based on an investigator-designed, validated questionnaire that included 19 items (demographics, health status, medical history, previous health care experience, expected telehealth functionalities, and preferred remote communication methods). Multivariate logistic regression was applied to assess the relationship between readiness and their determinants.

Results: Of the 249 respondents, 83.9% (n=209) consented to the use of telemedicine to contact a cardiologist. The nonacceptance of using telemedicine was 2 times more frequent in rural dwellers (odds ratio [OR] 2.411, 95% CI 1.003-5.796) and patients without access to the internet (OR 2.432, 95% CI 1.022-5.786). In comparison to participants living in rural areas, city dwellers demonstrated a higher willingness to use telemedicine, including following solutions: issuing e-prescriptions (19/31, 61.3% vs 141/177, 79.7%; P=.02); alarming at the deterioration of health (18/31, 58.1% vs 135/177, 76.3%; P=.03); and arranging or canceling medical visits (16/31, 51.6% vs 126/176, 71.6%; P=.03). Contact by mobile phone was preferred by younger patients (OR 2.256, 95% CI 1.058-4.814), whereas older patients and individuals who had no previous difficulties in accessing physicians preferred landline phone communication.

Conclusions: During a nonpandemic state, 83.9% of patients with cardiovascular diseases declared readiness to use telemedicine solutions.

(JMIR Form Res 2022;6(10):e33769) doi:10.2196/33769
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Introduction

Telemedicine, as an integral component of modern health care, has been used for nearly 30 years [1]. It offers a wide range of services based on remote communication between patients and clinicians for virtual care including education, monitoring, and therapeutic interventions [2,3]. Importantly, telehealth is recognized by professional medical societies such as the European Society of Cardiology and the American College of Cardiology [4], which emphasizes its role in everyday clinical practice. The emergence of new guidelines supports the implementation of virtual care for patients with cardiovascular diseases (CVD) [5], with additional focus on web-based medical education [6] and training for health care professionals (ie, undergraduate educational modules in the field of telemedicine and telehealth licenses) [7,8]. The aforementioned examples illustrate the growing importance of telehealth, which has an impact on the health care ecosystem including patients, providers, and medical institutions.

Telemedicine covers a wide range of synchronous (live) and asynchronous (store and forward) services, including home telemonitoring, remote measurements of vital signs, medical consultations over a telephone (traditional landline and mobile phones), communication via email, and dedicated patient’s portals, as well as the implementation of voice technology and smart speakers [9,10]. However, telemedical care should be tailored to patients’ needs, reflecting the complex aspects of readiness and willingness to use medical technologies. Accordingly, user experience translates into the preferences of individuals whose health status is affected by remote care. This reasoning is why telemedicine should answer the needs of specific medical domains, in which patients with CVD constitute a heterogeneous group in terms of diseases as well as electronic literacy. Of note, there are smartphone-proficient older adults as well as patients with many comorbidities for whom being digitally connected might be challenging [11]. Furthermore, potential barriers associated with telehealth (geographic: limited internet access in rural areas; financial: expensive internet connection; and sociological: no face-to-face contact and a lack of equipment compatibility) may create real-world problems [12]. Accordingly, understanding patients’ capabilities and, consequently, readiness for the novel technology used in the telemedical practice is a crucial step toward the development of successful remote care programs. Notably, the COVID-19 pandemic created a kind of “telemedicine boom” that was caused by the forced need to implement temporary telemedicine solutions, which were used by almost 100% of US patients [13]. Therefore, to exclude bias and focus on long-term sustainable applications, it seems necessary to assess patients’ opinions toward virtual medical services during a nonpandemic state. In the aim to provide a basis for a successful patient-specific telehealth design, we evaluated factors affecting preferences and readiness for virtual care in patients with CVD.

Methods

Study Design

Between March 2019 and January 2020, 249 patients were enrolled in this epidemiological cross-sectional study, representing approximately 10% of the yearly hospitalized population at the Department of Cardiology and Structural Heart Diseases, Medical University of Silesia in Katowice, Poland. Respondents completed questionnaires while being assisted by a physician. The inclusion criterion was informed consent to participate in the study. Other factors, such as multiple morbidities, reasons for hospitalization, age, and gender, did not affect recruitment. The exclusion criteria were the lack of consent due to personal preferences or severe clinical condition. The patients were informed about the possibility to take part in the study on the first day of hospitalization.

Instrumentation

To evaluate the willingness and preferences of patients with CVD toward telemedicine, a 19-item validated questionnaire was designed at the Department of Epidemiology, Medical University of Silesia in Katowice, Poland. A detailed description of the research tool was presented in a publication by Kowalska et al [14]. Briefly, the questionnaire included questions about sociodemographic data, medical history, and potential hindrances while contacting cardiologists remotely. The obtained results of the validation procedure confirmed the usefulness of the questionnaire as the key questions had high repeatability, ranging from 80% to 100% (Cohen κ statistics ranged from 0.419 to 0.920).

Ethics Approval

Ethics approval for this study was received from the Bioethical Committee of the Medical University of Silesia in Katowice, Poland (KNW/0022/KB1/160/1617) on February 3, 2017.

Statistical Analysis

Statistical analysis was performed using the Statistica software (version 13.0; Dell Software Inc). The missing values were removed from the final database. The qualitative variables were presented by frequency and percentage. Simple tests (chi-square or Fisher test) were used to assess the differences between independent groups of patients. In the interpretation of the results, $P$ values $<.05$ were considered statistically significant. Finally, the relevant relationships between particular variables were verified in the multivariable analysis (logistic regression models with Hooke-Jeeves and quasi-Newton estimation). Only the statistically significant variables obtained in bivariate analyses were included in the models. The result section presents adequately the goodness of fit of the used model (confirmed by chi-square test and its $P$ value).

Results

The total studied group included 249 patients aged 65.3 (SD 13.8) years; more than half (n=158, 63.5%) were male, and the majority (n=211, 84.7%) were city dwellers. The vast majority (n=209, 83.9%) of patients reported readiness for telemedicine solutions, whereas 34 (13.6%) patients were opposed, and 6
(2.4%) did not respond to the question. Further multivariate analysis was carried out on a group of 202 (81.1%) patients for which a complete set of answers was obtained.

Men and people with previous difficulties in accessing medical doctors more frequently declared readiness for telemedicine solutions ($P=.006$ and $P<.001$, respectively). The other independent variables had no statistically significant impact on readiness for telemedicine (Table 1). The analysis deliberately omitted race and ethnicity because the study group was homogeneously of the White race.

In comparison to participants living in rural areas, city dwellers demonstrated a higher willingness to use telemedicine solutions in a particular form such as issuing e-prescriptions (19/31, 61.3% vs 141/177, 79.7%; $P=.02$); alarming at the deterioration of health (18/31, 58.1% vs 135/177, 76.3%; $P=.03$); and arranging or canceling medical visits (16/31, 51.6% vs 126/176, 71.6%; $P=.03$). Furthermore, a significant correlation was found between the level of education and willingness to use specific telehealth services; patients reporting a secondary level of education showed almost complete (58/64, 90.6%) compliance with solutions to control blood pressure, temperature, and bodyweight ($P=.03$), as well as e-prescriptions service ($P=.01$). In turn, respondents without internet access showed the lowest interest in arranging or canceling medical visits (39/67, 58.2% vs 102/138, 73.9%; $P=.02$) or issuing e-prescriptions (44/67, 65.7% vs 115/139, 82.7%; $P=.006$; Table 2).

Table 1. Frequency of positive patients’ declaration toward telemedicine according to particular determinants ($P$ value in chi-square test).

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Positive patient declaration, n/N (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Female</td>
<td>66/85 (77.6)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>142/157 (90.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td>.053</td>
</tr>
<tr>
<td>Older (aged ≥68 years)</td>
<td>98/120 (81.7)</td>
<td></td>
</tr>
<tr>
<td>Younger (aged &lt;68 years)</td>
<td>111/123 (90.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Place of residence</strong></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>City</td>
<td>177/205 (86.3)</td>
<td></td>
</tr>
<tr>
<td>Rural areas</td>
<td>31/37 (83.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Primary</td>
<td>88/108 (81.5)</td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>62/70 (88.6)</td>
<td></td>
</tr>
<tr>
<td>Higher</td>
<td>57/63 (90.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Internet access</strong></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Yes</td>
<td>138/156 (88.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>68/83 (81.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Previous difficulties in accessing medical doctors</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>123/131 (93.4)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>85/109 (77.9)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Factors influencing the readiness for telemedicine services of patients with cardiovascular diseases (percentage of declaration and \( P \) value of chi-square test).

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Telemedicine services accepted by patients</th>
<th>( P ) value</th>
<th>( P ) value</th>
<th>( P ) value</th>
<th>( P ) value</th>
<th>( P ) value</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Remote contact with a cardiologist, n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(blood pressure, temperature, and body-weight) n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>Telemonitoring of vital signs</td>
<td>P value</td>
<td>Issuing e-prescriptions, n/N (%)</td>
<td>P value</td>
<td>Alarming health status deterioration, n/N (%)</td>
<td>P value</td>
</tr>
<tr>
<td>Female (n=90)</td>
<td>53/67 (79.1)</td>
<td>51/67 (76.1)</td>
<td>52/67 (77.6)</td>
<td>44/67 (65.7)</td>
<td>42/66 (61.6)</td>
<td>29/66 (43.9)</td>
<td>.18</td>
</tr>
<tr>
<td>Male (n=158)</td>
<td>122/141 (86.5)</td>
<td>116/141 (82.3)</td>
<td>108/141 (76.6)</td>
<td>109/141 (77.3)</td>
<td>100/141 (70.9)</td>
<td>76/141 (53.9)</td>
<td>.42</td>
</tr>
<tr>
<td>Previous difficulties accessing cardiologists</td>
<td>.61</td>
<td>.89</td>
<td>.18</td>
<td>.40</td>
<td>.22</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>Yes (n=133)</td>
<td>107/124 (86.3)</td>
<td>109/124 (87.9)</td>
<td>99/124 (77.4)</td>
<td>96/124 (77.4)</td>
<td>85/123 (69.1)</td>
<td>66/123 (53.7)</td>
<td>141/168 (83.9)</td>
</tr>
<tr>
<td>No (n=112)</td>
<td>69/84 (82.1)</td>
<td>58/84 (69)</td>
<td>61/84 (72.6)</td>
<td>57/84 (67.9)</td>
<td>58/84 (69)</td>
<td>40/84 (47.6)</td>
<td>34/39 (87.2)</td>
</tr>
<tr>
<td>Living with family</td>
<td>.64</td>
<td>.16</td>
<td>.02</td>
<td>.03</td>
<td>.03</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Yes (n=193)</td>
<td>93/109 (85.3)</td>
<td>88/109 (80.7)</td>
<td>88/109 (80.7)</td>
<td>83/109 (76.1)</td>
<td>79/109 (72.5)</td>
<td>51/109 (46.8)</td>
<td>83/100 (83)</td>
</tr>
<tr>
<td>No (n=53)</td>
<td>34/39 (87.2)</td>
<td>32/39 (82.0)</td>
<td>26/39 (66.7)</td>
<td>31/39 (79.5)</td>
<td>28/39 (71.8)</td>
<td>23/39 (58.9)</td>
<td>34/39 (87.2)</td>
</tr>
<tr>
<td>Age</td>
<td>.79</td>
<td>.03</td>
<td>.16</td>
<td>.26</td>
<td>.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger (aged &lt;68 years; n=126)</td>
<td>155/177 (85.9)</td>
<td>145/177 (81.9)</td>
<td>141/177 (79.7)</td>
<td>135/177 (76.3)</td>
<td>126/176 (71.6)</td>
<td>95/176 (53.9)</td>
<td>23/31 (84.2)</td>
</tr>
<tr>
<td>Older (aged ≥68 years; n=123)</td>
<td>83/100 (83)</td>
<td>80/100 (80)</td>
<td>73/100 (73)</td>
<td>71/100 (71)</td>
<td>64/99 (64.6)</td>
<td>55/99 (55.6)</td>
<td>55/86 (60.6)</td>
</tr>
<tr>
<td>Educational level</td>
<td>.79</td>
<td>.03</td>
<td>.16</td>
<td>.26</td>
<td>.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary (n=111)</td>
<td>71/86 (82.6)</td>
<td>63/86 (73.3)</td>
<td>59/86 (68.6)</td>
<td>50/86 (61.6)</td>
<td>45/86 (67.4)</td>
<td>48/86 (55.8)</td>
<td>55/64 (90.6)</td>
</tr>
<tr>
<td>Secondary (n=73)</td>
<td>55/64 (90.6)</td>
<td>58/64 (90.6)</td>
<td>57/64 (89.1)</td>
<td>53/64 (82.8)</td>
<td>49/64 (76.6)</td>
<td>36/64 (43.7)</td>
<td>58/86 (60.6)</td>
</tr>
<tr>
<td>Higher (n=63)</td>
<td>50/58 (81)</td>
<td>47/58 (81)</td>
<td>44/58 (75.9)</td>
<td>41/58 (70.7)</td>
<td>36/58 (63.2)</td>
<td>35/58 (43.7)</td>
<td>50/58 (81)</td>
</tr>
<tr>
<td>Independent variable</td>
<td>Telemedicine services accepted by patients</td>
<td>Internet access</td>
<td>Remote contact with a cardiologist, n/N (%)</td>
<td>P value</td>
<td>Telemonitoring of vital signs (blood pressure, temperature, and body-weight), n/N (%)</td>
<td>P value</td>
<td>Issuing e-prescriptions, n/N (%)</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------------------------</td>
<td>----------------</td>
<td>-------------------------------------------</td>
<td>---------</td>
<td>------------------------------------------------</td>
<td>---------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes (n=158)</td>
<td>118/139 (84.9)</td>
<td>.61</td>
<td>113/139 (81.3)</td>
<td>.71</td>
<td>115/139 (82.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No (n=87)</td>
<td>55/67 (82.1)</td>
<td></td>
<td>53/67 (79.1)</td>
<td></td>
<td>44/67 (65.7)</td>
</tr>
</tbody>
</table>

Table S1 in Multimedia Appendix 1 presents the results of the multivariate analysis of the relationship between readiness for virtual care applications and demographic or socioeconomic determinants. Patients who had no previous difficulties in contact with a cardiologist were more than 3 times less likely to use telemedicine for vital signs measurement (odds ratio [OR] 3.596, 95% CI 1.681-7.690). The lack of acceptance for issuing e-prescriptions was 2 times more frequent in rural dwellers (OR 2.411, 95% CI 1.003-5.796) and in patients with no access to the internet (OR 2.432, 95% CI 1.022-5.786). Similarly, participants living in rural areas and individuals without internet connection were 2 times less likely to implement telemedicine for alarming the deterioration of health and for managing medical visits. On the contrary, city dwellers and patients with a lower level of education reported willingness to use telemedicine for medication reminder.

Table 3 presents patients’ declarations of readiness for communication modalities in particular groups of subjects defined by sociodemographic determinants. Patients’ preferences for face-to-face contact with physicians significantly differed based on the age of respondents; older individuals (aged ≥68 years) accepted this solution more frequently than younger participants (aged <68 years)—34.3% (34/99) versus 12.1% (13/107), respectively. Similarly, older people and patients with a lower level of education preferred contact by landline phone. Mobile phone contact was preferred by younger patients and individuals with access to the internet. Younger patients and individuals living in the city were more likely to use email and web services to contact cardiologists.

The results of the multivariate analysis revealed that particular opinions about telehealth communication solutions varied on different determinants (Table S2 in Multimedia Appendix 1).
### Table 3. Factors influencing the readiness for telemedicine communication modalities of patients with cardiovascular diseases (percentage of declaration and P value of chi-square or Fisher test).

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Preferred type of contact with physician</th>
<th>Face-to-face, n/N (%)</th>
<th>$P$ value</th>
<th>Landline phone, n/N (%)</th>
<th>$P$ value</th>
<th>Mobile phone, n/N (%)</th>
<th>$P$ value</th>
<th>Email contact, n/N (%)</th>
<th>$P$ value</th>
<th>Web page, n/N (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (n=90)</td>
<td></td>
<td>14/66 (21.2)</td>
<td>.77</td>
<td>35/66 (53)</td>
<td>.98</td>
<td>51/66 (77.3)</td>
<td>.29</td>
<td>7/66 (10.6)</td>
<td>.01</td>
<td>4/66 (6.1)</td>
<td>.08</td>
</tr>
<tr>
<td>Female (n=158)</td>
<td></td>
<td>32/139 (23)</td>
<td></td>
<td>74/139 (53.2)</td>
<td></td>
<td>116/139 (83.4)</td>
<td></td>
<td>36/139 (25.9)</td>
<td></td>
<td>19/139 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Previous difficulties accessing cardiologists</td>
<td></td>
<td></td>
<td>.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=133)</td>
<td></td>
<td>32/123 (26)</td>
<td></td>
<td>72/123 (58.5)</td>
<td></td>
<td>105/123 (85.4)</td>
<td></td>
<td>28/123 (22.8)</td>
<td></td>
<td>12/123 (9.8)</td>
<td></td>
</tr>
<tr>
<td>No (n=112)</td>
<td></td>
<td>15/82 (18.3)</td>
<td></td>
<td>37/82 (45.1)</td>
<td></td>
<td>61/82 (74.4)</td>
<td></td>
<td>15/82 (18.3)</td>
<td></td>
<td>11/82 (13.4)</td>
<td></td>
</tr>
<tr>
<td>Living with family</td>
<td></td>
<td></td>
<td>.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=193)</td>
<td></td>
<td>39/165 (23.6)</td>
<td>.03</td>
<td>90/165 (54.5)</td>
<td></td>
<td>133/165 (80.6)</td>
<td></td>
<td>36/165 (21.8)</td>
<td></td>
<td>20/165 (12.1)</td>
<td></td>
</tr>
<tr>
<td>No (n=53)</td>
<td></td>
<td>8/40 (20)</td>
<td></td>
<td>18/40 (45)</td>
<td></td>
<td>33/40 (82.5)</td>
<td></td>
<td>6/40 (15)</td>
<td></td>
<td>3/40 (7.5)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Younger (aged &lt;68 years; n=126)</td>
<td></td>
<td>13/107 (12.1)</td>
<td>.03</td>
<td>49/107 (45.8)</td>
<td></td>
<td>95/107 (88.8)</td>
<td></td>
<td>35/107 (32.7)</td>
<td></td>
<td>19/107 (17.8)</td>
<td></td>
</tr>
<tr>
<td>Older (aged ≥68 years; n=123)</td>
<td></td>
<td>34/99 (34.3)</td>
<td></td>
<td>60/99 (60.6)</td>
<td></td>
<td>72/99 (72.7)</td>
<td></td>
<td>8/99 (8.1)</td>
<td></td>
<td>4/99 (4)</td>
<td></td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
<td></td>
<td>.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City (n=211)</td>
<td></td>
<td>41/175 (23.4)</td>
<td>.94</td>
<td>92/175 (52.6)</td>
<td></td>
<td>143/175 (81.7)</td>
<td></td>
<td>40/175 (22.9)</td>
<td></td>
<td>23/175 (13.1)</td>
<td></td>
</tr>
<tr>
<td>Rural areas (n=37)</td>
<td></td>
<td>6/30 (20)</td>
<td></td>
<td>16/30 (53.3)</td>
<td></td>
<td>23/30 (76.7)</td>
<td></td>
<td>2/30 (6.7)</td>
<td></td>
<td>0/30 (0)</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td></td>
<td>.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary (n=111)</td>
<td></td>
<td>23/88 (26.1)</td>
<td>.52</td>
<td>49/88 (55.7)</td>
<td></td>
<td>68/88 (77.3)</td>
<td></td>
<td>7/88 (7.9)</td>
<td></td>
<td>1/88 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Secondary (n=73)</td>
<td></td>
<td>15/63 (23.8)</td>
<td></td>
<td>40/63 (87.3)</td>
<td></td>
<td>55/63 (87.3)</td>
<td></td>
<td>18/63 (28.6)</td>
<td></td>
<td>10/63 (15.9)</td>
<td></td>
</tr>
<tr>
<td>Higher (n=63)</td>
<td></td>
<td>9/55 (16.4)</td>
<td></td>
<td>20/55 (36.4)</td>
<td></td>
<td>44/55 (80)</td>
<td></td>
<td>18/55 (32.7)</td>
<td></td>
<td>12/55 (21.8)</td>
<td></td>
</tr>
<tr>
<td>Internet access</td>
<td></td>
<td></td>
<td>.047</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes (n=158)</td>
<td></td>
<td>25/135 (18.5)</td>
<td>.52</td>
<td>69/135 (51.1)</td>
<td></td>
<td>117/135 (86.7)</td>
<td></td>
<td>41/135 (30.4)</td>
<td></td>
<td>23/135 (17)</td>
<td></td>
</tr>
<tr>
<td>No (n=87)</td>
<td></td>
<td>21/68 (30.9)</td>
<td></td>
<td>38/68 (55.9)</td>
<td></td>
<td>48/68 (70.6)</td>
<td></td>
<td>1/68 (1.5)</td>
<td></td>
<td>0/68 (0)</td>
<td></td>
</tr>
</tbody>
</table>

*aResult of Fisher test.

### Discussion

#### Principal Findings

The main group of patients enrolled the study included individuals aged >65 years, and those participants largely accepted telemedicine solutions (83.9%). Importantly, our findings are in line with previous findings reported in the literature [15,16]. The observed upward trend in the acceptance and, consequently, the consent of older adults for the daily use of a wide range of telemedicine devices was strongly emphasized [12,16]. Importantly, factors such as technical adaptation (previous training and patients’ own experiences) is closely associated with the acceptance of telemedicine [17]. Therefore, gerontechnology (technology for aging populations) must be well designed and suited for health self-controlling [18], especially as improvement in health status is not always felt by patients using telemedicine services. As an example,
patients with heart failure who received telehealth during the COVID-19 pandemic did not improve their health condition [19]. Thus, it is crucial to understand patients’ expectations and realistic opportunities to implement virtual care in clinical practice.

We report that patients who had no previous difficulties in accessing cardiologists were against using the home telemonitoring of vital signs (blood pressure and weight measurement). Interestingly, the results of studies conducted during the COVID-19 pandemic showed that remote monitoring is warranted, and the patient’s results at home (eg, a 6-minute walk test on a smart watch and the self-measurement of blood pressure) were comparable to those obtained during medical appointments [20,21]. Notably, the patients responded to our survey at a time when there was no epidemiological threat in Poland (before January 2020). Perhaps, the COVID-19 sanitary restrictions and severely limited access to health services leveraged patients’ support for telemedicine.

We observed that rural dwellers and patients without access to the internet were 2 times more frequently opposed to using telemedicine for issuing e-prescriptions. Given territorial sociodemographics, the juxtaposition of these 2 patient groups is not coincidental, especially in Poland where the division between rural and urban areas continues to matter (eg, limits concerning economy, education, and access to the internet) [22]. In Poland, only 50% of rural households have access to the internet, with an approximate rate of 70% in the European Union [23,24]. On the contrary, the study by Shemesh and Barnoy [20] conducted on Israel’s population proved that there are no significant sociodemographic differences in the use of mobile health apps. However, the authors strongly emphasized the specificity of this region (a technologically developed country with a high acceptance rate of innovation across the sociodemographic gradient) that could have impacted the results of the study [25].

In our study, there was a lack of acceptance for telemedicine solutions for the alarming the provider in the case of health status deterioration and in the case of arranging or canceling medical visits. The answers given in our survey, despite the effort put into explaining each option of telemedicine services (except self-testing), may be associated with a lack of understanding and awareness of the functions that a telemedicine device can perform. Moreover, the patients might have subconsciously chosen a lower number of possibilities in the survey, as they were scared of technological difficulties in handling a large number of applications.

We reported that medicine reminders are significantly more frequent in urban areas and in patients with lower levels of education. Many studies have proved that irregular adherence to drug use is an important problem, and the most common reason for failing to achieve a therapeutic effect is the drug’s spontaneous reduction, which occurs in about 30% to 35% of patients [26,27]. Nowadays, not only rural but also urban areas are significantly associated with a higher percentage of people with lower levels of education, which may constitute a higher need for self-control in their treatments [28]. As the previous study shows [7], a lower level of education does not lead to a lack of acceptance, but it is associated with even better satisfaction after the introduction of telemedicine services.

Patients’ preferences for direct contact with physicians are statistically significant and the most frequent in older people (aged ≥68 years). Patients who gained trust in medical personnel (physicians and nurses) were more willing to use telemedical devices as observed in the previous study [29]. Dario et al [18] reported that older patients tend to trust clinicians with whom they are already familiar. This finding is one of the reasons why during the COVID-19 pandemic, there was an urgent need to train doctors in the field of telemedicine, so that they would help their patients in servicing eHealth [30]. Trust in the doctor was crucial in the process of learning about new telecommunications.

Similarly, older people and patients with no previous difficulties accessing cardiologists prefer contact by landline phone. Traditional landlines, although currently not popular, are still used by older adults due to several advantages; for example, they are not sensitive to network coverage, are easy to use, and are cheaper in the case of international phone calls. Analogously, the previous studies show the importance of easy-to-use technology [16], whereas Scheibe et al [31] conclude that design features such as a simple intuitive menu, large icons, and high color contrast are especially important for older users. On the contrary, contact by mobile phone was preferred by younger patients and people who already have access to a cardiologist. Our findings are consistent with previous studies, in which young individuals were more eager to use telemedicine as they are more familiar with new technologies. Therefore, it could be concluded that experience in the use of mobile technologies, not age, is the main indicator of the willingness to use virtual care solutions [11].

Limitations

The number of respondents participating in the study accounted for approximately 10% of the total number of patients hospitalized yearly at the Department of Cardiology, which is the main limitation of the presented results. However, the group of respondents is representatives of patients with CVD who statistically share common characteristics (age and gender). Furthermore, in the future, it is worth extending the survey to include the opinions of respondents who experienced telehealth during the COVID-19 pandemic and can verify which type of telemedicine solution is the most convenient.

Conclusion

Patients with CVD are ready to accept remote solutions to contact with a cardiologist in clinical practice. They seem to be at least mostly aware of the needs and ready-made solutions that can make their everyday life easier. This finding confirms the fact that patients with CVD—mainly older adults—are often familiar with modern communication systems, which have become a natural component of daily life. Therefore, after identifying patients’ preferences associated with telehealth, the possibility of implementing user-friendly and well-designed telecommunication methods should be further explored.
Multivariate analyses.
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Abstract

Background: Alcohol use disorder (AUD) is a significant public health concern worldwide. Alcohol consumption is a leading cause of death in the United States and has a significant negative impact on individuals and society. Relapse following treatment is common, and adjunct intervention approaches to improve alcohol outcomes during early recovery continue to be critical. Interventions focused on increasing physical activity (PA) may improve AUD treatment outcomes. Given the ubiquity of smartphones and activity trackers, integrating this technology into a mobile app may be a feasible, acceptable, and scalable approach for increasing PA in individuals with AUD.

Objective: This study aims to test the Fit&Sober app developed for patients with AUD. The goals of the app were to facilitate self-monitoring of PA engagement and daily mood and alcohol cravings, increase awareness of immediate benefits of PA on mood and cravings, encourage setting and adjusting PA goals, provide resources and increase knowledge for increasing PA, and serve as a resource for alcohol relapse prevention strategies.

Methods: To preliminarily test the Fit&Sober app, we conducted an open pilot trial of patients with AUD in early recovery (N=22; 13/22, 59% women; mean age 43.6, SD 11.6 years). At the time of hospital admission, participants drank 72% of the days in the last 3 months, averaging 9 drinks per drinking day. The extent to which the Fit&Sober app was feasible and acceptable among patients with AUD during early recovery was examined. Changes in alcohol consumption, PA, anxiety, depression, alcohol craving, and quality of life were also examined after 12 weeks of app use.

Results: Participants reported high levels of satisfaction with the Fit&Sober app. App metadata suggested that participants were still using the app approximately 2.5 days per week by the end of the intervention. Pre-post analyses revealed small-to-moderate effects on increase in PA, from a mean of 5784 (SD 2511) steps per day at baseline to 7236 (SD 3130) steps per day at 12 weeks (Cohen d=0.35). Moderate-to-large effects were observed for increases in percentage of abstinent days (Cohen d=2.17) and quality of life (Cohen d=0.58) as well as decreases in anxiety (Cohen d=−0.71) and depression symptoms (Cohen d=−0.58).

Conclusions: The Fit&Sober app is an acceptable and feasible approach for increasing PA in patients with AUD during early recovery. A future randomized controlled trial is necessary to determine the efficacy of the Fit&Sober app for long-term maintenance of PA, ancillary mental health, and alcohol outcomes. If the efficacy of the Fit&Sober app could be established, patients with AUD could have access to an attractive and feasible intervention that may improve alcohol outcomes.
AUD would have a valuable adjunct to traditional alcohol treatment that can be delivered in any setting and at any time, thereby improving the overall health and well-being of this population.

**Trial Registration:** ClinicalTrials.gov NCT02958280; https://www.clinicaltrials.gov/ct2/show/NCT02958280
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**Introduction**

**Background**

Alcohol use disorder (AUD) is a public health problem that has a significant negative impact on both individuals and society [1,2]. Data from the US National Epidemiological Survey on Alcohol and Related Conditions III indicate a lifetime prevalence rate of 29.1% for the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, diagnoses of AUD [3]. Alcohol consumption is a leading cause of death in the United States and is associated with a significant economic burden [4,5]. Despite the existing treatments for AUD, relapse rates in the first year following treatment are high [6-8]. Therefore, adjunct intervention approaches to improve alcohol outcomes during early recovery are critical.

Over the last 2 decades, physical exercise has emerged as an adjunct intervention for alcohol treatment. There are a number of biological mechanisms that can explain the potential effect of exercise on alcohol treatment outcomes. For example, exercise may normalize disrupted dopaminergic signaling in patients with AUD [9]. Through its influence on these neural reward pathways, exercise may serve as a competing reinforcer that diminishes alcohol use [10]. Furthermore, decreases in attentional bias to alcohol cues after bouts of exercise may acutely decrease alcohol cravings [11]. Another potential mechanism involves the effects of exercise on cognitive functioning, particularly executive functioning, both in the acute and long term [12,13]. Improved neurocognitive functioning can aid in treatment retention and decision-making, both of which affect alcohol relapse [14].

Owing to these potential mechanisms, there has been increased attention toward the development and testing of physical activity (PA) interventions for individuals with AUD. Indeed, this study has demonstrated that increasing PA during early recovery from AUD can be beneficial for a number of important reasons. First, patients undergoing AUD treatment express a strong interest in increasing PA as a means of helping to support their recovery [15,16]. Second, patients with AUD have significant alcohol-related health concerns (eg, hypertension, diabetes, and liver disease [17,18]) that are exacerbated by low levels of PA and ameliorated with increase in PA [19,20]. Third, negative affect associated with comorbid internalizing disorders and stressful life events is common among patients with AUD and increases the risk of self-medication and drinking to cope [21]. Both acute bouts of PA and long-term engagement in a PA program have been associated with decreases in negative affect, depression, and anxiety [22,23], including in patients with AUD [24,25]. Finally, although empirical support for the effect of PA interventions on drinking outcomes in patients with AUD has been limited [26], evidence for the acute effect of bouts of PA, even those of relatively brief durations, on reductions in alcohol cravings has been demonstrated across a number of studies [11,27]. Therefore, strategies to increase PA in early recovery are likely to be well received and potentially helpful for patients’ physical and mental health, as well as potentially promoting abstinence.

Although prior studies examining PA as an intervention approach for individuals in AUD treatment demonstrated promising outcomes in terms of cardiorespiratory and psychological functioning, and in a few cases, alcohol outcomes [26], there are also limitations associated with this existing work. Many of these studies were conducted more than 2 decades ago, and the interventions were conducted primarily in residential treatment facilities, although the majority of AUD treatments were delivered in outpatient settings [28]. Most of the interventions tested involved supervised, structured exercise programs without consideration of the participants’ PA preferences. Although these types of approaches have their advantages (eg, social support), scheduling conflicts, transportation difficulties, and a restricted range of PA type may impact PA adherence. High dropout rates are common [26]. Finally, few studies have incorporated theoretically informed cognitive or behavioral features to increase motivation for PA [29]. Therefore, the development of PA interventions that can address these key limitations may lead to better outcomes in patients with AUD.

Using technology such as activity monitors and smartphones to support PA interventions has numerous advantages. For example, self-monitoring of PA is one of the most effective strategies for increasing PA [30] but is burdensome for individuals. Activity monitors and smartphone apps may ease this burden (ie, people usually have their phones with them) [31] in an efficient, interactive, and tailored manner [32]. Activity monitors and smartphone apps provide device-based PA feedback that can be used to produce individualized goal setting. Another advantage of using mobile apps to deliver PA interventions is the decreased need for formal training of providers on how to conduct PA counseling in individuals with AUD [33]. Furthermore, as smartphones are owned by over 85% of the population across most demographics [34], smartphone apps are a potentially cost-effective approach that can reach a wide number of individuals with AUD, with the ability to convey standardized therapeutic information within the app.

Although many smartphone-based PA apps are available, very few are theoretically informed or have been empirically
evaluated [35,36] and none, beyond this study, have targeted a population with AUD. Most people are motivated to exercise for health enhancement, weight loss, and appearance [37]. However, long-term engagement in PA continues to be a significant public health challenge, including for those with AUD [26]. Social cognitive theory [38] posits that behavior is increased or sustained when it is immediately reinforced, and self-determination theory [39] identifies intrinsic goals and motivation as key for long-term adherence to PA. Indeed, personally meaningful goals (rather than culturally or societally driven expectations of exercise) are critical for sustaining behavior change [40]. A PA smartphone app may help patients with AUD in early recovery to identify and support unique intrinsic sobriety-related goals and motivations that, if integrated with their PA goals, could lead to the adoption and maintenance of an exercise program. For example, by using a mobile app that facilitates self-monitoring and provides feedback, patients with AUD could increase their awareness of the immediate benefits of PA bouts on negative affect and alcohol cravings [24] and, in turn, be more likely to persist with PA.

**Objectives**

The purpose of this study was to determine the feasibility and acceptability of a recently developed PA smartphone app called Fit&Sober for patients with AUD. To do so, we conducted an open trial in which the Fit&Sober app was pilot-tested for 12 weeks in a small sample of individuals with AUD in early recovery (N=22). The details on the formative work conducted in developing the Fit&Sober app are available in the study by Abrantes et al [41]. We hypothesized that participants would report that using the Fit&Sober app was feasible and acceptable, while also demonstrating increase in PA and quality of life and decrease in alcohol consumption, anxiety, depression, and alcohol craving after 12 weeks of app use.

**Methods**

**Procedure and Study Design**

The Alcohol and Drug Partial (ADP) hospitalization program runs every day of the week from 9 AM to 3:30 PM. ADP is an abstinence-based, relapse prevention program focused on increasing cognitive behavioral skills for sobriety. The patients participated in daily group and individual therapy, received medication management, and were discharged with aftercare plans in place. The length of stay ranged from 5 to 10 days. Upon treatment admission, the patients’ medical records were screened, and those who met the study criteria were provided with brief information about the study. Interested participants underwent a brief screen (5-10 minutes) to determine their PA levels and smartphone ownership. If eligible, the participants were scheduled for a more comprehensive baseline assessment (approximately 90 minutes) on the following day. Informed consent was obtained, and assessment measures to confirm eligibility were conducted at the baseline appointment. The study physician reviewed the patient’s medical history and results of a routine physical examination conducted during partial hospitalization. Upon receiving medical clearance to exercise, participants were enrolled into the open pilot trial and scheduled for an app orientation session. All procedures were performed within 5 to 10 days of partial hospitalization. Participants were contacted at 2, 6, and 12 weeks after discharge from ADP hospitalization to provide feedback on their use of the Fit&Sober app and to complete clinical outcome measures (at 12 weeks only).

**Participants**

The inclusion and exclusion criteria for the study are presented in Textbox 1.

A total of 48 patients in an ADP hospitalization program in the northeast region of the United States were screened for study eligibility from December 2017 to June 2018. Of these, 42% (20/48) of participants did not meet the eligibility criteria for the following reasons: they were too physically active (11/20, 55%), did not own a smartphone (6/20, 30%), were diagnosed with a manic episode in the past 6 months (1/20, 5%), were diagnosed with a moderate or severe substance use disorder (1/20, 5%), or were not medically cleared (1/20, 5%). In addition, 8% (4/48) of participants declined to participate, and 4% (2/48) of participants did not complete all baseline procedures, leaving 22 participants who were fully eligible and enrolled in the study.
Ethical Considerations

All procedures performed in the studies involving human participants were in accordance with the ethical standards of the institutional review board of Butler Hospital in Providence, Rhode Island, United States (protocol 1604-003). Informed consent was obtained from all the participants included in the study. This study was registered at ClinicalTrials.gov (NCT02958280).

Intervention

App Orientation Session

In preparation for the app orientation session, the research staff downloaded the Fit&Sober and Fitbit apps onto the participants’ smartphones. The orientation session was conducted by a doctoral-level study clinician and lasted for approximately 30 to 40 minutes. It included brief advice on increasing PA during early recovery, providing an overview and walkthrough of Fit&Sober app components, and connecting a wrist-worn Fitbit device (Charge HR) to the Fit&Sober app. Brief advice provided participants with information on the public health guidelines for PA, the benefits of PA for physical and mental health, as well as sobriety, strategies for getting started, and instruction on gradually increasing PA. Then, participants were guided through the Fit&Sober app’s setup that included entry of their sobriety date, selection of values-driven statements on reasons for increasing PA during early recovery (eg, “Being physically active will help me stay sober”), names of social support for PA and recovery, inputting of initial PA goals (ie, steps per day and minutes per week of PA), and present-moment ratings of mood and alcohol cravings. Finally, with the participants’ permission, their Fitbit accounts were connected to the Fit&Sober app so that their PA data migrated to the Fit&Sober app and populated PA graphs on the Fit&Sober app’s dashboard in real time. Participants were instructed to use the Fit&Sober app daily for the next 12 weeks.

Textbox 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Aged between 18 and 65 years</td>
</tr>
<tr>
<td>• Met the Diagnostic and Statistical Manual of Mental Disorders (DSM), Fifth Edition, criteria for alcohol use disorder as assessed by the Structured Clinical Interview for the DSM-Patient Version</td>
</tr>
<tr>
<td>• Reported low physical activity (ie, &lt;90 minutes of moderate-intensity exercise per week for the past 6 months)</td>
</tr>
<tr>
<td>• Engaged in alcohol treatment</td>
</tr>
<tr>
<td>• Owned a smartphone</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Clinical diagnosis from a medical record review of current moderate-severe substance use disorder (except nicotine), anorexia, bulimia nervosa, or mania</td>
</tr>
<tr>
<td>• History of psychotic disorder or had current psychotic symptoms</td>
</tr>
<tr>
<td>• Endorsed current suicidality or homicidality</td>
</tr>
<tr>
<td>• Physical or medical problem that would not allow safe participation in a program of moderate-intensity physical activity</td>
</tr>
<tr>
<td>• Currently pregnant or expressed intent to become pregnant during the next 12 weeks</td>
</tr>
</tbody>
</table>

Fit&Sober App

The development of the Fit&Sober app was guided by social cognitive theory [38] and self-determination theory [39], and a detailed description of its features and components can be found in the study by Abrantes et al [41], along with specific links between theory concepts and app features. In brief, the goals of the Fit&Sober app were to facilitate self-monitoring of PA engagement and daily mood and alcohol cravings, increase awareness of the immediate benefits of PA on mood and cravings, encourage setting and adjusting PA goals, provide resources and increase knowledge for increasing PA, and serve as a resource for alcohol relapse prevention strategies. Therefore, the Fit&Sober app was designed as a readily accessible tool to aid patients in early alcohol recovery and improve treatment outcomes through increased engagement in PA. To that end, the following functionalities were available in the app: (1) real-time graphical displays of daily progress toward step per day goal and weekly progress toward minutes per week of PA; (2) personalized, values-based messages on reasons for engaging in PA during early recovery that are refreshed each time the user opens the app; (3) daily notifications to input mood and cravings ratings in the morning and after bouts of PA are detected that are then graphically displayed on the dashboard to reflect changes in mood and cravings after engaging in PA; (4) the ability to directly contact social supports for PA and recovery directly from the app (eg, send an SMS text message), when needed; (5) the ability to find local community PA resources by inputting zip codes; (6) alcohol relapse prevention resources that include strategies for managing cravings, a link to the meeting finder on the Alcoholics Anonymous website, and ready access to sobriety support through SMS text messaging or phone call to their identified network of supports; and (7) dashboard view of total days sober, with the ability to change sobriety date. Finally, efforts to support engagement with the Fit&Sober app included gamification and inactivity notices. Specifically, participants were able to collect points as they engaged in the app (eg, completed mood ratings and activity, and (2) dashboard view of total days sober, with the ability to change sobriety date. Finally, efforts to support engagement with the Fit&Sober app included gamification and inactivity notices. Specifically, participants were able to collect points as they engaged in the app (eg, completed mood ratings and activity, and...
updated PA goals) and were able to move up in rank based on the number of points they collect. Figure 1 presents screenshots of the Fit&Sober app.

**Figure 1.** Screenshots of the Fit&Sober app.

### Measures

#### Alcohol Use

The Timeline Follow Back (TLFB) [42] was administered at baseline and at the end of treatment (EOT) to assess the frequency of alcohol use over the previous 90 days. The TLFB uses anchor dates such as holidays to prompt participant recall. Using data from the TLFB, we calculated 2 indices of alcohol use for our analyses: days of alcohol use and percentage of abstinent days.

#### Alcohol Craving

The Penn Alcohol Craving Scale [43] is a 5-item measure designed to assess recent craving. Participants were asked to rate their experiences over the past week on a scale of 0 (low) to 6 (high). In this study, Cronbach $\alpha$ reliability coefficients were excellent, with an $\alpha$ of .89 at baseline and .98 at EOT.

#### Self-report PA

Consistent with adding exercise as a “vital sign” [44], self-reported levels of PA were assessed by asking participants (1) Over the last 3 months, on average how many days per week did you exercise? and (2) On those days, on average how many minutes per day did you exercise? The weekly time spent exercising was calculated by multiplying these 2 responses.

#### Objectively Measured PA

At baseline, participants wore a GT3x accelerometer (ActiGraph). The duration of accelerometer use was dependent on the timing of study enrollment relative to hospital discharge. Considering the varying length of stay, it was not possible for all participants to wear the accelerometer for the desired 7 days, the gold standard for in vivo accelerometry assessments. For the purposes of this study, baseline step counts were calculated for participants with at least one valid day, defined here as 8 hours per day of accelerometer wear time. Wear time validation was conducted using ActiLife Software (ActiGraph, LLC), using the Choi algorithm [45].

#### Depressive Symptoms

Depressive symptoms were assessed using the Center for Epidemiologic Studies Depression Scale-Revised [46]. This scale is a 20-item measure that assesses depressive symptoms on a 4-point scale (0-3). After reverse coding appropriate items, the depressive symptom score was obtained by summing the 20 items, with higher scores indicating higher levels of depressive symptoms (Cronbach $\alpha$=.82 at baseline and Cronbach $\alpha$=.86 at EOT).

#### Anxiety Symptoms

The Generalized Anxiety Disorder-7 [47] was used as a measure of generalized anxiety disorder symptomatology. The Generalized Anxiety Disorder-7 asks participants to rate how often over the last 2 weeks they have experienced 7 symptoms of anxiety on a scale of 0 (not at all) to 3 (nearly every day; $\alpha$=.86 at baseline and $\alpha$=.94 at EOT).

#### Quality of Life

This was measured using the Quality of Life Enjoyment and Satisfaction Questionnaire-Short Form [48]. This questionnaire is a 16-item self-report measure of enjoyment and satisfaction in various domains of life, including physical health, mood, work, leisure, and social activities. Participants rated their satisfaction in the past week on a 5-point scale (1=very poor to 5=very good). In this study, $\alpha$ reliability coefficients were excellent ($\alpha$=.95 at baseline and $\alpha$=.96 at EOT).

#### Usability and Acceptability

Participants completed the 8-item Client Satisfaction Questionnaire [49] at EOT that assessed the level of satisfaction with the app and overall program on a scale of 1 to 4, with higher numbers indicating greater satisfaction.
The participants completed the 10-item System Usability Scale (SUS) [50,51] at the 12-week EOT assessment. The range of scores on the SUS was 0 to 100, and scores of ≥70 indicated good usability and satisfaction [52]. We also evaluated the attractiveness and detail of the 8 design features on the app on a scale of 1 (very unattractive or not detailed at all) to 5 (very attractive or very detailed). Participants were then asked to rate the usefulness of the proposed app components on a scale of 1 (not useful at all) to 5 (very useful).

Participants were asked to rate their experience with the Fitbit tracker using the 19-item Participant Experience Questionnaire of Wearable Activity Trackers [53], with items rated on a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). Sample items included, “I found the Fitbit activity tracker to be clear and understandable to use” and “I have the technology necessary to use the Fitbit activity tracker.” To determine the helpfulness of the specific Fit&Sober app components, participants were asked to rate a series of statements on a scale of 0 (not helpful) to 10 (extremely helpful). This measure contained 13 items and included items such as, “I am able to identify my social support for exercise (eg, someone to exercise with me)” and “I am able to see how my cravings or urges for alcohol change with exercise.”

### App Use

Participants were asked to estimate how many days per week they used the app and which components of the app they used at 2, 6, and 12 weeks after discharge. In addition, the frequency of days when the Fit&Sober app was opened was collected from the app metadata.

### Data Analysis Plan

We presented descriptive statistics for participant characteristics at baseline, including demographic information, self-reported alcohol use, PA, depression, anxiety, and quality of life. Baseline demographic and clinical characteristics were compared between participants who completed the EOT assessments and those who did not, using chi-square and 2-tailed t tests. Descriptive statistics were presented to evaluate the participants’ perceptions of acceptability and feasibility. Given the developmental nature of this project, we conducted an open pilot study with a small sample (N=22), although sufficient to provide relatively stable group means for the dependent measures of interest. Therefore, we refrained from conducting significance testing and instead calculated effect sizes [54] in the form of Cohen d [55].

### Results

#### Participant Characteristics

Participants (N=22) ranged in age from 20 to 61 years, with a mean age of 43.64 (SD 11.57) years, including more than half of the sample being women (13/22, 59%) and most being White (21/22, 95%) individuals. At baseline, participants drank an average of 65.09 (SD 19.79) days in the past 90 days, and when they drank, they averaged 9.2 (SD 3.8) drinks per drinking day. Half of the participants (11/22, 50%) used an iPhone and the other half (11/22, 50%) used an Android phone. At the 3-month follow-up, 86% (19/22) of patients provided data.

#### Feasibility and Acceptability

App use was determined by self-report at the 2-, 6-, and 12-week assessments and by examination of the Fit&Sober metadata. Table 1 presents the mean number of days per week that participants reported opening and interacting with the app, as well as the percentage of participants who interacted with specific app features at each time point. Table 2 presents the app metadata on the percentage of the sample who used the app (ie, opening the app on a given day) and the average number of days per week of use across the 12-week intervention period. On average, at the end of the intervention period, participants self-reported using the app 4.33 (SD 2.72) days per week. In comparison, the Fit&Sober app metadata suggested that participants used the app, defined as opening the app, 2.55 (SD 1.68) days per week. At the EOT, on average, the SUS total score was 74.64 (SD 14.90) for the Fit&Sober app. Further, the app’s average attractiveness was 3.20 (SD 1.16), and its usefulness was 3.11 (SD 1.07) on a scale of 1 to 5. Satisfaction ratings on the Client Satisfaction Questionnaire were generally high, with an average of 3.40 (SD 0.43) for the full scale (on a 1–4 scale). Individual item-level mean ratings were as follows: quality of program 3.44 (SD 0.51), the kind of program participant wanted 3.31 (SD 0.60), program meeting participant needs 3.13 (SD 0.81), recommend to a friend 3.63 (SD 0.62), amount of help received 3.44 (SD 0.89), helped with increasing PA 3.44 (SD 0.63), overall satisfaction 3.38 (SD 0.81), would come back to program in the future 3.44 (SD 0.51), and a supplemental question of whether PA helped with alcohol recovery 3.31 (SD 0.87).

Overall, participants found the app helpful, 6.26 (SD 2.11) on a 1 to 10 scale. Table 3 details the item-level ratings of how helpful the participants found the various components of the app. The components that received a high rating of ≥7 were keeping track of their PA, capability to see the number of sober days, observe mood change with PA, and the app’s ability to communicate with the Fitbit tracker. The components that received a lower rating of ≤5 were finding social support for PA, sobriety, and seeing motivational quotes every day. Finally, participants wore the Fitbit for an average of 9.5 (SD 3.7) weeks (ie, 79%) of the intervention period and reported being generally satisfied with the tracker, with an average rating of 4.04 (SD 1.16) at the EOT.

The mean of number of days of valid accelerometer wear time was 2.4 (SD 1.4). Accelerometry data collected at baseline were available for 95% (21/22) of participants. The baseline wear time for this sample (N=22) was as follows: 1 day (4/22, 18%), 2 days (9/22, 41%), 3 days (4/22, 18%), 4 days (2/22, 9%), 5 days (1/22, 5%), and 6 days (1/22, 5%). Daily step counts were collected throughout the 12-week intervention objectively via the Fitbit, with average daily step counts calculated for participants who had at least 8 weeks of Fitbit data, with Fitbit devices worn at least 8 hours per day (18/22, 82%).
## Table 1. Self-reported use of the Fit&Sober app.

<table>
<thead>
<tr>
<th>App use features</th>
<th>Weeks 1 and 2 (n=15)</th>
<th>Weeks 3-6 (n=14)</th>
<th>Weeks 7-12 (n=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opened the app (days per week), mean (SD)</td>
<td>5.33 (1.95)</td>
<td>4.33 (2.6)</td>
<td>4.21 (2.7)</td>
</tr>
<tr>
<td>Interacted with the app(^a) (days per week), mean (SD)</td>
<td>5.04 (2.42)</td>
<td>3.95 (2.81)</td>
<td>3.63 (2.89)</td>
</tr>
</tbody>
</table>

### Sample who interacted with each of the following Fit&Sober app features, n (%)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Weeks 1 and 2</th>
<th>Weeks 3-6</th>
<th>Weeks 7-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Updated PA(^b) goals</td>
<td>10 (67)</td>
<td>8 (57)</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Responded to notifications the app sent</td>
<td>12 (79)</td>
<td>9 (62)</td>
<td>13 (68)</td>
</tr>
<tr>
<td>Entered mood ratings after a bout of PA</td>
<td>13 (87)</td>
<td>10 (71)</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Reviewed mood ratings graphs</td>
<td>9 (60)</td>
<td>11 (77)</td>
<td>11 (58)</td>
</tr>
<tr>
<td>Updated social supports for PA and sobriety</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Updated sobriety date</td>
<td>0 (0)</td>
<td>2 (14)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Updated reasons for PA</td>
<td>1 (7)</td>
<td>1 (7)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Reviewed the alcohol relapse prevention strategies</td>
<td>5 (27)</td>
<td>5 (36)</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Looked for ideas for increasing PA</td>
<td>6 (40)</td>
<td>7 (50)</td>
<td>4 (21)</td>
</tr>
</tbody>
</table>

\(^a\)Do something on the app.  
\(^b\)PA: physical activity.

## Table 2. Objective app use from the Fit&Sober app metadata.

<table>
<thead>
<tr>
<th>Intervention week</th>
<th>Sample who used the app, n (%)</th>
<th>App use (days per week), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 (82)</td>
<td>4.4 (1.5)</td>
</tr>
<tr>
<td></td>
<td>2 (77)</td>
<td>3.7 (2.5)</td>
</tr>
<tr>
<td></td>
<td>3 (82)</td>
<td>3.4 (2.5)</td>
</tr>
<tr>
<td></td>
<td>4 (73)</td>
<td>2.4 (2.1)</td>
</tr>
<tr>
<td></td>
<td>5 (64)</td>
<td>1.9 (1.9)</td>
</tr>
<tr>
<td></td>
<td>6 (64)</td>
<td>2.7 (2.3)</td>
</tr>
<tr>
<td></td>
<td>7 (73)</td>
<td>2.8 (2.4)</td>
</tr>
<tr>
<td></td>
<td>8 (73)</td>
<td>2.8 (2.5)</td>
</tr>
<tr>
<td></td>
<td>9 (55)</td>
<td>1.8 (2.1)</td>
</tr>
<tr>
<td></td>
<td>10 (50)</td>
<td>1.8 (2.2)</td>
</tr>
<tr>
<td></td>
<td>11 (50)</td>
<td>1.7 (1.8)</td>
</tr>
<tr>
<td></td>
<td>12 (45)</td>
<td>1.6 (2.2)</td>
</tr>
</tbody>
</table>

## Table 3. Item-level ratings of the self-reported helpfulness of various components of the Fit&Sober app\(^a\).

<table>
<thead>
<tr>
<th>App feature</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I am able to set my own exercise goals</td>
<td>6.29 (2.89)</td>
</tr>
<tr>
<td>2. I am able to see my progress toward achieving my exercise goal</td>
<td>6.59 (2.85)</td>
</tr>
<tr>
<td>3. I am able to track my physical activity</td>
<td>7.29 (2.57)</td>
</tr>
<tr>
<td>4. I am able to keep track of how many days I have been sober</td>
<td>8.59 (2.00)</td>
</tr>
<tr>
<td>5. I am able to identify my social supports for exercise</td>
<td>4.71 (3.35)</td>
</tr>
<tr>
<td>6. I am able to identify my social supports for sobriety</td>
<td>4.59 (3.39)</td>
</tr>
<tr>
<td>7. I am able to identify my values and the reasons I am increasing my physical activity</td>
<td>6.06 (3.09)</td>
</tr>
<tr>
<td>8. I am able to see how my mood changes with exercise</td>
<td>7.18 (2.86)</td>
</tr>
<tr>
<td>9. I am able to see how my cravings or urges for alcohol change with exercise</td>
<td>6.71 (2.87)</td>
</tr>
<tr>
<td>10. I am able to view motivational quotes every day</td>
<td>4.88 (3.44)</td>
</tr>
<tr>
<td>11. I am able to receive specific advice if I feel an urge to drink</td>
<td>5.24 (3.47)</td>
</tr>
<tr>
<td>12. I am able to view resources and ideas for ways I can be more physically active</td>
<td>5.47 (3.12)</td>
</tr>
<tr>
<td>13. The app is able to communicate with the Fitbit tracker</td>
<td>7.82 (2.30)</td>
</tr>
</tbody>
</table>

\(^a\)The range of items is 1 to 10 with higher ratings indicating greater helpfulness.

## PA Outcomes

PA assessments included self-reported average minutes per week of exercise (assessed with the Exercise as a Vital Sign questions) over the last 3 months, 7-day accelerometry-derived steps per day, and daily steps per day from the Fitbit during the 12 weeks of the intervention. Baseline steps per day collected from wearing the GT3x accelerometer averaged 5783 (SD=2511) steps per day. Among the participants who wore Fitbit for at least 8 weeks (18/22, 82%), the average steps per
day over the course of the 12-week intervention was 7236 (SD 3130). Self-report of average minutes per week of exercise at baseline was 76.13 (SD 124.11) and at the EOT was 160.82 (SD 149.76); a moderate effect of increase in self-reported PA (Cohen \(d=0.65\), 95% CI 0.11-1.16). Self-reported PA over the 12-week intervention and the average, objective measurement of steps per day on the Fitbit during the intervention were highly correlated, although the 95% CI was large (\(r=0.51\), 95% CI –0.03 to 0.82). Table 4 presents the means and effect sizes, and Figure 2 presents the changes in steps per day over the course of each week of the intervention.

<table>
<thead>
<tr>
<th>Intervention outcomes</th>
<th>Baseline (n=22), mean (SD)</th>
<th>End of treatment (n=19), mean (SD)</th>
<th>Cohen (d) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alcohol outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of days drinking alcohol in the preceding 90 days</td>
<td>65.09 (19.79)</td>
<td>7.47 (19.92)</td>
<td>–2.27 (–3.12 to –1.40)</td>
</tr>
<tr>
<td>Percentage of abstinent days</td>
<td>27.68 (21.99)</td>
<td>91.10 (23.72)</td>
<td>2.17 (1.33 to 2.99)</td>
</tr>
<tr>
<td>Alcohol craving</td>
<td>13.41 (7.01)</td>
<td>9.56 (8.90)</td>
<td>–0.36 (–0.86 to 0.16)</td>
</tr>
<tr>
<td><strong>Mental health outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety (\text{GAD-7}^a)</td>
<td>13.86 (4.73)</td>
<td>9.31 (7.14)</td>
<td>–0.71 (–1.25 to –0.15)</td>
</tr>
<tr>
<td>Depression (\text{CES-D}^b)</td>
<td>29.09 (9.28)</td>
<td>25.19 (11.81)</td>
<td>–0.58 (–1.10 to –0.40)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>38.47 (12.95)</td>
<td>44.54 (15.33)</td>
<td>0.58 (–0.21 to 1.16)</td>
</tr>
<tr>
<td><strong>PA^c outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-reported minutes of PA during the 12-week intervention</td>
<td>76.13 (124.11)</td>
<td>160.82 (149.76)</td>
<td>0.65 (0.11 to 1.16)</td>
</tr>
<tr>
<td>Objectively measured steps per day^d</td>
<td>5784 (2511)</td>
<td>7236 (3130)</td>
<td>0.35 (–0.15 to 0.83)</td>
</tr>
</tbody>
</table>

\(^a\)GAD-7: Generalized Anxiety Disorder-7.
\(^b\)CES-D: Center for Epidemiologic Studies Depression Scale-Revised.
\(^c\)PA: physical activity.
\(^d\)Accelerometer at baseline; average steps per day over 12-weeks with Fitbit (among participants with 8 weeks of Fitbit data; n=18).

**Alcohol Outcomes**

Among participants who completed the EOT assessment (n=19), 10 (53%) reported complete abstinence over the course of the 12-week intervention. Among the 9 individuals who consumed alcohol, 7 (78%) did so for 6 days or fewer, 1 (11%) consumed alcohol for 47 days, and 1 (11%) consumed alcohol on 77 days in the past 90 days. Overall, the mean reduction in percentage of abstinent days was a Cohen \(d=2.77\). In addition, participants demonstrated lower levels of alcohol craving at EOT (mean 56, SD 8.90) than at baseline (mean 13.41, SD 7.01, Cohen \(d=0.48\). Table 4 presents the means and effect sizes.

**Figure 2.** Steps per day (Accelerometer at baseline and Fitbit during the 12-week intervention.)
Mental Health Outcomes

Participants who completed the EOT assessment reported decrease in anxiety (Cohen $d=-0.71$, 95% CI $-1.25$ to $-0.15$) and depressive symptoms (Cohen $d=-0.58$, 95% CI $-1.10$ to $-0.21$) from baseline to the EOT. There were also improvements in the quality-of-life scores (Cohen $d=0.58$, 95% CI $-0.21$ to 1.16).

Discussion

Principal Findings

This open pilot trial examined the use of Fit&Sober, a theoretically informed PA smartphone app, targeted toward patients with AUD, in early recovery. The results of this study show high levels of feasibility and acceptability of the Fit&Sober app over a 12-week period. In addition, large effect sizes were observed for changes in alcohol outcomes, small-to-moderate effects for increases in PA and quality of life, and reductions in anxiety and depression from baseline to the EOT. These findings are promising and suggest that future research to determine the efficacy of the Fit&Sober app compared with a control condition is warranted.

Comparison With Prior Work

Despite the high ratings on measures of app satisfaction, usability, and helpfulness, app use declined over time, such that fewer than half of the participants were using it at the end of the 12-week intervention period. However, these levels of app use are quite comparable and, in some cases, more favorable than what has been reported in previous studies on both PA and alcohol apps. For example, in testing a well-designed, theoretically informed smartphone app for increasing PA and decreasing sedentary behavior, Direito et al [56] found that participants opened the app an average of 11 days during the entire 8-week intervention. In addition, over the course of 5 months, use of 3 different PA apps showed declines ranging from 45% to 75% in use [57]. Similarly, among at-risk drinkers who were interested in reducing their alcohol consumption, 50% had stopped using an app by the end of the first month [58]. In another study of a Veteran population engaged in alcohol misuse, an alcohol self-management app was used by 96% of the sample in week 1, which decreased to 55% by week 4 [59]. Indeed, long-term app use is quite low for health apps—the vast majority of health app users stop using the app after 10 visits and 26% use it only once after downloading it [60]. Our results also suggest that participants may self-report higher use than actual use. Given the social desirability of reporting greater app use observed in our study, future research should consider including objective indicators of app use, such as app metadata.

Although app use consistently wanes over time, it appears that the extent of app use may not be related to either increase in PA or decrease in drinking [61,62]. In other words, even when marked decreases in app use were observed, significant increase in PA and decrease in drinking behaviors also occurred [56,59,63]. Thus, some individuals may be able to increase their PA and sustain this change over time with only a few weeks of app use. In future studies, typologies of user engagement with mobile health (mHealth) apps can be identified and then examined in relation to changes in the desired behavioral outcome (eg, PA or drinking), and the utility of these apps in changing and maintaining specific behaviors can be better determined.

The participants in this study demonstrated a 25% increase in objectively determined steps per day (approximately 1400 steps per day from baseline). Increase of 26.9% in steps per day have been shown to result in significant improvements in health, including decreased blood pressure [64]. In a recent systematic review of PA smartphone apps, there was a mean increase of 476 steps per day in those assigned to the app conditions [65]. Therefore, the observed increase in our study are consistent with those of prior research. However, our baseline accelerometer-determined steps per day was limited by less-than-ideal wear time. Indeed, it was challenging to collect a full 7 days of accelerometer wear time, the gold standard in PA research, given the varied and short duration of partial hospitalization admissions and the goal of orienting patients to the app before their discharge from treatment. However, adherence to wearing the Fitbit tracker was good and similar to other patient populations (eg, 39.6%-85.7% in a systematic review of adherence to PA monitoring devices in adults with cardiovascular disease [66]). Given that Fitbit devices are valid for the measurement of steps [67], are feasibly worn for long durations, and considered satisfactory by users, future studies may consider their use for objectively determining long-term engagement in PA, which has, to date, been limited to self-report.

Certain features of the app were used by a greater number of participants than the other features. Specifically, updating PA goals, monitoring changes in mood, and responding to notifications were more popular than updating social support, sobriety dates, and updating reasons for being physically active. Daily app notifications were targeted toward reminding users to self-monitor mood and cravings and update PA goals, which correspond to the features most used by participants. As such, sending notifications to users is an effective strategy for increasing engagement with specific features of the app. Future studies may benefit from the inclusion of innovative designs that allow for microrandomization messaging and notifications (ie, randomizing messages or notifications at the daily level) to identify those most likely to lead to increases in app engagement and behavior change [68].

The last decade has witnessed an increase in the number of smartphone apps targeting individuals with AUD [69]. The acceptability of smartphone apps among at-risk drinkers is high, but their effect on changes in drinking outcomes has been mixed [70]. Common features of these apps include tracking of drinking, alcohol-related consequences, and locating 12-step meetings and treatment programs [69]. Several of the Fit&Sober app features were directly relevant to alcohol recovery including tracking sobriety date and alcohol cravings, locating 12-step meetings, identifying sober supports, and strategies for preventing relapse. Integrating these alcohol-specific features into an app designed to increase PA is a novel approach that may provide an opportunity to synergistically impact multiple health behavior changes. However, PA apps that also include...
dietary components are not as effective at increasing PA as those focusing only on PA [65]. Therefore, future research that can test the effectiveness of specific combinations of app components may be necessary to optimize app use.

**Strengths and Limitations**

This study has several strengths. Our ability to collect objective metadata from app use allowed us to identify the most used app features. As mHealth apps are typically multicomponent, data regarding the usability of these features are critical for the continued optimization of the apps. In addition, we objectively measured PA outcomes. Indeed, overreliance on self-reported PA has been a limitation of prior PA studies with individuals with AUD. Our study demonstrated the feasibility of these passive data collection modalities and, in turn, increased the methodological rigor of this study.

There are also several limitations that merit further discussion. First, this was a small, open pilot study designed to determine the feasibility of the Fit&Sober app during early alcohol recovery. Although increases in PA and quality of life and decreases in anxiety and depression were observed, these effects cannot be attributed to the Fit&Sober app. It is possible that simply being in early recovery and engaging in these related activities (eg, attendance at 12-step meetings, therapy, and avoiding triggers) would lead to the same outcomes. Therefore, a future randomized controlled trial that accounts for these factors is necessary. Second, the sample lacked racial and ethnic heterogeneity. It is important to understand the feasibility and acceptability of the Fit&Sober app across a more diverse sample of patients. Third, the baseline accelerometry measurement of steps per day must be interpreted with caution, given the limited device wear time. The cost-benefit relationship of whether to delay a PA intervention to collect a rigorous assessment of objective PA measurement for individuals who could most benefit from immediately increasing PA (owing to higher levels of craving in the early periods of abstinence) needs to be examined in future research. Finally, although the 12-week duration of the intervention maps onto the first 90 days of recovery being the highest risk for relapse, any future study on the maintenance of PA would require longer study durations.

**Conclusions**

Individuals receiving treatment for AUD were willing to participate in an open pilot trial on the feasibility and acceptability of using a PA smartphone app tailored for early alcohol recovery. Participants used the app at rates consistent with other PA and AUD apps. They reported that utilizing the Fit&Sober app was helpful in increasing PA during the early stages of alcohol recovery. The observed increase in PA in this sample approximate those associated with significant improvements in physical health indicators, a critical finding, given the significant concomitant physical health problems experienced by individuals with AUD. Participants most often used the app to self-monitor PA goals, mood, and alcohol cravings, suggesting that these should be key features of any future efforts to optimize the Fit&Sober app or the development of other mHealth interventions for this population. Within-person changes in mental health and drinking outcomes were promising, although an important next step will be to conduct a randomized controlled trial to determine the efficacy of the Fit&Sober app in improving these alcohol treatment outcomes. In conclusion, if the efficacy of the Fit&Sober app can be established, patients with AUD can be provided with a valuable adjunct to traditional alcohol treatment that can be delivered in any setting and at any time, thereby improving the overall health and well-being of this population.
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Abstract

Background: Warnings about drug-drug interactions (DDIs) between warfarin and nonsteroidal anti-inflammatory drugs (NSAIDs) within electronic health records indicate potential harm but fail to account for contextual factors and preferences. We developed a tool called DDInteract to enhance and support shared decision-making (SDM) between patients and physicians when both warfarin and NSAIDs are used concurrently. DDInteract was designed to be integrated into electronic health records using interoperability standards.

Objective: The purpose of this study was to conduct a formative evaluation of a DDInteract that incorporates patient and product contextual factors to estimate the risk of bleeding.

Methods: A randomized formative evaluation was conducted to compare DDInteract to usual care (UC) using physician-patient dyads. Using case vignettes, physicians and patients on warfarin participated in simulated virtual clinical encounters where they discussed the use of taking ibuprofen and warfarin concurrently and determined an appropriate therapeutic plan based on the patient’s individualized risk. Dyads were randomized to either DDInteract or UC. Participants completed a postsession interview and survey of the SDM process. This included the 9-item Shared Decision-Making Questionnaire (SDM-Q-9), tool usability and workload National Aeronautics and Space Administration (NASA) Task Load Index, Unified Theory of Acceptance and Use of Technology (UTAUT), Perceived Behavioral Control (PBC) scale, System Usability Scale (SUS), and Decision Conflict Scale (DCS). They also were interviewed after the session to obtain perceptions on DDInteract and UC resources for DDIs.

Results: Twelve dyad encounters were performed using virtual software. Most (n=11, 91.7%) patients were over 50 years of age, and 9 (75%) had been taking warfarin for more than 2 years (75%). Regarding scores on the SDM-Q-9, participants rated DDInteract higher than UC for questions pertaining to helping patients clarify the decision (P=.03), involving patients in the decision (P=.01), displaying treatment options (P<.001), identifying advantages and disadvantages (P=.01), and facilitating patient understanding (P=.01) and discussion of preferences (P=.01). Five of the 8 UTAUT constructs showed differences between the 2 groups, favoring DDInteract (P<.05). Usability ratings from the SUS were significantly higher (P<.05) for physicians using DDInteract compared to those in the UC group but showed no differences from the patient’s perspective. No differences in patient responses were observed between groups using the DCS. During the session debrief, physicians indicated little concern for the
additional time or workload entailed by DDInteract use. Both clinicians and patients indicated that the tool was beneficial in simulated encounters to understand and mitigate the risk of harm from this DDI.

Conclusions: Overall, DDInteract may improve encounters where there is a risk of bleeding due to a potential drug-drug interaction involving anticoagulants. Participants rated DDInteract as logical and useful for enhancing SDM. They reported that they would be willing to use the tool for an interaction involving warfarin and NSAIDs.

Methods

Introduction

Approximately 8 million people in the United States received anticoagulants, including warfarin, in 2019 [1]. Warfarin is well known for having a multitude of drug-drug interactions (DDIs), with many avoided through health care provider awareness. However, studies found that up to 24% of people taking warfarin also received a prescription for nonsteroidal anti-inflammatory drugs (NSAIDs), and almost 50% of patients on warfarin have some form of ongoing pain [2,3]. Concomitant use of a NSAID and warfarin increases the risk of bleeding [4,5]. The risk of gastrointestinal (GI) bleeding is nearly 2-fold greater with this combination compared to using warfarin alone [5]. Furthermore, because ibuprofen and naproxen sodium are NSAIDs that are available over the counter (OTC), it is critical that patients understand the risks of taking the 2 medications concurrently. While the use of warfarin has declined since the approval of direct oral anticoagulants in 2013, it is the only anticoagulant indicated for mechanical valve replacement and is used by at least half of the patients taking oral anticoagulants [6-8]. Furthermore, patients’ knowledge of the adverse effects of NSAIDs is incomplete [9,10].

To improve health outcomes, stakeholders have advocated for the incorporation of shared decision-making (SDM) that encourages physicians to involve patients in selecting therapeutic treatments, among others [11]. SDM improves patient behavior and results in higher adherence to physician guidance, leading to improved health outcomes [12,13]. Currently, there are SDM tools available to facilitate decisions regarding nonvalvular atrial fibrillation anticoagulant treatment [14-18]. However, none of these SDM tools focus on or incorporate anticoagulant DDIs and their associated risks [19].

Current DDI alerting systems within electronic health records (EHRs) are clinician centric, suffer from high override rates, and do not account for patient and drug attributes that affect risk of harm from the interaction [20]. Furthermore, the primary source of DDI information (online DDI checkers) do not provide any personalized quantification of the risk of harm [21-24]. Accordingly, we developed DDInteract, a tool to facilitate SDM for patients receiving warfarin that calculates evidence-based risk of GI bleeding by considering an individual patient’s risk factors such as age, history of previous GI bleeding, and other medications [25]. We previously reported on the user-centered design and usability assessment of DDInteract. The purpose of this study was to conduct a formative evaluation comparing DDInteract to usual care (UC).

Study Design

This manuscript follows SUNDAE (Standards for Universal Reporting of Decision Aid Evaluations) guidelines [26]. We conducted a randomized formative evaluation of DDInteract compared to UC from March 2021 to August 2021. Formative evaluation is a research methodology used to rigorously examine factors that might influence the progress during the implementation of health care innovations [27]. We used a mixed methods approach, as we collected both quantitative and qualitative data.

Ethics Approval

This project was approved by University of Utah Institutional Review Board (00127062). All participants signed the inform consent before participating in this study.

Intervention

We designed DDInteract to be a free SDM tool that is integrated with the EHR to mitigate risk of harm due to DDIs involving warfarin and NSAIDs [25]. When launched from within an EHR, the tool retrieves risk factors from the patient’s record (eg, history of GI bleeding, age, medications) and calculates the patient’s risk of bleeding. A dynamic risk array displays and updates the risk of GI bleeding in real time based on clinician input, patient history, and medication choices (Figure 1). When an NSAID is selected, the risk array changes to reflect the increase in risk due to the combined effects of both agents on risk of bleeding. The tool also (1) provides information on nonmedication treatments for pain, such as acupuncture and physical therapy; (2) includes strategies to reduce risk of GI bleeding through use of proton pump inhibitors; (3) facilitates the medication prescription process; (4) automates clinical documentation of the SDM discussion; and (5) provides patient education in an “after visit summary.” Further details about DDInteract functionality are described elsewhere, and the tool is available for demonstration purposes on the DDInteract website [28].
Study Settings

We randomized physician-patient dyads to participate in simulated clinical encounters using either DDInteract or conventional drug information resources (UC) to treat a patient on warfarin who is also seeking relief of pain by using an NSAID. Physicians in both groups (DDInteract or UC) received access to various online DDI resources (eg, Micromedex), while those in the intervention group also had access to DDInteract.

Recruitment: Inclusion and Exclusion Criteria

We recruited physicians through electronic communications, presentations to medical groups, and snowball sampling. The inclusion criteria for physicians required experience with treating patients on oral anticoagulants. We recruited patients from the University of Utah Health System, including the Division of Cardiology and the Anticoagulation Service. Patient participants needed to be older than 21 years of age, fluent in English, and currently taking an oral anticoagulant.

Encounters

We integrated and deployed DDInteract with the Logica sandbox EHR environment using the Substitutable Medical Applications and Reusable Technologies (SMART) guidelines on Fast Health Interoperability Resources (FHIR) standards [29]. Details on the technical architecture including interoperability approach are available elsewhere [30]. Physician-patient dyads participated in a simulated virtual encounter using an online meeting software and provided consent prior to starting the simulated encounter. We instructed both physicians and patients to conduct themselves as they would in an encounter where an anticoagulated patient wants to use ibuprofen to treat their pain but has concerns about bleeding. Participants permitted us to record the encounters. Physicians and patients received instructions separately via breakout rooms and asked study investigators any questions prior to the simulated visit.

Physicians randomized to the DDInteract group received a link to a video demonstrating the functionality of DDInteract, while those randomized to the UC group received information on the main topic and of online drug information sources that can screen for drug interactions (see Table S1 in the Multimedia Appendix 1). Physicians in both groups received access to online resources for DDIs to use during the encounter at their discretion. After the simulated encounters, both physicians and patients participated in a semistructured interview with a member of the research team to discuss the encounter and use of DDInteract and online drug information resources. Upon concluding the simulated encounter, participants completed an online survey containing the instruments described in the sequent section.

Outcomes

The primary outcome was quality of SDM according to the 9-item Shared Decision-Making Questionnaire (SDM-Q-9) questionnaire assessed by physicians. The physician postsimulation survey included items in 6 groupings: (1) SDM-Q-9 scale [31]; (2) adapted System Usability Scale (SUS) [32]; (3) National Aeronautics and Space Administration (NASA) Task Load Index (NASA-TLX) [33]; (4) Unified Theory of Acceptance and Use of Technology (UTAUT) [34], including the performance expectancy, effort expectancy, attitude toward using technology, social influence, facilitating conditions, self-efficacy, anxiety, and behavior constructs; (5)
Perceived Behavioral Control (PBC) scale [35]; and (6) questions pertaining to participants’ demographics and professional experience. The patients’ survey included 6 items adapted from the SUS scale, 11 items adapted from the Decisional Conflict Scale (DCS) [36], and questions about their demographics and anticoagulation treatment.

**Statistical Analysis**

We calculated the mean and standard deviation for each item/construct from the various scales and instruments. For SDM quality, which was the primary outcome, we conducted a 2-group Student t-test assessing differences for DDIInteract versus UC as rated by physicians. A similar approach was used to test for differences in secondary measures including the SUS, NASA-TLX, and UTAUT. The PBC scale rated by physicians was also analyzed using the same approach, as well as items on the DCS. The total time of the simulated encounter for both groups was compared using Student t-test. All statistical comparisons used a 2-tailed test with an alpha <.05. Given the relatively small sample size, no adjustments were made for multiple comparisons. Since we could not assume that the populations were normally distributed, we estimated the Mann-Whitney U test for all the outcomes reported. We also reviewed transcriptions of the post encounter semistructured interviews and highlighted the most insightful comments. All transcriptions were reviewed, and the principal investigators extracted the most relevant and repeated comments. Data were analyzed using Microsoft Excel for Mac 2016 (IBM Corp) and Stata (version 17, basic edition).

**Results**

**DDInteract Tool and UC Survey Results**

A total of 12 physician-patient dyads completed the formative evaluation. We randomized 6 dyads to DDIInteract and 6 to UC. Participant demographics appear in Table 1. The UC group had 1 more female physician and 2 more female patients than the DDIInteract group. All patients and 9 (75%) of the physicians reported being Caucasian. There was no difference in physicians’ self-reported experience managing patients with warfarin between the 2 groups (DDInteract 68.8, SD 31.5 vs UC 77.7, SD 20.6, from a 0-100 scale, P=.58).

The primary outcome of interest (SDM), as measured by the SDM-Q-9, appears in Table 2. Perceptions of SDM differed significantly between DDIInteract and UC groups for 6 of the 9 attributes (P<.05) and include: facilitated the discussion on preferences, assisted patient comprehension, presented different options, presented advantages and disadvantages of the different treatment options, involved the patient, and provided clarity on the decision to be made. Not surprisingly, the largest difference between the groups was with respect to presentation of different treatment options (mean 5.7, SD 0.5 vs mean 1.8, SD 1.2, P<.001) and presentation of advantages and disadvantages (mean 5.0, SD 1.1 vs mean 2.8, SD 1.2, P=.008) for DDI and UC, respectively.

The task load assessed by the NASA-TLX index, scaled from zero (low/easy/successful) to 10 (high/demanding/unsuccessful), was lower for the DDIInteract group than the UC group; it was not statistically significant but trended toward significance (mean 2.0, SD 1.2 vs mean 4.2, SD 2.1, P=.08, respectively) (Table 3). Participants indicated that DDIInteract took significantly less effort to use than the tools in UC (mean 0.8, SD 0.7 vs mean 7.3, SD 3.7, P=.008, respectively), but none of the other constructs differed significantly between the study groups.

Patient-reported scores on the adapted SUS scale did not differ between groups, but physician ratings differed significantly, with DDIInteract perceived as more logical, efficient, and helpful/effective than UC and SDM perceived as more valuable than using traditional DDI tools in UC (P<.05) (Table 4).

Physicians’ responses on a Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree) in the DDIInteract group differed from those in the UC group on the following UTAUT constructs: performance expectancy (mean 5.6, SD 1.2 vs mean 3.4, SD 1.7, P<.001), effort expectancy (mean 6.8, SD 0.5 vs mean 5.2, SD 1.6, P<.001), attitude toward using technology (mean 5.7, SD 1.1 vs mean 3.9, SD 1.8, P<.001), social influence (mean 5.5, SD 0.8 vs mean 4.1, SD 1.8, P<.001), and anxiety (mean 1.4, SD 0.5 vs mean 2.5, SD 1.5, P<.001), respectively (Table 5). In general, it appears that physicians perceived DDIInteract to perform better, require less effort, improve attitudes toward technology, be supported by administration and colleagues, and reduce perceived anxiety more compared to UC.

Table 6 shows the physicians’ assessment of PBC. Physicians exposed to DDIInteract were more likely to indicate using SDM in the clinic compared to physicians randomized to UC (mean 6.8, SD 0.4 vs mean 6.0, SD 0.6, P=.02, respectively). DDIInteract physicians were also more likely to perceive conducting SDM without extending the duration of the visit than UC physicians (mean 5.5, SD 0.5 vs mean 3.7, SD 1.5, P=.03). However, the mean duration of the encounters increased 5 minutes on average for the DDIInteract, but this increase did not significantly differ between the DDIInteract and UC groups (mean 17.6, SD 5.4 minutes vs mean 12.7, SD 4.8 minutes, P=.13). No other PBC items differed significantly between the 2 groups. There were no differences between the groups in patients’ ratings on the DCS (Table S2 in Multimedia Appendix 1).

The results of the nonparametric tests for the different outcomes (SDM-Q-9, UTAUT, SUS, NASA-TLX, PBC, and DCS) did not differ in terms of statistical significance from the ones presented above (Tables S3-S9 in Multimedia Appendix 1). Qualitative narrative data were collected to gain insight into participants thoughts on SDM and DDI.
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### Table 1. Participants’ sociodemographic, professional, and treatment characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Physicians</th>
<th>Patients</th>
<th>P value</th>
<th>Physicians</th>
<th>Patients</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DDInteract (N=6), n (%)</td>
<td>UC(^a) (N=6), n (%)</td>
<td></td>
<td>DDInteract (N=6), n (%)</td>
<td>UC (N=6), n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-29</td>
<td>1 (16.7)</td>
<td>—</td>
<td>.34</td>
<td>1 (16.7)</td>
<td>—</td>
<td>.39</td>
</tr>
<tr>
<td>30-39</td>
<td>2 (33.3)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>40-49</td>
<td>3 (50)</td>
<td>2 (33.3)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>50-59</td>
<td>—</td>
<td>1 (16.7)</td>
<td>3 (50)</td>
<td>2 (33.3)</td>
<td>4 (66.7)</td>
<td>.22</td>
</tr>
<tr>
<td>≥60</td>
<td>—</td>
<td>2 (33.3)</td>
<td>2 (33.3)</td>
<td>4 (66.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Female sex</strong></td>
<td></td>
<td></td>
<td>.37</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td>.64</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>American Indian/ Alaska Native</td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>—</td>
<td>1 (16.7)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>African American</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>White/ Caucasian</td>
<td>4 (66.7)</td>
<td>5 (83.3)</td>
<td>6 (100)</td>
<td>6 (100)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Multiple ethnicity/other</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Clinical experience</strong></td>
<td></td>
<td></td>
<td>.99</td>
<td></td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>≤5 years</td>
<td>1 (16.7)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>6-10 years</td>
<td>2 (33.3)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>11-15 years</td>
<td>2 (33.3)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>≥16 years</td>
<td>1 (16.7)</td>
<td>3 (50)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td>—</td>
<td></td>
<td>.50</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>College graduate</td>
<td>—</td>
<td>—</td>
<td>2 (33.3)</td>
<td>3 (50)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Attended college</td>
<td>—</td>
<td>—</td>
<td>1 (16.7)</td>
<td>1 (16.7)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>High school graduate</td>
<td>—</td>
<td>—</td>
<td>1 (16.7)</td>
<td>1 (16.7)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Completed graduate school</td>
<td>—</td>
<td>—</td>
<td>2 (33.3)</td>
<td>1 (16.7)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Time on anticoagulant</strong></td>
<td>—</td>
<td></td>
<td>.08</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>≤6 months</td>
<td>—</td>
<td>—</td>
<td>2 (33.3)</td>
<td>1 (16.7)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>&gt;6 months ≤2 years</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>0</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>≥2 years</td>
<td>—</td>
<td>—</td>
<td>4 (66.7)</td>
<td>5</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Time in clinical care</strong></td>
<td>—</td>
<td></td>
<td>.56</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>≤20% week</td>
<td>—</td>
<td>2 (33.3)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>21%-40% week</td>
<td>1 (16.7)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>41%-60% week</td>
<td>—</td>
<td>2 (33.3)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>61%-80% week</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>≥81% week</td>
<td>5 (83.3)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>3 (50)</td>
<td>3 (50)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Family medicine</td>
<td>1 (16.7)</td>
<td>2 (33.3)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Geriatric medicine</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>1 (16.7)</td>
<td>1 (16.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)UC: usual care.
Table 2. The 9-item Shared Decision-Making Questionnaire (SDM-Q-9).

<table>
<thead>
<tr>
<th>Item</th>
<th>Physicians, mean (SD)</th>
<th>UC&lt;sup&gt;a&lt;/sup&gt;</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarity of the SDM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.5 (0.8)</td>
<td>3.3 (0.8)</td>
<td>.03</td>
</tr>
<tr>
<td>Involve the patient</td>
<td>5.5 (0.5)</td>
<td>3.2 (1.3)</td>
<td>.01</td>
</tr>
<tr>
<td>Different option presented</td>
<td>5.7 (0.5)</td>
<td>1.8 (1.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Presented advantages/disadvantages</td>
<td>5.0 (1.1)</td>
<td>2.8 (1.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Assisted patient comprehension</td>
<td>4.8 (0.4)</td>
<td>2.7 (1.4)</td>
<td>.01</td>
</tr>
<tr>
<td>Facilitated discussion on preferences</td>
<td>5.2 (0.8)</td>
<td>3.0 (1.3)</td>
<td>.01</td>
</tr>
<tr>
<td>Evaluated options</td>
<td>5.0 (0.0)</td>
<td>4.7 (0.8)</td>
<td>.36</td>
</tr>
<tr>
<td>Co-selected a treatment option</td>
<td>5.2 (0.4)</td>
<td>5.0 (0.9)</td>
<td>.69</td>
</tr>
<tr>
<td>Reach an agreement</td>
<td>5.7 (0.5)</td>
<td>5.3 (0.8)</td>
<td>.42</td>
</tr>
</tbody>
</table>

<sup>a</sup>UC: usual care.
<sup>b</sup>SDM: shared decision-making.

Table 3. Adapted National Aeronautics and Space Administration Task Load Index (NASA-TLX)<sup>a</sup>.

<table>
<thead>
<tr>
<th>NASA&lt;sup&gt;b&lt;/sup&gt; Task Load Index construct</th>
<th>Questions</th>
<th>Physicians, mean (SD)</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DDInteract</td>
<td>UC&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mental demand</td>
<td>How much mental effort was required to decide on the patient’s treatment?</td>
<td>3.8 (1.0)</td>
<td>4.7 (3.2)</td>
</tr>
<tr>
<td>Physical effort</td>
<td>Was using the DDInteract decision tool easy or demanding?</td>
<td>0.8 (0.7)</td>
<td>7.3 (3.7)</td>
</tr>
<tr>
<td>Temporal demand</td>
<td>How much time did it take to investigate the drug interaction during the simulated visit?</td>
<td>1.8 (1.6)</td>
<td>3.6 (3.5)</td>
</tr>
<tr>
<td>Effort</td>
<td>How hard did you have to work to make a decision with the patient?</td>
<td>2.3 (1.0)</td>
<td>3.6 (2.6)</td>
</tr>
<tr>
<td>Performance</td>
<td>How successful do you think you were in making a shared decision with the DDInteract decision tool?</td>
<td>1.0 (0.9)</td>
<td>1.7 (1.8)</td>
</tr>
<tr>
<td>Total average</td>
<td></td>
<td>2.0 (1.2)</td>
<td>4.2 (2.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Likert scale from 0 (low/easy/successful) to 10 (high, demanding, unsuccessful).
<sup>b</sup>NASA: National Aeronautics and Space Administration.
<sup>c</sup>UC: usual care.

Table 4. Modified System Usability Scale (SUS).

<table>
<thead>
<tr>
<th>Items</th>
<th>Patients, mean (SD)</th>
<th><em>P</em> value</th>
<th>Physicians, mean (SD)</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DDInteract</td>
<td>UC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>DDInteract</td>
<td>UC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It was logical</td>
<td>4.7 (0.5)</td>
<td>4.8 (0.4)</td>
<td>.65</td>
<td>4.8 (0.4)</td>
</tr>
<tr>
<td>It was efficient</td>
<td>4.5 (0.5)</td>
<td>4.4 (0.5)</td>
<td>.77</td>
<td>4.7 (0.5)</td>
</tr>
<tr>
<td>Helpful/effective in the decision-making process</td>
<td>4.7 (0.5)</td>
<td>4.4 (0.9)</td>
<td>.57</td>
<td>4.5 (0.5)</td>
</tr>
<tr>
<td>The SDM&lt;sup&gt;b&lt;/sup&gt; using the tool was valuable</td>
<td>4.5 (0.5)</td>
<td>4.8 (0.4)</td>
<td>.26</td>
<td>4.7 (0.5)</td>
</tr>
<tr>
<td>The tool was valuable</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>4.3 (0.5)</td>
</tr>
<tr>
<td>Easy to use</td>
<td>4.5 (0.5)</td>
<td>4.4 (0.9)</td>
<td>.83</td>
<td>4.8 (0.4)</td>
</tr>
<tr>
<td>Enjoyed the experience</td>
<td>4.7 (0.5)</td>
<td>4.8 (0.4)</td>
<td>.55</td>
<td>N/A</td>
</tr>
<tr>
<td>Learned something from this experience</td>
<td>4.8 (0.4)</td>
<td>4.7 (0.8)</td>
<td>.67</td>
<td>4.5 (0.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>UC: usual care.
<sup>b</sup>SDM: shared decision-making.
<sup>c</sup>N/A: not applicable.
Table 5. Unified Theory of Acceptance and Use of Technology (UTAUT) responses.

<table>
<thead>
<tr>
<th>Item</th>
<th>Physicians, mean (SD)</th>
<th>UC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>5.6 (1.2)</td>
<td>3.4 (1.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>6.8 (0.5)</td>
<td>5.2 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attitude toward using technology</td>
<td>5.7 (1.1)</td>
<td>3.9 (1.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social influence</td>
<td>5.5 (0.9)</td>
<td>4.1 (1.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>5.3 (2.1)</td>
<td>4.6 (2.2)</td>
<td>.26</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>5.1 (1.9)</td>
<td>5.4 (1.7)</td>
<td>.58</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.4 (0.5)</td>
<td>2.5 (1.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Behavioral</td>
<td>5.5 (1.0)</td>
<td>4.7 (2.9)</td>
<td>.53</td>
</tr>
</tbody>
</table>

<sup>a</sup>UC: usual care.

Table 6. Perceived Behavioral Control (PBC) scale.

<table>
<thead>
<tr>
<th>Item</th>
<th>Physicians, mean (SD)</th>
<th>UC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am convinced that I can share decision - making in the clinic</td>
<td>6.8 (0.4)</td>
<td>6.0 (0.6)</td>
<td>.02</td>
</tr>
<tr>
<td>I have control over the level of SDM&lt;sup&gt;b&lt;/sup&gt; that is accomplished in the clinic</td>
<td>6.2 (0.8)</td>
<td>5.7 (0.5)</td>
<td>.21</td>
</tr>
<tr>
<td>I can perform SDM without extending the duration of the consultation</td>
<td>5.5 (0.5)</td>
<td>3.7 (1.5)</td>
<td>.03</td>
</tr>
<tr>
<td>Knowledge about SDM is important in order to apply SDM</td>
<td>6.5 (0.5)</td>
<td>5.7 (1.4)</td>
<td>.20</td>
</tr>
<tr>
<td>Communication skills are important for SDM</td>
<td>7 (0)</td>
<td>6.7 (0.5)</td>
<td>.17</td>
</tr>
<tr>
<td>Patients are motivated to participate in SDM</td>
<td>6 (0.9)</td>
<td>5.1 (2.2)</td>
<td>.44</td>
</tr>
<tr>
<td>In general patients have enough knowledge, intelligence and understanding needed for SDM</td>
<td>6 (0.9)</td>
<td>5 (1.7)</td>
<td>.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>UC: usual care.
<sup>b</sup>SDM: shared decision-making.

**Physician and Patient Perceptions Regarding the DDInteract Tool and Online DDI Resources**

After the virtual encounters, both clinicians and patients discussed the simulation using a semistructured interview format to elicit their impressions of DDInteract and online DDI resources. Below are select quotes from the participants. In general, DDInteract was well received by the physicians, as indicated by the following statements:

"I like it; it helps patients visualize the risk instead of me just talking statistics, they see the risk in the more obvious way. I like the intervention that shows the risk of bleeding, you can increase more risk factors for bleeding, the idea is excellent." [Physician #4, male]

"I really like it. Whenever I can, I like to show something visual while taking to the patient. It is very user friendly, simple. It is not overly complicated." [Physician #8, female]

Concerns about extra time involved in using DDInteract were not evident among the participants. One physician stated:

"I am trying to imagine having this conversation without the tool. I don't even think the tool would even make it longer; I think what it does is cut down on having to overly explain things, cut down on the feeling that I have to reemphasize things because it was a visual tool, and the patient is seeing what I am seeing, so they don't ask for repeating. So I probably save some questions too. In all I think it would save some time." [Physician #8, female]

Another physician felt that the tool would encourage more conversations with the patient and help them understand the risks associated with bleeding and anticoagulation treatment:

"I think it was fast to use. I see thrombosis patients, so I do a lot of counseling about warfarin or anticoagulation. I think I tend to assume that people have already been through education, but this would be nice because it will slow me down and help me actually understand what the risk is, which I might just summarize very quickly, but I think this would be really helpful from a patient standpoint to actually, like, seeing is something that explains it a little better." [Physician #10, female]
When patients were asked about the icon array in DDInteract as an approach to display the risk of bleeding, some comments included:

- I think seeing the graphic portrayal of the different risk levels and how to treat the pain was very helpful. I think it was well done...I thought this tool was much more thorough than the information that I’ve gotten in the normal clinic visit. I did not know the number of bleeds per 100 patients; that has never been discussed with me during my doctor visit. [Patient #10, female]

  The icon array definitely makes sense to me. [Patient #12, male]

- I learn better by what I see. [Patient #9, female]

- I think the chart with different numbers showing different reactions you get by taking ibuprofen kind of spells it out like black and white for me. [Patient #8, male]

Table S10 in Multimedia Appendix 1 provides additional comments made by the physicians and patients.

**Discussion**

**Principal Results**

Results of the formative evaluation suggest that there was a positive opinion of DDInteract as a potentially useful tool to help facilitate SDM concerning concomitant therapies that could result in a DDI. Physicians perceived the tool as intuitive, easy to use, and not increasing the amount of time during an encounter. After the simulated encounter, patients exposed to the DDInteract tool commented that they liked the way the information was presented, including the quantitative estimation of the risk and how risk changed according to patient factors in the user interface.

Physicians that used the DDInteract reported enhanced SDM compared to physicians randomized to UC using a standardized and validated tool (SDM-Q-9) [31,37]. This study demonstrates that DDInteract assisted in facilitating discussion, increasing patient comprehension, providing different treatment options with their respective advantages and disadvantages, and providing clarity around the treatment choices and the final decision. This contrasts with current warnings about potential interactions that are clinician orientated and not designed to be shared with patients.

Due to the ubiquitous use of NSAID pain relievers, including both prescription and over-the-counter products, patients play an important role in preventing harm from DDIs. Through education, patients can reduce harm by avoiding interacting OTC medications and monitoring signs and symptoms of adverse consequences [38]. One of the most important aspects of DDInteract is the risk array, which dynamically changes when risk factors or medications are selected. Usability studies have demonstrated that this approach is appealing and helpful for displaying the risk of harm [25]. Furthermore, physicians using DDInteract during the encounter received no additional training in SDM but rated SDM aspects higher than physicians randomized to UC.

**Secondary Results**

Results from the SUS index suggest that physicians rated DDInteract as more logical, efficient, valuable, easy to use, and helpful/effective than physicians in the UC who rated online compendia and traditional EHR tools. This finding is not surprising given the lack of patient-specific information provided by both EHR systems and online resources for DDIs. Only 1 attribute of the SUS (“learned something”) did not differ significantly between groups ($P_{=.06}$). Patient perceptions of DDInteract and UC tools did not differ on the SUS scale, a finding that might be attributable to patients wanting more information about DDIs [39,40].

DDInteract appeared to be intuitive and easy to use according to participant ratings on the NASA-TLX and UTAUT instruments. These results support those of a previously reported usability study that was conducted when designing the tool [25]. The NASA-TLX has been previously used to evaluate the workload associated with the new Clinical Decision Support Tool similar to DDInteract [41]. Compared to UC, physicians rated DDInteract higher on the UTAUT domains of performance expectancy, effort expectancy, attitude toward the technology, and social influence. Furthermore, DDInteract was associated with lower anxiety than UC resources for DDIs. These findings align with a metaregression of studies that evaluated effective clinical decision support using the UTAUT model and suggested that effort expectancy, facilitating conditions, and performance expectancy had a significant impact on clinician behavior [42].

Numerous studies evaluated medication-related CDS using the UTAUT, including studies examining a comprehensive CDS suite of tools called Sentri7/Quantifi [43], use of a decision aid for psychotic disorders [44], medication management in oncology settings [45], and a tool to help remind HIV positive men to use antiviral therapies when undertaking sexual activities [46]. However, to our knowledge, none have applied the UTAUT model to DDI-specific SDM.

Patient responses to the DCS did not differ between groups, which is unsurprising. Studies using the DCS in the context of nonvalvular atrial fibrillation (NVAF) found mixed results with patient decision aids [47,48]. NVAF decision aids focused on anticoagulant treatments show lower DCS scores or a decrease in the DCS score after using the decision aid, but these differences were not significantly different when compared with groups not using such aids [18,47,48]. In addition, the small sample size may contribute to the lack of significant differences between the groups with respect to the DCS in our study.

The time required to use CDS and SDM applications is a common concern among clinicians. Our study found that physicians did not perceive DDInteract to affect the amount of time or effort spent with patients (PBC scale question on performing SDM without extending the time of consultation favored DDInteract, $P_{=.03}$), though there was a nonsignificant 5-minute difference in the time to conduct the simulated encounter, with DDInteract encounters being longer. During the debrief, 1 physician proposed that DDInteract could actually save time because it visually explains the risk of harm and
Various treatment options, as compared to having to explain the risks verbally. This disconnect between observed time to use the DDInteract and perceived time to use the tool is probably due to clinicians, who had no previous experience with the tool, having to learn how to use DDInteract during the simulation. Clinicians found the tool easy to use and intuitive, indicating a reduced time to use the tool in future encounters.

DDInteract is a novel approach to providing information about potential interactions. Currently, online drug compendia and warnings within EHR systems have numerous issues [49]. They do not account for individual patient risk factors or provide quantitative estimates of the risk. Additionally, they lack the ability to explore changes in the risk with therapeutic alternatives and are almost completely text based without any visual display of information. Furthermore, they may contain incorrect information. For example, Drugs.com currently states that the mechanism to control bleeding risk in patients on warfarin and ibuprofen is to closely monitor the international normalized ratio (INR); however, concurrent use of NSAIDs and warfarin interaction is a pharmacodynamic interaction that will not affect the INR [24]. Studies have found patients’ INRs to be within range among individuals experiencing bleeding and taking both medications, and a systematic review did not find an effect on INR for ibuprofen or naproxen [50,51]. A review of 7 Chinese apps that support DDI checking and target health care professionals had tremendous variation in information about DDIs, with over 50% lacking accurate information on DDIs [52]. Although DDInteract is currently limited in scope in terms of the interactions it includes, the approach is generalizable to other interactions, and efforts are underway to expand these interactions.

Limitations

This study has several limitations that should be considered when interpreting the results. We recruited fewer participants than our a priori sample size (16 dyads), but we still observed significant differences between the study groups in terms of the primary outcome of SDM quality and several secondary outcomes of interest. COVID-19 protocols and restrictions limited our recruitment of subjects because clinic visits have been in part shifted to telehealth, making it more difficult to contact patients, and because physicians were overburdened with demands due to the pandemic [53,54]. In addition, this study focused on a specific DDI involving warfarin, which is being prescribed less because of alternative anticoagulants that require less frequent monitoring. Several physicians commented that they would have liked to see DDInteract incorporate other anticoagulants and other bleeding risks beyond GI. As stated previously, efforts are underway to broaden the interactions incorporated into the tool. Another limitation is that the clinical scenario required dyads to role-play a scenario that may not occur in clinical practice, where a patient is seeking advice from the physician about treating pain while on an anticoagulant. While this scenario may be infrequent in most practice settings, previous studies have found this to occur in up to 25% of patients receiving warfarin [2,3]. Furthermore, many physicians in the study indicated they were aware of the interaction when researchers explained the scenario prior to the simulated visit. Thus, many practitioners may have behaved differently when provided with DDInteract or other DDI information. Nonetheless, after the simulated visit, many practitioners exposed to DDInteract were enthusiastic about the tool. Therefore, we believe DDInteract may be useful in many practice settings, especially as the tool is expanded to support SDM for other drug interactions, such as other oral anticoagulants.

Conclusions

DDInteract is a novel tool designed to facilitate SDM during encounters concerning potentially harmful DDIs. The tool improved SDM, was not overly burdensome according to the NASA-TLX and UTAUT scales, and was generally well received by both physicians and patients. However, further research is needed to evaluate the impact of DDInteract on exposure to harmful DDIs and other important health outcomes.
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Abstract

Background: An increase in health anxiety was observed during the COVID-19 pandemic. However, due to physical distancing restrictions and a strained mental health system, people were unable to access support to manage health anxiety. Chatbots are emerging as an interactive means to deliver psychological interventions in a scalable manner and provide an opportunity for novel therapy delivery to large groups of people including those who might struggle to access traditional therapies.

Objective: The aim of this mixed methods pilot study was to investigate the feasibility, acceptability, engagement, and effectiveness of a cognitive behavioral therapy (CBT)–based chatbot (Otis) as an early health anxiety management intervention for adults in New Zealand during the COVID-19 pandemic.

Methods: Users were asked to complete a 14-day program run by Otis, a primarily decision tree–based chatbot on Facebook Messenger. Health anxiety, general anxiety, intolerance of uncertainty, personal well-being, and quality of life were measured pre-intervention, postintervention, and at a 12-week follow-up. Paired samples t tests and 1-way ANOVAs were conducted to investigate the associated changes in the outcomes over time. Semistructured interviews and written responses in the self-report questionnaires and Facebook Messenger were thematically analyzed.

Results: The trial was completed by 29 participants who provided outcome measures at both postintervention and follow-up. Although an average decrease in health anxiety did not reach significance at postintervention (P=.55) or follow-up (P=.08), qualitative analysis demonstrated that participants perceived benefiting from the intervention. Significant improvement in general anxiety, personal well-being, and quality of life was associated with the use of Otis at postintervention and follow-up. Anthropomorphism, Otis’ appearance, and delivery of content facilitated the use of Otis. Technical difficulties and high performance and effort expectancy were, in contrast, barriers to acceptance and engagement of Otis.

Conclusions: Otis may be a feasible, acceptable, and engaging means of delivering CBT to improve anxiety management, quality of life, and personal well-being but might not significantly reduce health anxiety.
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Introduction

Given the importance of physical health to survival, it is natural and adaptive for people to be vigilant and fearful about their health, engage in health-promoting behaviors, and scan for health threats [1,2]. However, when this fear is associated with functional impairment and distress, it is termed health anxiety [3]. Defined as the persistent worry about illness based on the misinterpretation of bodily symptoms, health anxiety is a criterion of illness anxiety disorder. The tendency of
health-anxious individuals to misinterpret typically benign symptoms as a sign of infection [4,5] such as those of COVID-19 (eg, fever, cough, fatigue) likely explains the reported increase in health anxiety during the COVID-19 pandemic [6].

Health anxiety drives the avoidance of people and environments that an individual perceives as threatening, leading to reduced help-seeking. For example, a previous study reported that, compared with controls, individuals with severe health anxiety were more likely to rate photos of healthy people as being less healthy, demonstrating a bias toward evaluating others as a health threat [7]. Alternatively, or in combination with avoidance behaviors, health-anxious individuals may engage in reassurance-seeking to alleviate anxiety. Both avoidance and reassurance-seeking maintain the anxiety as the individual foregoes their opportunity to become aware of their ability to cope with their perceived fear [8,9], thus preventing long-term cognitive change [10].

In addition to the physical health burden of pandemics, psychological well-being is often vulnerable. Health anxiety in particular is associated with greater levels of distress, thus warranting a greater need for psychological support [11-13]. However, during the COVID-19 pandemic, physical distancing measures used to mitigate the virus limited access to psychological care. Therefore, health care services saw service delivery transition from in-person to telehealth. Despite the shift in service delivery, additional therapy tools such as chatbots were needed to meet the increased demand for support.

Chatbots are conversational agents that hold text, speech, or visual-based conversations with users [14]. The interactions of chatbots are determined by 2 main mechanisms: artificial intelligence (AI) and decision trees. AI-based chatbots use a complex mathematical algorithm to produce specific predefined outputs based on the information input by users. Decision tree–based chatbots instead follow a prewritten script that users interact with by choosing prewritten responses. The mimicking of human conversation within the technology lends well to the use of chatbots in a mental health context. Previous studies have demonstrated that chatbot interventions improve psychological difficulties including major depressive disorder [15], panic disorder [16], posttraumatic stress disorder [17], antipsychotic medication adherence [18], and perceived stress [19].

Cognitive behavioral therapy (CBT) has the greatest evidence base for health anxiety management compared with several control conditions, including treatment as usual, medication, placebo, waitlist, support groups, non-CBT–based psychoeducation, and other psychological interventions [20,21]. CBT has been adapted for internet-based use (iCBT) in treating health anxiety and has shown similar effects to face-to-face CBT [22]. iCBT has been delivered using several digital health intervention (DHI) media such as computer programs, websites, emails, videos, mobile applications, and, more recently, chatbots. Although iCBT has been adapted to suit several digital modes of delivery to treat health anxiety, to the best of our knowledge, there has not yet been a chatbot designed to help people manage health anxiety using CBT.

CBT for health anxiety management delivered through chatbot technology may be a suitable DHI, especially in a pandemic context. A chatbot may provide an initial management intervention that reduces the burden of help-seeking individuals who may otherwise overutilize health services. Moreover, it may encourage interaction for avoidant individuals who would otherwise be reluctant to seek care, due to the presence of clinicians and anxiety-provoking settings (eg, hospitals and clinics). Although chatbots have demonstrated improvements in general well-being, few have been used to address specific clinically significant mental health disorders such as health anxiety.

Methods

Recruitment

This mixed methods pilot study was conducted using a single group, pretest-posttest intervention framework and semistructured interviews to assess the feasibility, acceptability, engagement, and effectiveness of an automated conversational agent, “Otis” (Figure 1), as a brief health anxiety management program. Participants were recruited via Facebook and Instagram advertising, Twitter promotions by the authors’ and faculty accounts, and email invitations between May 2020 and July 2020. Participants aged 18 years and older who had access to a Facebook Messenger account and internet access that allowed for daily use of Messenger during the 14-day program were included in the study. Participants were excluded if they were not living in New Zealand or unable to understand written English to consent to study participation and complete the program.
Ethical Considerations
The study was approved by The University of Auckland Human Participants Ethics Committee (UoA Reference: 024655). Once participants clicked on the advertising, a conversation with Otis on Facebook Messenger was opened to invite participants to read a participant information sheet. The participant information sheet outlined the inclusion criteria, study timeline, and author contact details and provided a link to an online consent form.

Procedures
On completion of the baseline questionnaire, delivered using the web-based survey software Qualtrics [23], participants were provided a randomized user identification number to access Otis on Facebook Messenger. At the conclusion of the 14-day program or abandonment, whichever came first, participants were contacted to complete a postintervention questionnaire. Those who completed the postintervention questionnaire were invited to complete an interview with one of the researchers about their user experience and then contacted again in 12 weeks to complete a follow-up questionnaire. Participants were offered an entry in a prize draw to win one of 5 NZ $50 (US $28.36) retail vouchers per completed questionnaire. Additional entries were offered to those who completed the interview.

Intervention
Otis was primarily a decision tree–based conversational agent or chatbot that was designed to deliver daily modules of CBT in the form of a 14-day program. Participants chatted with Otis for 5 minutes to 10 minutes per day to learn to manage health anxiety. The chatbot was developed using Chatfuel, a widely used commercial chatbot engine for Facebook Messenger, and accessed through the Facebook Messenger app or the desktop site. Previous effective CBT interventions for health anxiety have been approximately 12 modules [24,25]. Therefore, 12 modules focused on content were also chosen for Otis, with 1 module available to participants per day.

We included 2 additional modules at the start and end of the program, making the program 14 days long in total. The first module focused on introducing the intervention and collecting participant data, and the content was summarized in the final module. The content of the chatbot was derived from previous iCBT interventions and the authors’ clinical knowledge. Table 1 provides an overview of the core components that were covered in the 12 modules.

Table 1. Core components of the chatbot intervention.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychoeducation</td>
<td>Health anxious thoughts and behaviors, importance of managing health anxiety</td>
</tr>
<tr>
<td>CBT&lt;sup&gt;a&lt;/sup&gt; five-part model</td>
<td>Introduction to different components of the model and the relationships between the components</td>
</tr>
<tr>
<td>Cognitive restructuring and thinking errors</td>
<td>Aid identification and naming of unhelpful thinking patterns</td>
</tr>
<tr>
<td>Anxiety reduction</td>
<td>Mindfulness, relaxation, delaying worry exercises (eg, worry time)</td>
</tr>
<tr>
<td>Exposure</td>
<td>Discuss the importance of having an opportunity to endure anxiety, complete exposure ladder</td>
</tr>
</tbody>
</table>

<sup>a</sup>CBT: cognitive behavioral therapy
During the initial development phase of a chatbot, it can produce crude responses that users may perceive as invalidating, robotic, or disconnected from their response [26]. Therefore, a primarily decision tree–based chatbot was chosen as the most suitable mechanism given the possibly sensitive nature of discussing mental health online. Additionally, using a decision tree–based chatbot ensured that participants received a consistent intervention. The conversations participants have within a decision tree–based chatbot are based on a prewritten script so that users follow a set conversation pathway rather than receiving a machine-learned response. Participants interacted with the chatbot by choosing predetermined text and emojis responses called “quick replies” (Figure 2). Quick replies ensured that the conversation did not deviate from the day’s content, as different replies often prompted the same response from Otis. To simulate empathy, some quick replies prompted specific validation that diverged from the pathway to form the “branches” of the tree before eventually converging back to the main script. When a message from Otis was followed by a Writing Hand emoji, this indicated to the user that they could type their own message rather than use a quick reply. Some basic AI rules were built in to reciprocate user greetings (eg, “hello,” “how are you?” “goodbye”), change notification preferences, and direct participants to crisis helplines if they asked for help or used risk words indicating suicidal ideation.

Participants were allocated 21 days to complete the 14-day program to maximize engagement and to account for fluctuating motivation and availability. On the first day, participants were able to choose a check-in time so that the chatbot triggered a notification reminder at the same time each day. If a notification had not been responded to or a participant had not completed the day’s module in full within 3 days, an additional notification was sent. A similar notification was sent if a participant had not actively used Otis for 7 days. The chatbot sent a link to the postintervention questionnaire when a participant had completed the program or 21 days following the completion of the baseline questionnaire but not the program (abandonment), whichever came first. When the program was abandoned or completed, users could no longer access the chatbot; however, the crisis line feature was available for safety. Otis was not made available to new users at the end of the study period.

Figure 2. Examples of conversations with Otis.

Measures

Demographics

At baseline, participant demographics (age, gender, ethnicity, education level, employment status, and household income), technology use, mental health service utilization, and medication use were recorded.

Outcome Measures

Short Health Anxiety Inventory

The Short Health Anxiety Inventory (SHAI-18) [27] is an 18-item self-report questionnaire that assesses the severity of health anxiety over the past 6 months. It has demonstrated comparable validity and reliability (Cronbach $\alpha=0.86$) to its initial 64-item counterpart, the Health Anxiety Inventory [2]. Each item of the measure consists of 4 statements and requires
participants to select a statement that best describes their feelings over the previous 6 months. Each statement is scored between 0 and 3 and summed, with higher scores indicating more severe health anxiety in clinical, nonclinical, and medical samples [28]. The cut-off scores of the SHAI-18 vary across studies [29-31]; however, a previous study concluded that a score of 27 and greater differentiated health anxiety from other anxiety disorders [2]. Therefore, a cut-off score of 27 was chosen for the present study.

Generalized Anxiety Disorder-7
The Generalized Anxiety Disorder 7-item scale (GAD-7) is a brief self-report measure that assesses the severity of anxious thoughts and behaviors over the past 2 weeks. The measure is based on the Diagnostic Manual of Mental Disorders (DSM-IV) criteria for generalized anxiety disorder, in which the severity of anxiety is calculated by summing the participant scores on each item. Scores of 5, 10, and 15 indicate mild, moderate, and severe anxiety, respectively. The GAD-7 has been validated in adult populations, with a Cronbach α of .92 and high convergent and discriminant validity [32].

Short Intolerance of Uncertainty Scale 7
As health anxiety is correlated with intolerance of uncertainty [2,33,34], the Short Intolerance of Uncertainty Scale (IUS-12) [35], a 12-item self-report measure that assesses an individual’s response to ambiguous situations, uncertainty, and future events, was administered. For each item, participants are asked to rate the degree to which each item is characteristic of them. The ratings are weighted from 1 to 5 and summed, with higher scores indicating greater intolerance of uncertainty. The measure has demonstrated excellent internal consistency (Cronbach α=.94), good test-retest reliability, and convergent and divergent validity [36].

Personal Well-being Domain
The Office of National Statistics Personal Well-being Domain (ONS4) is a brief, 4-item self-report assessment that measures potential changes in well-being. The ONS4 is widely used among various patient populations [36-40] and has demonstrated good internal reliability (Cronbach α=.90) and convergent validity [41].

Textbox 1. Acceptability measure items used in the pilot study of Otis.

1. It was helpful.
2. It was easy to use.
3. It was fun.
4. Otis was nice to look at.
5. It worked smoothly (eg, without major technical glitches).
6. I would like to keep it on my device.

World Health Organization-Five Well-being Index
The World Health Organization-Five Well-being Index (WHO-5) is a 5-item self-report tool that assesses an individual’s perceived positive mood, vitality, general interest, and quality of life. The raw scores range from 0 to 25 and are calculated by summing the total scores, with 0 representing the worst and 25 representing the best possible quality of life. A vast set of literature supports the validity and reliability of the measure in several populations [42-45].

Adherence
Facebook’s basic participant usage data were also recorded, including the number of users and rates of completion. The completion rates of the 14-day program were used as a measure of adherence (<4 days = poor adherence; <7 days = low adherence; <10 days = moderate adherence; <14 days = high adherence).

Reasons for Abandonment
At postintervention, participants were asked to indicate their reasons for abandoning the program if they did not complete the 14 days. From choices of lack of time, technical difficulties, boredom, no longer requiring the chatbot, and being unable to apply the skills they learned through the chatbot, participants were asked to choose the option that best described their reason for abandonment.

Acceptability Rating
Mixed format questions were used to assess enjoyment and satisfaction with the chatbot. The first measure used consisted of 6 statements relating to the chatbot user experience developed by the researcher (Textbox 1). Participants were required to indicate the extent to which each statement was true in their experience with using the chatbot. The scale, ranging from “not at all” to “definitely,” was weighted from 0 to 4. The ratings across items were summed, with higher scores indicating greater satisfaction and acceptability of Otis. For the second measure, participants were asked to provide an overall rating of the chatbot on a scale from 1 to 10. Open-ended questions about how Otis could be improved, what participants found most useful about Otis, and what they liked the most and least about the chatbot were included.

Interviews
Upon completing the postintervention questionnaire, participants were invited to complete an interview with one of the researchers about their user experience. The semistructured interviews collected qualitative data about the feasibility, acceptability, and engagement of Otis. The interviewer also asked participants about the content and content delivery of the chatbot (GIFs, images, videos, text). Participants were interviewed primarily over the video calling platform Zoom [46]; however, some participants completed the interview over the phone due to connectivity difficulties in rural areas.
Statistical Analysis

The quantitative data were analyzed using SPSS Version 26 (IBM Corp, Armonk, NY) [47]. Statistical significance was defined as \( P \leq 0.05 \). Relationships between demographic characteristics and outcome measures (health anxiety, general anxiety, intolerance of uncertainty, perceived well-being, and quality of life) at a single time point were explored using \( t \) tests or chi-square tests. Adherence was tested by using the average completion rate and the number of participants who persisted through the program. A dose-response relationship between adherence (categorized into poor, low, moderate, and high) and change scores of the outcome measures at postintervention and 12-week follow-up were explored using 1-way analyses of variance (ANOVs). Average participants’ satisfaction ratings were used to partially test acceptability. Finally, the effectiveness of the chatbot was tested using paired sample \( t \) tests of the changes in outcome measures from baseline to postintervention and follow-up. The qualitative data were manually coded by the authors.

Interviews and feedback collected during the program, at postintervention, and 12-week follow-up were included in the qualitative analysis. An inductive thematic analysis was conducted to determine factors relating to participant acceptance of and engagement with Otis. Emerging factors were then organized into themes to answer the questions of acceptability and engagement. Engagement was defined as factors related to participants’ interest and persistence with the intervention, while participants’ use and perceptions of Otis as a chatbot for health anxiety management were defined as factors related to acceptability.

Results

Attrition

Of the 69 participants who completed baseline measures, 35 participants (51%) completed the postintervention questionnaire, and 29 (42%) completed the 12-week follow-up. In addition, 7 participants signaled interest in and completed an interview with a researcher.

Table 2. Reasons for abandoning the chatbot program (n=29).

<table>
<thead>
<tr>
<th>Reasons for abandonment of Otis</th>
<th>Results, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I didn’t have time to use the chatbot.</td>
<td>14 (48)</td>
</tr>
<tr>
<td>I had technical problems.</td>
<td>7 (24)</td>
</tr>
<tr>
<td>I didn’t feel anxious about my health, so I didn’t need it anymore.</td>
<td>6 (21)</td>
</tr>
<tr>
<td>I tried to put the skills into practice, but it didn’t work for me.</td>
<td>1 (3)</td>
</tr>
<tr>
<td>It was boring.</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

There was a significant decrease in general anxiety from baseline (mean 9.69, SD 4.38) to postintervention (mean 7.58, SD 4.38; \( t_{28}=3.30, P=0.003 \)). The decrease in general anxiety was maintained at the 12-week follow-up (mean 7.00, SD 4.99; \( t_{28}=3.26, P=0.003 \)). On average, self-reported personal well-being increased from baseline (mean 5.70, SD 1.30) to postintervention (mean 6.31, SD 1.06) and 12-week follow-up (mean 6.50, SD 1.55). These were significant increases at both postintervention (\( t_{28}=1.12, P=0.03 \)) and follow-up (\( t_{28}=-1.47, P=0.03 \)). There was also significant improvement in self-reported quality of life at postintervention (\( t_{28}=-2.39, P=0.02 \)) and 12-week follow-up (\( t_{28}=-3.64, P<0.001 \); Table 3). Paired sample \( t \) tests of health anxiety, intolerance of uncertainty, general anxiety, personal well-being, and quality of life for all participants (n=35) who completed the postintervention questionnaire revealed no difference in outcomes.

Demographics

The final sample of 29 participants who completed all follow-up questionnaires was predominantly female (25/29, 86%), ranging in age from 21 years to 80 years old with a mean age of 37.4 (SD 15.1) years. New Zealand Europeans or Pākehā were the most common ethnic groups in the sample (20/29, 69%). Most participants (16/29, 55%) reported they participated because they wanted help to manage their anxiety, followed by a curiosity about chatbot technology (8/29, 28%). Approximately one-half (19/29, 66%) of the sample had not used any DHI for anxiety before the study. Chi-square tests revealed no significant demographic differences between those who completed baseline and those who completed all follow-up questionnaires.

Evaluation Outcomes

Participants completed an average of 9.8 (SD 4.43) days or 70% of the chatbot intervention before the 21-day period lapsed. Of the 29 participants included in the final analysis, 12 (41%) completed the full 14-day program. The most common reason for abandonment was lack of time (14/29, 35%). See Table 2 for a summary of the reasons cited for abandoning the program. Due to a technical fault in Facebook’s data analytics system, data relating to the unique interactions participants had with Otis could not be accurately reported. The mean overall user experience was 18.24 (SD 3.38) out of a possible score of 30. The overall acceptability of the chatbot was rated favorably on a scale of 1 to 10 (mean 8.24, SD 1.80).

On average, there was a reduction in health anxiety from baseline (mean 19.93, SD 8.82) to posttreatment (mean 19.31, SD 9.02) and 12-week follow-up (mean 17.38, SD 10.03). However, this improvement did not reach significance at posttreatment (\( t_{28}=0.61, P=0.55 \)) or follow-up (\( t_{28}=1.82, P=0.08 \)). The same pattern was observed in the intolerance of uncertainty of participants at baseline (mean 9.69, SD 4.34), for which the reduction in these scores did not reach significance at posttreatment (mean 7.59, SD 4.38; \( t_{28}=1.82, P=0.08 \)) or follow-up (mean 7, SD 4.99; \( t_{28}=0.44, P=0.66 \)).
Paired sample *t* tests of health anxiety, intolerance of uncertainty, general anxiety, personal well-being, and quality of life for all participants (n=35) who completed the postintervention questionnaire revealed similar results (Table 4). Health anxiety did not decrease significantly from baseline (mean 19.91, SD 8.36) to postintervention (mean 19.34, SD 8.45; *t*34=0.65, *P*=.52) nor did intolerance of uncertainty from baseline (mean 35.63, SD 10.50) to postintervention (mean 33.40, SD 10.5; *t*34=1.88, *P*=.07). The decrease in general anxiety (baseline: mean 10.20, SD 4.80; postintervention: mean 8.26, SD 4.96) as measured by the GAD-7 was significant (*t*34=3.58, *P*<.001). As seen in the final sample, personal well-being significantly increased from baseline (mean 5.66, SD 1.26) to postintervention (mean 6.15, SD 1.05; *t*34=−2.11, *P*=.04), as did quality of life (baseline: mean 9.49, SD 4.35; postintervention: mean 11.09, SD 4.53; *t*34=−2.62, *P*=.01).

### Table 3. Effect of the intervention on health anxiety, intolerance of uncertainty, general anxiety, personal well-being, and quality of life.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline (n=29), mean (SD)</th>
<th>Postintervention (n=29), mean (SD)</th>
<th>Follow-up (n=29), mean (SD)</th>
<th>Baseline to postintervention</th>
<th>Baseline to follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health anxiety (SHAI-18&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>19.93 (8.83)</td>
<td>19.31 (9.03)</td>
<td>17.38 (10.03)</td>
<td>.061 (28)</td>
<td>.55</td>
</tr>
<tr>
<td>Intolerance of uncertainty (IUS-12&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>34.10 (9.70)</td>
<td>31.72 (9.71)</td>
<td>33.38 (10.78)</td>
<td>1.82 (28)</td>
<td>.08</td>
</tr>
<tr>
<td>General anxiety (GAD-7&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>9.69 (4.34)</td>
<td>7.59 (4.38)</td>
<td>7.00 (4.99)</td>
<td>.30 (28)</td>
<td>.003</td>
</tr>
<tr>
<td>Personal well-being (ONS4&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>5.70 (1.30)</td>
<td>6.31 (1.06)</td>
<td>6.50 (1.55)</td>
<td>−2.33 (28)</td>
<td>.03</td>
</tr>
<tr>
<td>Quality of life (WHO-5&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>9.62 (4.53)</td>
<td>11.31 (4.90)</td>
<td>12.93 (5.08)</td>
<td>−2.39 (28)</td>
<td>.02</td>
</tr>
</tbody>
</table>

---

<sup>a</sup>SHAI-18: Short Health Anxiety Scale.  
<sup>b</sup>IUS-12: Short Intolerance of Uncertainty Scale.  
<sup>c</sup>GAD-7: Generalized Anxiety Disorder 7-item Scale.  
<sup>d</sup>ONS4: Office of National Statistics Personal Well-being Domain.  
<sup>e</sup>WHO-5: World Health Organization Five Well-being Index.

### Table 4. Effect of the intervention on health anxiety, intolerance of uncertainty, general anxiety, personal well-being, and quality of life for all participants who completed the postintervention questionnaire.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline (n=35), mean (SD)</th>
<th>Postintervention, (n=35), mean (SD)</th>
<th>Baseline to postintervention</th>
<th>Baseline to follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health anxiety (SHAI-18&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>19.91 (8.36)</td>
<td>19.34 (8.45)</td>
<td>0.65 (34)</td>
<td>.52</td>
</tr>
<tr>
<td>Intolerance of uncertainty (IUS-12&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>35.63 (10.50)</td>
<td>33.40 (10.50)</td>
<td>1.88 (34)</td>
<td>.07</td>
</tr>
<tr>
<td>General anxiety (GAD-7&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>10.20 (4.80)</td>
<td>8.26 (4.96)</td>
<td>3.58 (34)</td>
<td>.001</td>
</tr>
<tr>
<td>Personal well-being (ONS4&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>5.66 (1.26)</td>
<td>6.15 (1.05)</td>
<td>−2.11 (34)</td>
<td>.04</td>
</tr>
<tr>
<td>Quality of life (WHO-5&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>9.49 (4.35)</td>
<td>11.09 (4.53)</td>
<td>−2.62 (34)</td>
<td>.01</td>
</tr>
</tbody>
</table>

---

<sup>a</sup>SHAI-18: Short Health Anxiety Scale.  
<sup>b</sup>IUS-12: Short Intolerance of Uncertainty Scale.  
<sup>c</sup>GAD-7: Generalized Anxiety Disorder 7-item Scale.  
<sup>d</sup>ONS4: Office of National Statistics Personal Well-being Domain.  
<sup>e</sup>WHO-5: World Health Organization Five Well-being Index.

One-way ANOVAs and post hoc tests (Tukey B and Games-Howell) demonstrated no significant difference in IUS-12, GAD-7, ONS4, and WHO-5 change scores among poor, low, moderate, and high adherence groups at postintervention and the 12-week follow-up. However, the SHAI-18 change scores at follow-up were significantly different between participants who moderately and poorly adhered to the program (*F*3,25=3.59, *P*=.02). Scatterplots were used to further investigate the correlation between change scores and the number of days completed, but no other remarkable relationships were identified.

Across the qualitative data, 3 key factors related to engagement and acceptance emerged (Figure 3). Quotes related to these factors can be found in Multimedia Appendix 1. Participants reported content delivery, technical difficulties, and effort expectancy as factors influencing their engagement with the chatbot, while themes relating to the chatbot’s appearance, perceived benefits, and interactivity (how interactive the chatbot was) influenced acceptability. Within the factors of interactivity,
2 subfactors, anthropomorphizing of Otis and high-performance expectancy, were found to distinctly affect acceptability.

**Figure 3.** A conceptualization of the factors related to the engagement, acceptance, and feasibility of Otis.

![Figure 3 Diagram]

### Engagement

Regarding effort expectancy, participants reported that, although the “check-ins” were short, conversing with the chatbot daily was tedious and the expectation of participant time was too much. Social engagements, fatigue, and daily tasks were commonly cited as distractions.

Technological difficulties were cited as one of the main reasons for abandonment in the quantitative data. It was reflected in the feedback and interviews, as people discussed the frustration of Facebook and Chatfuel malfunctions and difficulties with understanding how to interact with Otis.

Regarding content delivery, the delivery of information in short “check-ins” and short messages was favored by the participants who reported that, if the information was presented in a long set of text, it would be more tiring to read and less engaging. Additionally, participants noted that the pace of information delivery was manageable and easy to comprehend.

### Acceptance

Interactivity was assessed by the anthropomorphizing of Otis and high-performance expectancy. Regarding the anthropomorphizing of Otis, nearly all participants attributed human-like characteristics to Otis and gave Otis feedback on days 4, 11, and 14 as if it were a person. Despite the robot avatar, participants explained that the content of the conversation, use of emojis, and experience of texting made Otis feel like another “person” they were chatting with online. Regarding high-performance expectancy, although participants attributed human-like characteristics to Otis, they were also aware of the limitations of a decision tree–based chatbot. Participants described a lack of personalization that could have been achieved with “smart” or AI chatbots. Others described instances where they were unable to discuss certain topics in-depth or address them at all as they were not part of the script.

Otis’ appearance appeared to be important for the acceptance of the chatbot as an intervention for health anxiety. There appeared to be a preference for a chatbot avatar over a human or human-like design.

Regarding perceived benefits, participants reported that they found Otis helpful and made them gain greater insight into health anxiety and develop strategies to challenge their anxious thoughts. It appeared that these benefits saw participants accepting Otis as a valid intervention for health anxiety.

### Discussion

#### Principal Findings

Based on a review of the literature and to the best of our knowledge, this is the first study to assess the feasibility, efficacy, acceptability, and engagement of a chatbot (Otis) for health anxiety management among adults. The results suggested that, although there was no significant reduction in health anxiety, the chatbot was accepted as an intervention for health anxiety management and was associated with decreased generalized anxiety and increased perceived anxiety management, personal well-being, and quality of life. The study identified several barriers (high performance expectancy, effort expectancy, technical difficulties) and facilitators (appearance, anthropomorphism, perceived benefits, content delivery) to the
engagement and acceptability of chatbots delivering a psychological intervention.

**Comparison With Prior Work**

This study found that approximately 41% of participants completed the study and that, on average, the final sample completed 70% of the intervention, which is higher than seen in most of the literature [48-50]. The high rate of adherence may indicate (1) a highly motivated sample of participants considering that most participants wanted help with managing anxiety (55%), (2) frequent phone users in the sample (>10 times per day = 35%), or (3) that the conversational nature of a chatbot is a more engaging medium than others for delivering online CBT programs.

Although Otis may be engaging, the intervention was not associated with a significant reduction in health anxiety at postintervention or the 12-week follow-up, which may indicate that CBT delivered via chatbot as a treatment for health anxiety is ineffective. This is inconsistent with what has been reported in previous studies in which CBT delivered via digital media was effective in reducing health anxiety in adult populations [22]. Instead, the results were consistent with a systematic review and meta-analysis of mental health chatbots demonstrating weak evidence for chatbots producing clinically significant psychological outcomes [26].

Failure to reach significance may also be explained by the low statistical power of the study due to a small sample size. Additionally, the results may demonstrate a floor effect during the COVID-19 pandemic, during which it was adaptive to be vigilant about health, in which case the SHAI-18 may have been measuring atypical behavior seen and encouraged during a pandemic. Therefore, although the chatbot was associated with a decrease in health anxiety, perhaps in the context of a pandemic, Otis could have had no further effect in lowering health anxiety.

The qualitative results revealed that participants perceived Otis as useful in reducing their health anxiety. The inconsistency between the quantitative and qualitative results may indicate that the program was associated with improved anxiety management but that health anxiety persisted as an adaptive response to COVID-19 and New Zealand’s several lockdowns. Furthermore, only 5 participants in the study met the cut-off score (25) for health anxiety [2], which further supports the supposition of a floor effect in the remainder of the sample. Additionally, these results may reflect the perception of increased usefulness beyond the actual functionality of a chatbot that is associated with anthropomorphism [51].

To the best of our knowledge, no study has shown significantly improved anxiety compared with a control group using a CBT-based chatbot. For example, a study into Woebot’s effect on anxiety found that the information-only condition was as effective in reducing anxiety as the chatbot user group [52]. As exposure and habituation are key components in the treatment of anxiety, chatbots may not be a suitable medium, as the technology is unable to actively incorporate and encourage these components of treatment in the same way a therapist could. Otis was also associated with significant improvements in users’ personal well-being and quality of life at both postintervention and the 12-week follow-up. These results are congruent with a large body of literature demonstrating improved anxiety is linked to a better quality of life and well-being. Lockdowns have a significant impact on mental well-being and other aspects related to quality of life. Therefore, an alternative explanation for the improvement across these measures may be a result of New Zealand moving into less restrictive lockdown alert levels during the course of the study.

A systematic review of barriers to facilitators of engagement with mobile health (mHealth) interventions reported that a user’s ability to integrate the intervention into their lives impacted engagement [53]. The importance of integration is reflected in this study in which the perceived high effort expectancy of using Otis competed with other activities leading to forgetfulness or deprioritizing of use, as seen in other studies [54,55]. The themes of technical difficulties and content delivery affecting engagement with Otis reflected the results in the systematic review by Borghouts and colleagues [53]. Technical difficulties are a key issue to consider in mHealth interventions as they are often unavoidable. For example, technology is constantly updated to make improvements to the user experience. However, these updates can cause systems to crash and slow, causing disruptions to users. Disruption can significantly impact a user’s trust in the system and motivation to engage especially when in a discussion about their mental health. Finally, participants found that Otis’ short and varied content delivery (text, videos, audio, and GIFs) was engaging, which is congruent with other studies assessing the effects of content delivery on overall user experience [56]. Despite relatively high engagement and reported acceptability, participants did not consider Otis a substitute for a health professional, in line with previous research that showed a preference for CBT and medication in the treatment of health anxiety over iCBT [57].

An unexpected finding in this study was participants’ preference for a nonhuman chatbot avatar. Though previous work suggests that anthropomorphism is amplified by human-looking avatars [58], even in the absence of a human avatar, users responded socially to Otis. A recent study reported that users’ perceived trustworthiness and affinity were lower when a realistic digital avatar was used as compared with a human being but remained unaffected by the knowledge of whether a chatbot was controlled by a person or AI [59]. Although the aforementioned study did not compare human and nonhuman avatars, its findings indicate that appearance makes a significant difference to the user experience. Participants in this study reported feelings of mistrust and worries of judgment as they would have with a real human if Otis were not a robot figure, thus being a barrier to acceptance as an intervention for health anxiety. These findings are in direct conflict with previous research suggesting that, if users were to apply the same social rules to their interactions with a chatbot, it may improve a user’s perception of social presence [60].

A study that appears to be in partial support of the findings of this study reported that too many anthropomorphic characteristics in a chatbot avatar set up high expectations, leading to user disappointment [61], thus supporting the idea that high expectations of functionality can lead to feelings of
disappointment and frustration for participants. Upgrading Otis and other chatbots to AI-based chatbots that can understand and better process user input may meet the expectations of users in the future. The results presented in this study and the existing literature should be considered in work with “digital humans,” which aim to make digital interactions more personalized and lifelike. Consideration should be given for which contexts and populations the highly anthropomorphic digital human characters would be suitable.

Limitations
The observational design of this study limited the ability to imply causation. Additionally, the results may have been confounded by unidentifiable variables such as psychological input outside of the intervention and changes in COVID-19 restrictions. Although the plethora of pilot and feasibility studies within the field of mHealth is a common criticism, the use of randomized controlled trials only provides evidence of the efficacy of a digital intervention at a certain point in time. Pilot and feasibility studies instead grow understanding of factors involved in digital interactions to be implemented in evolving technology. The sample was mostly New Zealand European and highly educated, thus limiting the generalizability of the findings across the population. Additionally, bias within the interpretation of the qualitative results, a common critique of qualitative research [62], is another limitation of the study.

Conclusions
In conclusion, Otis, a CBT-based chatbot, may be a feasible intervention for the management but not treatment of health anxiety among adults. The study found that, although there was no significant improvement in health anxiety, participants reported benefiting from the intervention, which is further evidenced by improvements in general anxiety, personal well-being, and quality of life. The results suggest that mental health chatbots are a feasible supplementary treatment that can alleviate strain on psychological services. Therefore, future studies should continue to evaluate the feasibility of chatbots in this space as the technology develops. This pilot study makes a unique contribution to the understanding of digital interactions, health anxiety, and the potential of chatbots in mental health care. Future studies in the area should continue to investigate the “therapeutic relationship” between people and technology to aid the development of mHealth, thereby facilitating the democratization of mental health services.
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Background: In the United States, HIV disproportionately affects Black cisgender sexual minority men (BSMM). Although epidemiological and behavioral surveillance are integral to identifying BSMM at risk of HIV infection and transmission, overreliance on self-reported data, inability to observe social contexts, and neglect of populations with limited engagement in health care systems limits their effectiveness. Digital epidemiological approaches drawing on social media data offer an opportunity to overcome these limitations by passively observing in organic settings activities, beliefs, behaviors, and moods that indicate health risks but are otherwise challenging to capture.

Objective: The primary aim of this study was to determine whether features of Facebook communication and networks were associated with biological, behavioral, and psychological indicators of HIV infection and transmission risk.

Methods: Facebook and survey data were collected from BSMM aged 18 to 35 years living in Chicago (N=310). Participants’ Facebook posts were characterized using 4 culturally tailored topic dictionaries related to aspects of HIV protection and risk among BSMM (sexual health; substance use; sex behavior; and ballroom culture, a salient subculture in lesbian, gay, bisexual, transgender, and queer communities of color). Social network methods were used to capture structural features of BSMM’s Facebook friendships (centrality, brokerage, and local clustering) and Facebook group affiliations. Multivariable regressions revealed relationships between these Facebook features and 5 ground truth indicators of HIV infection and transmission risk (sexually transmitted infection incidence, condomless sex, sex drug use, biomedical prevention, and depression).

Results: Although analysis of participants’ Facebook posts revealed that HIV-related topics occupied a small portion of the total messages posted by each participant, significant associations were found between the following HIV risk indicators and Facebook features:

- **Condomless sex**, including communication about sexual health (odds ratio [OR] 1.58, 95% CI 1.09-2.29), ballroom culture (OR 0.76, 95% CI 0.63-0.93), and friendship centrality (OR 0.69, 95% CI 0.52-0.92); **Sex drug use**, including communication about substance use (OR 1.81, 95% CI 1.17-2.79) and friendship centrality (OR 0.73, 95% CI 0.55-0.96) and brokerage (OR 0.71, 95% CI 0.51-0.99); **Biomedical prevention**, including communication about ballroom culture (OR 0.06, 95% CI 0.01-0.71); and **Depression**, including communication about sexual health (β=−0.72, 95% CI −1.42 to −0.02), ballroom culture (β=−0.80, 95% CI 0.27-1.34), friendship centrality (β=−0.90, 95% CI −1.60 to −0.21), and Facebook group affiliations (β=0.84, 95% CI 0.25-1.43). Facebook features provided no significant explanatory value for sexually transmitted infection incidence.

Conclusions: Finding innovative strategies to detect BSMM at risk of contracting or transmitting HIV is critical to eliminating HIV disparities in this community. The findings suggest that social media data enable passive observance of social and communicative contexts that would otherwise go undetected using traditional HIV surveillance methods. As such, social media data are promising complements to more traditional data sources.
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Introduction

Background

Despite significant strides in preventing and treating HIV in the United States, the burden of HIV remains disproportionately concentrated among cisgender gay, bisexual, same gender–loving, and other sexual minority men (SMM), of which Black or African American SMM (BSMM) demonstrate particular vulnerability. Of the estimated 34,800 new HIV infections in 2019, a total of 66% (23,100) were among SMM, with BSMM accounting for the plurality (37%) of those cases [1] despite comprising only approximately 9% of the SMM population [2]. With greater prevalence of HIV among BSMM comes greater opportunity for its transmission within BSMM networks as BSMM tend to select sexual partners of the same race [3]. Opportunities for transmission are further compounded by the fact that many BSMM are unaware of their HIV infection [4], in part because of underestimations of personal risk and limited access to high-quality HIV prevention services [5]. People who do not know that they have HIV do not receive timely medical care and unknowingly infect others.

At the patient level, the risks of both HIV infection and transmission are bound in a web of intersecting and mutually exacerbating biological, behavioral, and psychosocial factors. Biologically, HIV risk cannot be discussed in isolation from other sexually transmitted infections (STIs), which are known to increase susceptibility to and transmission of HIV given their shared pathways of transmission [6]. Behaviorally, engagement in unprotected anal intercourse (hereafter, condomless sex) and other sex behaviors that can compromise condom use decisions, for example, use of drugs during sex (hereafter, sex drug use), account for most new infections and transmission instances [7]. Alternatively, protective biomedical behaviors such as adherence to daily pre-exposure prophylaxis (PrEP) for HIV-negative individuals (ie, PrEP as prevention) and antiretroviral medications for people living with HIV (ie, treatment as prevention) are viewed as highly efficacious HIV prevention practices [8]. However, linkage and retention in both regimens of HIV prevention are lower among BSMM relative to their White counterparts, in large part because of systemic vulnerabilities (eg, poverty, housing instability, medical mistrust, and structural racism) that create barriers to medication adherence [9-12].

Finally, adverse mental health conditions such as depression and low self-esteem are also correlates of HIV risk through their associations with high-risk behaviors such as condomless sex, substance use, and multiple concurrent partnerships [13-15]. Depression may increase the likelihood of engaging in these behaviors to mitigate negative feelings brought on by HIV stigma, homophobia, and discrimination [16] and may compromise motivations to change these behaviors [14]. Moreover, depression prevalence among people living with HIV can compromise their ability to remain adherent to HIV medications and, therefore, achieve sustained viral suppression [17,18].

Traditional HIV Risk Surveillance and Its Limitations

Key to efforts to attenuate the HIV epidemic among SMM of all races and ethnicities is the ability to actually observe the aforementioned indicators of HIV risk in individuals before moments of infection and transmission such that prevention can actually occur [19,20]. Traditionally, researchers and public health professionals have relied on surveillance data that suffer from considerable lag time in reporting as they are often captured through large-scale behavioral surveys or clinical case visits, which require extensive resources for collection and analysis [21,22]. Perhaps more importantly, with their reliance on surveys and clinical visits, traditional surveillance strategies inevitably neglect populations that have limited engagement with the health care system because of issues such as low perceptions of personal risk, experiences with stigma and discrimination, and socioeconomic disadvantage. With studies suggesting limited access to health care services for BSMM, including HIV care [23], data predicated on an individual’s use of health care services may not represent those at greatest risk of contracting or unknowingly transmitting HIV or those who are most vulnerable to falling out of care once diagnosed with HIV. Finally, with their emphasis on individual risk behaviors, survey- and interview-based surveillance methods are not well suited to observe the social contexts that nurture behavioral risk, such as social networks [24], social and behavioral norms [25], and peer-group dynamics [26].

Using Social Media to Surveil Social and Communicative Contexts Associated With HIV Risks

More recently, the mainstreaming of social media and other digital communication technologies has given way to the emerging field of digital epidemiology [22,27]. Digital epidemiology rests on the idea that digital communications such as social media posts are made in organic environments and that what people post about reflects activities, behaviors, and dispositions that are relevant to various health outcomes. Demonstration studies have put these assumptions to the test and showed that what people talk about on social media platforms can be used to predict health outcomes such as depression [28], sexual risk [29], and HIV and STI hotspots [30].

Moreover, digital epidemiology is poised to take advantage of the networked (or relational) infrastructure that undergirds social media to detect features of interpersonal networks through which HIV risks are conferred [31,32]. For example, previous research focusing on offline networks has shown that the cohesion of an individual’s network [33,34], an individual’s position vis-à-vis other network members [24], and their exposure to other risky individuals [35-38] affect disease spread and risk susceptibility. In addition, looser affiliations formed around broader groups or organizational structures have also been shown to nurture and confer HIV risks [31], for example, physical-world social
venues (eg, bars, clubs, and bathhouses) [39-44] and their digital analogs (eg, dating apps and lesbian, gay, bisexual, transgender, and queer social networking groups) [45,46].

Objectives

Given the need to engage more high-risk BSMM in the HIV prevention and treatment continuum of care and known limitations of traditional approaches to HIV risk surveillance, it is essential to understand whether alternative, more organic sources of social and behavioral information can be used to improve surveillance of HIV risk among BSMM. To this end, we took an initial step to evaluate the feasibility of using digital traces of BSMM’s Facebook communication and network connections as an additional source of informal health information typically not reported to medical officials or health departments [47]. Specifically, we sought to ascertain (1) the extent to which BSMM posted on Facebook about topics known to be associated with HIV prevention and risk in their community and (2) the extent to which those topics and the features of their Facebook friendship connections were associated with biological, behavioral, and psychological indicators of HIV infection and transmission risk.

Methods

Participants

This study draws on parent study data collected from 2016 to 2018 from participants enrolled in a social network PrEP for prevention intervention for BSMM living in Chicago, Illinois, United States. As described elsewhere [48,49], participants were eligible to take part in the parent study if they (1) were aged 18 to 35 years; (2) identified as Black or African American; (3) were assigned male at birth; (4) had had sex with a man in the past 12 months; and, because of our interest in social media use, (5) had an active Facebook profile. Participants were recruited using a probability-based variant of snowball sampling called respondent-driven sampling (RDS) [50]. RDS referral chains began with an initial set of “seeds” meeting study eligibility who were then enlisted to recruit up to 6 of their peers (“sprouts”) who also met study eligibility. The process continued until the recruitment target was reached (N=423).

The analyses featured in this study draw on data collected at the parent study’s 12-month assessment as this was the only assessment that included questions about sexual risk behavior. In total, 82% (347/423) of the parent study participants were retained at 12 months, and only those who had complete data on all variables of interest (310/347, 89.3%) were included in our analyses. Bivariate analyses (not shown) comparing participants included in the analytic sample (310/347, 89.3%) with filtered cases (37/347, 10.7%) showed no significant differences in age, education, sexual identity, or HIV status.

Data Sources and Measures

Overview

All study measures were derived from 3 sources of data obtained with consent from participants: (1) a computer-assisted self-administered survey, which included modules on HIV prevention engagement, sex behaviors, substance use, and demographics; (2) biomedical testing, which determined participants’ HIV status and viral load if they were HIV positive; and (3) a manual download of participants’ Facebook friend lists, group memberships, and timeline data, which enabled the construction of their web-based friendship and group affiliation networks and analysis of their public communication content, respectively.

Outcomes

The outcomes included 5 indicators of HIV infection and transmission risk that spanned biological, behavioral, and psychosocial domains. As a biological indicator of risk, we included a measure of recent STI incidence, which was operationalized dichotomously as whether a participant self-reported having been diagnosed with at least one STI other than HIV (eg, syphilis, chlamydia, or human papillomavirus) in the past 12 months. Behavioral indicators included measures of condomless sex, sex drug use, and biomedical prevention engagement. Engagement in condomless sex (ie, sex without a condom) and sex drug use (ie, using drugs or alcohol to enhance the sexual experience or make sex easier) were defined dichotomously as inconsistent condom use (ie, not always using a condom) and having ever engaged in sex drug use in the past 6 months. Biomedical prevention engagement was operationalized as either being on PrEP to prevent contracting HIV or achieving viral suppression to prevent transmitting HIV [6]. As such, the measure of biomedical prevention engagement is intentionally status neutral, and not being engaged in this form of prevention is taken to be the indication of risk. Depression was included as a psychosocial indicator of risk and was measured using the Revised Center for Epidemiologic Studies Depression Scale [51], which consists of 10 items (Cronbach α=.81), each investigating the frequency of a depressive feeling within the last week (0=“rarely or none of the time” to 3=“all of the time”). Item scores were aggregated to create a composite depression score.

Facebook Communication Features

To capture the degree to which participants posted about topics that have been linked to HIV protections and vulnerabilities, we constructed a series of topical dictionaries to enable an automated content analysis of their timeline posts. To develop each dictionary, an iterative, mixed methods approach was used, described in greater detail in Multimedia Appendix 1 [52-54], that drew on extant literature, the expertise of BSMM themselves, internet sources, and endogenous patterns in the data themselves. Topics featured in this study include sexual health, substance use, sex behavior, and house/ballroom culture, a subaltern system of chosen family (also known as Houses) and identity-affirming competitions (also known as Balls) that feature prominently in the Black gay community and that are thought to provide sources of support that help buffer BSMM members from HIV vulnerabilities such as financial hardship, housing instability, and stigma and discrimination [52-54]. Example terms and posts associated with each topic dictionary are shown in Table 1. Using the flagged posts, we then created 4 participant-level topic variables representing the number of posts a participant made with a given topic orientation. In addition, we accounted for the positive affect of posts, which
has been linked to HIV-adjacent outcomes such as depression [28] and substance use [55]. Positive affect was measured using the Linguistic Inquiry and Word Count (Pennebaker Conglomerates, Inc) program [56].

### Table 1. Topic dictionaries.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Example keywords</th>
<th>Sample post</th>
<th>Posts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sexual health</td>
<td>HIV, AIDS, condom, PrEP, PEP, sexually transmitted, STD, get tested, and poz</td>
<td>“condoms have become my best friend kinda sorta”</td>
<td>420 (0.18)</td>
</tr>
<tr>
<td>Sex behavior</td>
<td>Sex, bareback, masturbate, blow job, give head, cock, horny, and thirst trap</td>
<td>“I’m bored horny with nothing and nobody to do lmaooooooo this isn’t happening to me right now lol”</td>
<td>3452 (1.5)</td>
</tr>
<tr>
<td>Substance use</td>
<td>Drugs, meth, poppers, weed, marijuana, liquor, alcohol, boozie, turnt, and getting loud</td>
<td>“i went out last night turnt up fell asleep woke up still turnt”</td>
<td>3754 (1.63)</td>
</tr>
<tr>
<td>Ballroom culture</td>
<td>House names: Balenciaga, Mizrahi, and Cartier; status and roles: legends, icons, and house mother; competition categories: realness, sex siren, and vogue</td>
<td>“rules of twist you must walk your realness category in order to get respected as a twister if you don’t walk realness please don’t think im gone let you sit next to me in the twist line you en vouge wit the vouge fems”</td>
<td>4510 (1.96)</td>
</tr>
</tbody>
</table>

### Facebook Network Features

In line with previous work showing associations between how SMM are positioned vis-à-vis one another in their social networks and their prevention and risk engagement [24,57], we also accounted for 4 measures of an individual's web-based structural embeddedness in a Facebook friendship network among the other BSMM in the study. *Eigenvector centrality* measures the degree to which an individual is connected with other well-connected network members and, hence, their relative closeness to others in the network [58,59]. *Network brokerage* represents the degree to which an individual connects disparate subcommunities within the friendship network and was measured using the brokerage measure by Everett and Valente [60]. A measure of *local clustering* [61] was also included to represent the degree to which actors in a network create social cliques. Finally, *group network size* accounts for an individual’s group-mediated embeddedness and was operationalized as the number of Facebook groups to which an individual belonged.

### Controls

The models were adjusted for several control measures, including (1) a dichotomous measure of HIV status (1=HIV positive; 0=HIV negative) defined based on blood tests for those who consented to blood tests or self-reports for those who opted out, (2) a measure of the total number of posts made in the past 12 months to control for the varying volume of posts across participants, and (3) the other 4 indicators of HIV infection and transmission risk.

### Statistical Analysis

Descriptive statistics and multivariable logistic (for dichotomous outcomes) and linear (for numeric outcomes) regression models were estimated using RStudio [62] (version 1.4.1717; R Foundation for Statistical Computing). Each outcome was regressed on the same set of factors, including the Facebook communication and network features and the other HIV prevention and risk outcomes. In addition, all numeric (interval or ratio) covariates were standardized for ease of interpretation. The effects in the logistic regression models are reported as odds ratios (ORs), whereas the coefficients are reported in the linear regression model of depression. RDS sampling weights were not included in the regressions as this would amount to assuming heteroskedasticity, where respondents with high weights would be assumed to provide the most accurate information. There is no reason for such an assumption.

### Ethical Considerations

All study procedures were approved by the Institutional Review Board of the University of Chicago (IRB15-1250). Informed consent was obtained from all the participants. For all nonparticipant Facebook friends of study participants, a waiver of consent was obtained from the Institutional Review Board given the minimal risk to these individuals. The parent randomized trial is registered at ClinicalTrials.gov (identifier NCT02896699).

### Results

#### Descriptives

Participants in the analytic sample were, on average, aged 25.8 (SD 4.21) years. Most had earned a high school–level education (193/310, 62.3%) and identified as gay (188/310, 60.6%), whereas a quarter identified as bisexual (80/310, 25.8%). Summary statistics of key variables in our analysis are provided in Table 2. Of the 310 BSMM in the analytic sample, 147 (47.4%) were living with HIV, 69 (22.3%) reported an STI diagnosis in the past 12 months, 103 (33.2%) were either on PrEP or were virally suppressed (ie, biomedical prevention engagement), 193 (62.3%) reported condomless sex, and 149 (48.1%) reported sex drug use. A Revised Center for Epidemiologic Studies Depression Scale score of 10 is considered depressed; on average, participants were slightly below that threshold (mean 9.30, SD 5.94; range 0-28).

Analysis of participants’ Facebook posts revealed that HIV-related topics accounted for a small portion of the total messages posted by participants (mean 730.63, SD 836.79). Overall, participants posted a median of 4 messages (IQR 1-14) about substance use, a median of 3 messages (IQR 0-12) about sex behavior, a median of 2 messages (IQR 0-11) about ballroom culture, and a median of 0 messages (IQR 0-2) about sexual health (Table 2).
Table 2. Summary statistics of HIV infection and transmission risk indicators and Facebook communication and network features of Black sexual minority men (N=310).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HIV infection and transmission risk indicators</strong></td>
<td></td>
</tr>
<tr>
<td>STI(^a) incidence, n (%)</td>
<td>69 (22.3)</td>
</tr>
<tr>
<td>Condomless sex, n (%)</td>
<td>193 (62.3)</td>
</tr>
<tr>
<td>Sex drug use, n (%)</td>
<td>149 (48.1)</td>
</tr>
<tr>
<td>Biomedical prevention engagement, n (%)</td>
<td>103 (33.2)</td>
</tr>
<tr>
<td>Depression score, mean (SD)</td>
<td>9.30 (5.94)</td>
</tr>
<tr>
<td><strong>Facebook communication features</strong></td>
<td></td>
</tr>
<tr>
<td>Sexual health posts, median (IQR)</td>
<td>0 (0-2)</td>
</tr>
<tr>
<td>Substance use posts, median (IQR)</td>
<td>4 (1-14)</td>
</tr>
<tr>
<td>Sex behavior posts, median (IQR)</td>
<td>3 (0-12)</td>
</tr>
<tr>
<td>Ballroom culture posts, median (IQR)</td>
<td>2 (0-11)</td>
</tr>
<tr>
<td>Positive affect, mean (SD)</td>
<td>4.84 (2.42)</td>
</tr>
<tr>
<td><strong>Facebook network features</strong></td>
<td></td>
</tr>
<tr>
<td>Eigenvector centrality, mean (SD)</td>
<td>0.17 (0.16)</td>
</tr>
<tr>
<td>Brokerage, mean (SD)</td>
<td>28.67 (36.41)</td>
</tr>
<tr>
<td>Local clustering, mean (SD)</td>
<td>0.16 (0.10)</td>
</tr>
<tr>
<td>Facebook group count, mean (SD)</td>
<td>58.24 (64.98)</td>
</tr>
<tr>
<td>HIV-positive status, n (%)</td>
<td>147 (47.4)</td>
</tr>
<tr>
<td>Total number of posts, mean (SD)</td>
<td>730.63 (836.79)</td>
</tr>
</tbody>
</table>

\(^a\)STI: sexually transmitted infection.

Associations Between Facebook Features and HIV Infection and Transmission Risks

The multivariable regressions of the HIV infection and transmission risk indicators are shown in Table 3. First, the logistic regression of STI incidence revealed that, once the positive and significant effects of engagement in biomedical prevention and condomless sex were accounted for, Facebook network and communication features offered no additional explanatory power.

Regarding condomless sex, individuals who posted about sexual health had greater odds of reporting condomless sex in the past 6 months (OR 1.58, 95% CI 1.09-2.29), whereas posting about aspects of ballroom culture decreased those odds (OR 0.76, 95% CI 0.52-0.92). Facebook network features were also revealing. Individuals who were connected with other well-connected BSMM (ie, eigenvector centrality) had decreased odds of engaging in condomless sex (OR 0.69, 95% CI 0.52-0.92). A negative trend was also observed for network brokerage (ie, connecting disparate subcommunities of BSMM on Facebook), although the relationship was not statistically significant (\(P=.07\)). Among the other HIV risk indicators, only STI incidence was positively associated with condomless sex (Table 3).

The model of sex drug use revealed several pronounced effects of Facebook network and communication features. Among the communication topics, individuals who posted about substances were more likely to report using drugs during sex (OR 1.81, 95% CI 1.17-2.79), whereas adopting a more positive affective tone in posts decreased those odds (OR 0.73, 95% CI 0.55-0.96). With respect to network features, individuals who were Facebook friends with other well-connected BSMM (ie, eigenvector centrality; OR 0.73, 95% CI 0.55-0.96) and those who bridged disparate subcommunities of BSMM on Facebook (ie, brokerage; OR 0.71, 95% CI 0.51-0.99) were less likely to report sex drug use. Among the other HIV risk indicators, depression was positively associated with sex drug use (Table 3).

With respect to biomedical prevention engagement, after controlling for the positive and significant effects of HIV status and STI incidence, the results showed that individuals who posted more often about aspects of ballroom culture were less likely to be on PrEP or achieve viral suppression through antiretroviral therapy adherence (OR 0.06, 95% CI 0.01-0.71). Meanwhile, individuals who posted about sexual health were more likely to adhere to biomedical prevention (\(P=.05\)), although this trend did not meet the criterion of significance.

Finally, regarding depression, individuals who posted about sexual health tended to be less depressed (\(\beta=-0.72, 95\% \text{ CI} -1.42 \text{ to } -0.02\)), whereas those who posted about ballroom culture tended to be more depressed (\(\beta=0.74, 95\% \text{ CI} 0.11-0.37\)). Furthermore, posting about substance use (\(P=.07\)) and sex behavior (\(P=.06\)) showed negative and positive trends, respectively, albeit nonsignificant ones. Of the Facebook
network features, being connected with other well-connected BSMM on Facebook (i.e., eigenvector centrality; \( \beta = -0.90 \), 95% CI \(-1.60 \) to \(-0.21 \)) and being affiliated with more Facebook groups (\( \beta = 0.84 \), 95% CI \(0.25-1.43\)) were negatively and positively associated with depression, respectively. Sex drug use was also positively associated with depression (Table 3).

### Table 3. Multivariable logistic and linear regression models to assess associations between Facebook communication and network features and HIV infection and transmission risk indicators (N=310).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>STI(^a), incidence(^b), OR(^c) (95% CI)</th>
<th>Condomless sex(^b), OR (95% CI)</th>
<th>Sex drug use(^b), OR (95% CI)</th>
<th>Biomedical prevention(^b), OR (95% CI)</th>
<th>Depression(^d), ( \beta ) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Facebook communication features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual health content (std)</td>
<td>0.99 (0.73 to 1.33)</td>
<td>1.58 (1.09 to 2.29)(^f)</td>
<td>1.22 (0.89 to 1.67)</td>
<td>1.48 (1.00 to 2.20)(^f)</td>
<td>(-0.72 ) ((-1.42) to (-0.02))(^f)</td>
</tr>
<tr>
<td>Substance use content (std)</td>
<td>1.06 (0.72 to 1.56)</td>
<td>1.13 (0.81 to 1.58)</td>
<td>1.81 (1.17 to 2.79)(^b)</td>
<td>0.89 (0.58 to 1.36)</td>
<td>(-0.80 ) ((-1.65) to (-0.05))(^f)</td>
</tr>
<tr>
<td>Sex behavior content (std)</td>
<td>0.88 (0.66 to 1.18)</td>
<td>1.02 (0.72 to 1.43)</td>
<td>1.02 (0.73 to 1.43)</td>
<td>1.20 (0.82 to 1.77)</td>
<td>(0.63 ) ((-0.03) to (1.04))(^f)</td>
</tr>
<tr>
<td>Ballroom culture content (std)</td>
<td>1.24 (0.92 to 1.66)</td>
<td>0.76 (0.63 to 0.93)(^h)</td>
<td>0.94 (0.76 to 1.18)</td>
<td>0.06 (0.01 to 0.71)(^f)</td>
<td>(0.80 ) ((0.27) to (1.34))(^h)</td>
</tr>
<tr>
<td>Positive affect (std)</td>
<td>0.81 (0.56 to 1.15)</td>
<td>1.08 (0.83 to 1.42)</td>
<td>0.73 (0.55 to 0.96)(^f)</td>
<td>0.85 (0.66 to 1.08)</td>
<td>(0.18 ) ((-0.45) to (0.81))</td>
</tr>
<tr>
<td><strong>Facebook network features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eigenvector centrality (std)</td>
<td>1.22 (0.88 to 1.70)</td>
<td>0.69 (0.52 to 0.92)(^f)</td>
<td>0.73 (0.55 to 0.96)(^f)</td>
<td>0.97 (0.69 to 1.36)</td>
<td>(-0.90 ) ((-1.60) to (-0.21))(^f)</td>
</tr>
<tr>
<td>Brokerage (std)</td>
<td>0.97 (0.61 to 1.54)</td>
<td>0.74 (0.53 to 1.03)(^h)</td>
<td>0.71 (0.51 to 0.99)(^f)</td>
<td>0.78 (0.44 to 1.37)</td>
<td>(-0.44 ) ((-1.29) to (0.42))</td>
</tr>
<tr>
<td>Local clustering coefficient (std)</td>
<td>0.96 (0.61 to 1.51)</td>
<td>0.78 (0.53 to 1.15)</td>
<td>0.89 (0.60 to 1.30)</td>
<td>1.13 (0.76 to 1.66)</td>
<td>(0.01 ) ((-1.03) to (1.04))</td>
</tr>
<tr>
<td>Facebook group count (std)</td>
<td>0.82 (0.60 to 1.13)</td>
<td>1.00 (0.78 to 1.30)</td>
<td>1.01 (0.79 to 1.29)</td>
<td>0.85 (0.66 to 1.10)</td>
<td>(0.84 ) (0.25 to 1.43)(^h)</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV status (positive)</td>
<td>1.84 (0.97 to 3.47)(^g)</td>
<td>0.90 (0.53 to 1.52)</td>
<td>0.85 (0.51 to 1.40)</td>
<td>3.20 (1.85 to 5.53)(^j)</td>
<td>(0.30 ) ((-1.02) to (1.62))</td>
</tr>
<tr>
<td>Total number of posts (std)</td>
<td>1.03 (0.62 to 1.72)</td>
<td>0.75 (0.50 to 1.11)</td>
<td>0.64 (0.40 to 1.03)(^g)</td>
<td>1.12 (0.68 to 1.84)</td>
<td>(0.65 ) ((-0.60) to (1.90))</td>
</tr>
<tr>
<td>STI incidence</td>
<td>(\sim)</td>
<td>2.66 (1.40 to 5.04)(^h)</td>
<td>1.00 (0.54 to 1.87)</td>
<td>2.65 (1.43 to 4.89)(^h)</td>
<td>(0.27 ) ((-1.34) to (1.87))</td>
</tr>
<tr>
<td>Condomless sex</td>
<td>2.71 (1.44 to 5.55)(^h)</td>
<td>(\sim)</td>
<td>1.19 (0.70 to 2.01)</td>
<td>0.90 (0.52 to 1.57)</td>
<td>(-0.12 ) ((-1.57) to (1.32))</td>
</tr>
<tr>
<td>Sex drug use</td>
<td>1.00 (0.51 to 1.72)</td>
<td>1.18 (0.70 to 2.00)</td>
<td>(\sim)</td>
<td>1.02 (0.59 to 1.76)</td>
<td>(2.69 ) (1.27 to 4.11)(^i)</td>
</tr>
<tr>
<td>Biomedical prevention</td>
<td>2.59 (1.42 to 4.73)(^h)</td>
<td>0.85 (0.49 to 1.48)</td>
<td>0.92 (0.53 to 1.58)</td>
<td>(\sim)</td>
<td>(-0.34 ) ((-1.70) to (1.02))</td>
</tr>
<tr>
<td>Depression (std)</td>
<td>1.05 (0.77 to 1.44)</td>
<td>0.98 (0.76 to 1.27)</td>
<td>1.64 (1.27 to 2.11)(^i)</td>
<td>0.90 (0.69 to 1.17)</td>
<td>(\sim)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.07 (0.03 to 0.15)(^j)</td>
<td>1.46 (0.91 to 2.33)</td>
<td>0.96 (0.59 to 1.57)</td>
<td>0.17 (0.09 to 0.35)(^j)</td>
<td>(8.05 ) (6.58 to 9.52)(^j)</td>
</tr>
</tbody>
</table>

\(^a\)STI: sexually transmitted infection.
\(^b\)Logistic regression model.
\(^c\)OR: odds ratio.
\(^d\)Linear regression model.
\(^e\)Std: SD unit change.
\(^f\)\(P<0.05\).
\(^g\)\(P<0.10\).
\(^h\)\(P<0.01\).
\(^i\)\(P<0.001\).
\(^j\)Outcome variable; excluded as a covariate.
HIV Status Subgroup Analysis of Engagement in Biomedical Prevention

In the primary analysis, we prioritized a status-neutral measure of biomedical prevention engagement in light of evidence that, similar to PrEP, viral suppression through antiretroviral therapy adherence is itself an effective form of biomedical HIV prevention (ie, treatment as prevention) [63,64]. Despite this and calls to prioritize a status-neutral continuum of care, we acknowledge that the circumstances that enable medication initiation and adherence may be different for people living with HIV than for people at risk of HIV.

For this reason, we performed a stratified subgroup analysis to determine whether Facebook features were differently associated with each subgroup’s likelihood of being engaged in biomedical forms of HIV health care (Multimedia Appendix 2). As shown, the negative association between posting about ballroom culture and biomedical engagement that was observed in the primary analysis was only observed among BSMM living with HIV in the stratified analysis. As such, BSMM living with HIV who showed signs of identifying with the ballroom community were less likely to be virally suppressed. In addition, the positive association between STI incidence and biomedical engagement that we observed in the unstratified model was shown to be significant only among HIV-negative BSMM.

Improvements in Model Fit

We performed likelihood ratio tests for all binary outcomes and hierarchical regression for the continuous outcome of depression to determine whether the addition of Facebook features to models with the HIV risk indicators only improved model fit (Table 4). Variables that met a \( P < .10 \) Cronbach \( \alpha \) criterion in the primary analysis (Table 3) were included in this portion of the analysis. For each outcome, eligible HIV risk indicators were included in model 1, with eligible Facebook features added to that in model 2. As shown, with the exception of STI incidence (not shown), for which Facebook features provided no additional explanatory power in the primary analysis, the addition of Facebook features significantly improved model fit over models with HIV risk indicators alone. For condomless sex, biomedical prevention engagement, and depression, model improvements were significant at the \( P < .01 \) level. For sex drug use, model improvement was significant at the \( P < .001 \) level.

Table 4. A comparison of model fits: models with indicators of HIV infection and transmission only (model 1) versus models with Facebook features added (model 2).

<table>
<thead>
<tr>
<th>Dependent variable and model</th>
<th>LR(^a) chi-square (df)</th>
<th>( F ) test (df)</th>
<th>Model 1 vs Model 2 LR chi-square (df)</th>
<th>Model 1 vs Model 2 ( F ) change (df)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condomless sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1(^b)</td>
<td>N/A</td>
<td>18.2 (4)(^d)</td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Model 2(^e)</td>
<td>6.8 (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>25.0 (5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex drug use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>N/A</td>
<td>21.4 (5)(^d)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Model 2</td>
<td>16.5 (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>37.9 (6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Biomedical prevention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>N/A</td>
<td>11.5 (2)(^d)</td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Model 2</td>
<td>31.6 (2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>43.2 (4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depression(^f)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>N/A</td>
<td>16.88 (1, 308)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td>5.21 (7, 302)</td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
</tbody>
</table>

\( a \): LR: likelihood ratio.

\( b \): For each outcome, model 1 includes all HIV infection and transmission risk indicators that met a Cronbach \( \alpha = .10 \) criterion in previous models.

\( c \): N/A: not applicable.

\( d \): The statistical significance of the comparison of the two models.

\( e \): For each outcome, model 2 adds to model 1 the Facebook network and communication variables that met a Cronbach \( \alpha = .10 \) criterion in previous models.

\( f \): Depression is a numeric measure, so an \( F \) test and \( F \) change are reported instead of LR chi-square tests.

Discussion

Principal Findings

In this study, we argue that digital epidemiology—the practice of drawing on digital traces of web-based communication and social interaction to detect individuals with certain health risks—offers a critical step forward in closing the gap on HIV disparities as it may yield informal health information not otherwise found in more formal medical records and offers a way to detect at-risk individuals whose medical records are sparse in the first place. To test these assumptions, we demonstrated the potential of using Facebook communication and network data collected from a cohort of young BSMM, a
population experiencing a disproportionate burden of new HIV incidences in the United States, to identify individuals who reveal key biological, behavioral, and psychological indicators of HIV infection and transmission risk. The fact that we were able to detect significant relationships between Facebook communication and network features and multiple HIV risk indicators while also adjusting for correlates of those outcomes that were directly observed using surveys and blood tests suggests that the effects of these social media variables are relatively robust.

Our demonstration yielded several insights about contingencies of the digital epidemiology approach in general and, more specifically, the relationship between various social media features and HIV risk indicators in this particular cohort of BSMM. Regarding the contingencies of the approach, although we intentionally examined 5 risk indicators that represented different aspects of HIV risk (ie, biological, behavioral, and psychosocial), our results clearly showed that Facebook communication and network features were not universally predictive of these outcomes. For example, features of network embeddedness, specifically attenuated social integration with other BSMM, were strong indicators of sex behaviors that can place BSMM at risk of HIV (ie, condomless sex and sex drug use) and mental health risks such as depression. The same was not true for biological risks such as STI incidence or for engagement in biomedical forms of HIV care, for which the more directly observed epidemiological and behavioral variables were far better predictors.

Regarding our statistical findings, several relationships stand out that can bring additional focus to these contingencies. A first set of noteworthy findings pertains to the effects of being embedded in web-based friendships with other BSMM. We learned that web-based friendships with other BSMM, both in the form of being connected with well-connected others and being a network bridge, were associated with decreased likelihoods of engaging in sex drug use and condomless sex. This suggests that those who engage in these sex behaviors may be at risk of becoming disenfranchised from the larger BSMM community, a finding we have found support for elsewhere in work currently under review. This raises concerns about the isolation of already-at-risk behavioral subgroups may lead to the adoption of additional compounding risk behaviors [65,66]. Therefore, public health outreach to these behavioral communities may need to incorporate ways to integrate them into the larger social fabric of BSMM, which will increase their access to social support from other members of the BSMM community and expose them to alternative behavioral norms and a more diverse range of behavioral choices. Social isolation among BSMM who engage in sex behaviors that place them at risk of HIV infection and transmission is also concerning given its obvious implications for facilitating or exacerbating depression [67], which itself had an unambiguous direct effect on the likelihood of using sex drugs.

The impact of social embeddedness also surfaced in the model of depression. Confirming our previous assertions about the relationship between social isolation (vis-à-vis other BSMM) and depression, we found that the BSMM in our sample who had fewer Facebook friendships with other well-connected BSMM (ie, had lower eigenvector centrality) tended to score higher on depression. Furthermore, and somewhat surprisingly, we also found that BSMM who belonged to more Facebook groups also tended to be more depressed. We surmise that this relationship is either the result of compensation behavior, whereby BSMM who are more depressed tend to seek social connection through group settings to help them reduce their depression—perhaps to compensate for their attenuated integration with other BSMM via friendships—or the result of negative interactions that occur in Facebook groups that may exacerbate negative mindsets. That our analysis was only cross-sectional and not longitudinal means that the directionality of this and all other relationships discussed cannot be adequately ascertained.

Second, there were significant relationships between posting about substance use and using drugs to enhance the sexual experience (ie, sex drug use) and a trending association between posting about sexual health and being engaged in sexual health care (ie, biomedical prevention). This supports the general intuition that most people have about communication on general-purpose platforms such as Facebook—that there tends to be a strong correlation between the behaviors that one talks about in digital spaces and the behaviors that one engages in real-life spaces. In many ways, the naturalistic settings in which posts on social media platforms are made (eg, at home, in school, and socializing with friends) mean that what one communicates is likely to reflect behaviors that are relevant to their routine activities and thinking [28]. That said, observing HIV risk behaviors and activities can be resource-intensive and can suffer from serious lags relative to when the moment of risk occurred when retrospective self-reports are used. Thus, knowing that digitally archived social media communication could be leveraged to detect at-risk individuals in place of behavioral observations or self-reports is an exciting public health advancement that could make detecting individuals at risk of HIV incidence or transmission and other comorbidities easier and more responsive to real-time moments of risk.

Finally, our results also suggest that communication on social media can be used to detect BSMM subcommunities such as the ballroom community, which tends to attract individuals who are already structurally vulnerable because of limited access to medical care, socioeconomic disadvantages, housing instability, experiences with rejection from biological families, and stigma and discrimination [54]. These factors may then induce additional HIV risk behaviors such as sex drug use [68] and survival sex [52], which can further increase their HIV risk. Our analysis confirmed this in 2 ways. Posting about aspects of ballroom culture was negatively associated with the likelihood of being on PrEP if HIV negative or virally suppressed if living with HIV and positively associated with heightened depression. Thus, although the ballroom community undoubtedly provides its members with kinship and a sense of sexual and gender affirmation, those drawn to it may be more likely to demonstrate pre-existing hardships and vulnerabilities that continue to affect the degree of HIV risk and prevention that they engage in or are exposed to within the ballroom community. As such, social media communication does more than reflect behaviors such as substance use. Its ability to detect members of sociocultural
mileus with other known HIV vulnerabilities is also a critical advancement in HIV risk-reduction strategies.

Clinical Implications
Our results suggest that social media data could be leveraged to improve surveillance and modeling of certain types of HIV infection and transmission risk among BSMM while also bringing our attention to new digital “fingerprints” that could serve as early warning signs of an individual’s HIV risk potential. Although the utility of digital epidemiological approaches is often discussed in the context of developing automated public health tracking systems at scale with large amounts of publicly available social media data, we argue for a more person-focused application of social media-assisted surveillance that can lead to more personalized forms of intervention and care. For instance, with knowledge of important digital fingerprints of potential risk, social media archives from consenting clients could help frontline health and social welfare staff (eg, HIV counselors, community health workers, and case managers) profile their clients in terms of their risk of future HIV-related outcomes, thereby serving as a barometer to guide their decisions on screening, treatment, and other service recommendations. Furthermore, having the ability to monitor extreme changes in a client’s communication and relational dynamics (eg, changes in mood or suddenly dissolved friendships), which have been linked in previous work to sexual risk engagement [69], can alert frontline staff to potential crises that warrant impromptu “soft touch” interventions in the form of supportive check-ins. As such, we see social media’s epidemiological promise in its ability to enable more responsive care and the ability to intervene in risky social contexts as they unfold in near real time.

Limitations
This study represents an important first step in determining the efficacy of using digital epidemiological approaches to identify individuals at risk of HIV incidence or transmission. However, it is indeed just that, a first step. As such, its current limitations correspond to obvious next steps. Foremost of those limitations is that the data we used in this study are cross-sectional, which limits us to making correlational as opposed to causational inferences. A next step in our research agenda is to build predictive models that draw on all 3 waves of data from all 3 sources (ie, Facebook, surveys, and laboratory tests) using logistic and machine learning approaches.

Second, although the featured analyses account for the effects of both self-reported and passively observed social media indicators of HIV infection and transmission risk potential, it remains to be seen whether social media indicators on their own would be more helpful than self-reported health and behavioral data. Our intuition suggests that this would not be the case. Our results showed that passively observed social media indicators of an individual’s risk potential improved the predictive performance of models that included self-reported data alone, but we remain dubious about the prospects of using social media data as replacements for self-reported data. Rather, they are more appropriately seen as complements of one another.

Third, dictionary-based approaches to digital content analysis are limiting in that they only identify topically relevant keywords (as opposed to deeper meanings) and necessarily rely on the researchers’ ability to build a robust dictionary. Furthermore, as themes are defined by the researcher before performing the content analysis, more emergent themes and topics that may be related to HIV risk go unidentified and unexplored. Latent space topic modeling such as latent Dirichlet allocation would be an appropriate modeling approach to those ends. However, we are cautious about expressing too much enthusiasm for this approach, particularly when applied to Facebook content. Unlike Twitter, which often engenders a more intentional and focused tone, Facebook posts tend to be more diffuse and stream of consciousness, which we surmise will make detecting meaningful latent topics more challenging in these models.

Conclusions
To end the HIV epidemic in the United States, ambitious goals have been set to reduce the number of incident infections by 90% by 2030, with prioritized intervention among BSMM [8]. Meeting this goal demands an innovative and multipronged strategy to identify individuals who are at high risk of HIV infection and transmission and engage them in prevention or treatment care continuums. Although well-funded epidemiological and behavioral surveillance programs are and should remain the primary engine of this work, they do not come without limitations. This study established that social media offers a complementary informal source of health information that can be used to sharpen our ability to detect individuals at risk of HIV and reach people who may otherwise be missed by surveillance that privileges those who engage more regularly with the mainstream health care system. Indeed, our analysis showed that social media communication and network features are correlates of several indicators of HIV infection and transmission risk among BSMM in our sample, although not uniformly. Moreover, the inclusion of social media variables seemed to capture protective and risky features of BSMM’s social lives that were not being captured in the self-reported data. Further research is needed to verify the acceptability and feasibility of incorporating social media data collection into established surveillance and prevention and treatment practice and identify ways to leverage insights from those efforts into near–real-time interventions.
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Abstract

Background: To better understand domestic violence, data sources from multiple sectors such as police, justice, health, and welfare are needed. Linking police data to data collections from other agencies could provide unique insights and promote an all-of-government response to domestic violence. The New South Wales Police Force attends domestic violence events and records information in the form of both structured data and a free-text narrative, with the latter shown to be a rich source of information on the mental health status of persons of interest (POIs) and victims, abuse types, and sustained injuries.

Objective: This study aims to examine the concordance (ie, matching) between mental illness mentions extracted from the police’s event narratives and mental health diagnoses from hospital and emergency department records.

Methods: We applied a rule-based text mining method on 416,441 domestic violence police event narratives between December 2005 and January 2016 to identify mental illness mentions for POIs and victims. Using different window periods (1, 3, 6, and 12 months) before and after a domestic violence event, we linked the extracted mental illness mentions of victims and POIs to clinical records from the Emergency Department Data Collection and the Admitted Patient Data Collection in New South Wales, Australia using a unique identifier for each individual in the same cohort.

Results: Using a 2-year window period (ie, 12 months before and after the domestic violence event), less than 1% (3020/416,441, 0.73%) of events had a mental illness mention and also a corresponding hospital record. About 16% of domestic violence events for both POIs (382/2395, 15.95%) and victims (101/631, 16.01%) had an agreement between hospital records and police narrative mentions of mental illness. A total of 51,025/416,441 (12.25%) events for POIs and 14,802/416,441 (3.55%) events for victims had mental illness mentions in their narratives but no hospital record. Only 841 events for POIs and 919 events for victims had a documented hospital record within 48 hours of the domestic violence event.

Conclusions: Our findings suggest that current surveillance systems used to report on domestic violence may be enhanced by accessing rich information (ie, mental illness) contained in police text narratives, made available for both POIs and victims through the application of text mining. Additional insights can be gained by linkage to other health and welfare data collections.

(JMIR Form Res 2022;6(10):e39373) doi:10.2196/39373

https://formative.jmir.org/2022/10/e39373
KEYWORDS
data linkage; mental health; domestic violence; police records; hospital records; text mining

Introduction

Domestic violence is defined as “any incident of threatening behavior, violence or (psychological, physical, sexual, financial, emotional) abuse between adults who are or have been an intimate partner or family member, regardless of gender or sexuality” [1], but it can also occur in other relationships including caregivers, guardians, parents, and a dependent person or those living together in a household such as roommates [2]. Domestic violence is a global public health problem resulting in a significant economic and health burden on the community. In Australia, domestic violence is the leading cause of morbidity and mortality for women, surpassing risk factors such as obesity and smoking [3]. In 2018, 1 in 6 women and 1 in 16 men experienced physical or sexual violence by their current/former partner [4]. Research also shows that children exposed to domestic violence experience long-term effects on their development with an increased risk of poor mental health, learning difficulties, and behavioral problems [5].

Domestic violence has been linked to deaths, physical injuries ranging from minor traumas to those requiring hospitalization, depression, substance use, risky sexual behaviors, eating disorders, posttraumatic stress disorder, suicidal ideation and attempts, acts of self-harm, and exacerbation of psychotic symptoms [4,6-11]. Associations have been found between mental health conditions (eg, bipolar disorder, schizophrenia) and the perpetration of violence [12-18]. Evidence also suggests that people with mental illnesses are at a greater risk of victimization compared with those without [8,10,13,19-22]. Men and women with severe mental illness (eg, psychotic disorders) are 2-8 times more likely to experience any form of domestic abuse and have poor health outcomes (eg, suicide attempt, substance abuse) than the general population [19,23]. Thus, knowledge of the mental health of those involved in domestic violence may enable better prevention and intervention measures to be developed and implemented.

Administrative data collections represent a significant public resource [24,25]. Data linkage, the process that brings together individual-level data from different data collections, can provide valuable research insights and community benefits, although accessing them can be challenging as identified by the Australian Productivity Commission, and thus their use is often discouraged [26-29]. Data linkage offers a powerful, relatively inexpensive, population-wide, and accurate source of information to explore risk and protective factors. Linked administrative data have potentially very large sample sizes, access to the entire population information served by an agency, data on hard-to-reach populations, minimal loss to follow-up for certain outcomes, and a high level of external validity necessary for policy making [28,30]. These data are free from many of the measurement issues and biases that have been associated with qualitative research approaches (eg, in-depth victim interviews) that feature occasionally small sample sizes, are time consuming, and can have selection bias and high cost [31]. However, tapping into existing, routinely collected data using novel approaches such as text mining with subsequent linkage to different sectors’ data can complement these primary data collection methods in the area of domestic violence.

A common source of domestic violence data around the world are police records. In the Australian state of New South Wales (NSW), the NSW Police Force (NSWPFF) and subsequently records details on thousands of domestic violence events each year. In NSW, a domestic violence event is defined as an incident of domestic dispute that involves any form of violence or abuse between a person of interest (POI)—an individual accused of perpetrating any form of violence or abuse toward another individual—and a victim. Information related to domestic violence events is recorded both as structured data (fixed fields, eg, covering demographic information such as name, date of birth, Aboriginal status) for the POI and the victim, and as a free-text narrative that describes details of the event (eg, cause, mental health status, threats of subsequent violence) based on the police officers’ observations and testimonies from the involved parties or the presence of witnesses (eg, neighbors, roommates, friends, family members).

Although the narratives may be used as an aide-mémoire for police officers and lawyers should the case proceed to court, to date they have not been used systematically for research and monitoring purposes due to their voluminous nature and the time taken to inspect and glean relevant information. We recently demonstrated that these event narratives contain rich information on perpetrators and victims of domestic violence such as mental illness [32], victim injuries, and abuse types [33]. We also demonstrated that such information could be extracted automatically, and that it could be used for population-wide domestic violence monitoring, surveillance, and prediction of domestic violence–related offences [34-36]. While other sources of domestic violence data might offer complementary information that will help to understand domestic violence, barriers to fully display its incidence and prevalence exist [37,38], leading to a potentially underrepresentation of this public health problem. As mental illness is an important factor in domestic violence and we had previously identified a significant number of police events that contained mental illness mentions for both victims and POIs, the aim of this study is to examine the concordance between these mentions and corresponding diagnoses recorded by tertiary health services. This approach enables an assessment of the extent to which these 2 collections overlap and highlight their utility for domestic violence surveillance. This also allows an appraisal of relative merits, among which collection has more value to policy development in the domestic violence area.

Methods

Domestic Violence Police Events
We initially examined 492,393 police-recorded domestic violence events from January 2005 to December 2016 that were flagged in the fixed fields with 1 of the following tags:
“domestic” as the offence type; “domestic violence related” as the associated factor of the police event; “spouse/partner (including ex-spouse/ex-partner),” “boy/girlfriend (including ex-boy/ex-girlfriend),” “parent/guardian (including step/foster),” “child (including step/foster),” “sibling,” “other member of family (including kin),” or “carer” as the relationship status between the victim and the POI. We note that domestic violence events can contain events that the police attended but no crime was committed.

**Text Mining Method and Normalization of Mental Illness Mentions**

We previously developed a text mining methodology which we applied to domestic violence police event narratives that extracted mental illness mentions for POIs and victims [32]. The approach was implemented through the General Architecture for Text Engineering [39], which was chosen for its support of rule-based methods and easy manipulation of unstructured data. Rules were created after observing common lexical patterns that suggest a mental illness (Multimedia Appendix 1) for a POI (eg, “the POI is suffering from dementia”) or a victim (eg, “the victim was diagnosed with paranoid schizophrenia”), with semantic anchors relating the mention to either a POI (eg, “POI,” “person of interest”, “defendant”) or a victim (eg, “vic”, “PINOP—person in need of protection”, “victim”) in a sample of 200 police-recorded domestic violence events. This also included cases where:

- an unspecified mental illness was recorded (eg, “the defendant has mental health issues”);
- psychotropic drugs were used (eg, “the victim takes Valium”, “accused takes a number of antidepressants”), which might indicate a mental illness; these were categorized into 4 groups (antianxiety, antidepressants, neuroleptics, and antipsychotics); and
- individuals had traumatic brain injury or a drug prescription abuse (unspecified in the text regarding the medication), substance abuse (unspecified in the text regarding the substance), and drug-induced disorder (unspecified in the text regarding the drug).

The rules were combined with dictionaries that contained mental illness terms taken from the World Health Organization’s International Classification of Diseases, tenth revision (ICD-10) for Mental and Behavioral Disorders categories [40,41], including common abbreviations and synonyms. The methodology was fully evaluated against the manual annotations of mental illness mentions for POIs and victims by 2 experts (in domestic violence and neuropsychiatry, respectively, with an interannotator agreement of 90% [42]) in a random sample of 100 police-recorded domestic violence events, returning an average F1-score [43] of 84% (87.0% for POIs and 81.0% for victims); a detailed description of the methodology including its design, error analysis, and limitations has been published elsewhere [32].

As the extracted mentions ranged from specific (eg, “oppositional defiance disorder”) to general descriptions (eg, “behavioral problems”), these were mapped to ICD-10’s Mental and Behavioral Disorders categories using 3 levels (Multimedia Appendix 2) to conduct analysis of the results. Ambiguous case mapping was resolved by using the neuropsychiatry expertise of the fifth author (PS). A detailed analysis of the normalization process has been published elsewhere [32,34].

Although domestic violence events can have more than 1 POI or victim, the previous text mining methodology was unable to associate the extracted mental health “mention” with a specific POI or victim if more than 1 POI or victim was present in the same event. Thus, in this study we focused only on those events that included a single POI and a single victim. This resulted in 416,441 domestic violence events involving 214,148 unique POIs and 244,218 unique victims. By processing the associated narratives, 64,587 domestic violence events had at least one (unique) mention of mental illness for POIs and victims [32,34].

**NSW Health Records**

Two sources of hospital records were used: the Admitted Patient Data Collection (APDC) and the Emergency Department Data Collection (EDDC). The APDC includes records for all hospital admissions from all NSW public and private hospitals and day procedure centers, whereas the EDDC provides information on presentations to emergency rooms in public hospitals in NSW. Each record in both collections includes a mental health diagnosis, the age of the patient at the time of diagnosis, and the start/end date of the admission. The EDDC contains diagnostic codes in the ICD-10 (eg, F10.0 stands for “mental and behavioral disorders due to use of alcohol, acute intoxication”), International Classification of Diseases, ninth revision (ICD-9; eg, 295.0 stands for “simple schizophrenia type”), and the Systematized Nomenclature of Medicine - Clinical Terms (SNOMED-CT; eg, 42344001 stands for “alcohol-induced psychosis”) formats, whereas the APDC has only ICD-10 codes. To ensure consistency with the data extracted from the police reports, the SNOMED-CT and ICD-9 diagnostic codes were mapped to the equivalent ICD-10 codes. For the conversion of the SNOMED-CT codes, we used a schema developed by the National eHealth Transition Authority, Australian Digital Health Service, where each SNOMED-CT code was assigned a corresponding ICD-10 code. The ICD-9 codes were converted through an online automatic converter, a process that was supervised by the fifth author (PS) [41]. Codes that could have several mappings to ICD-10 were assigned to 1 code only based on the expertise of the fifth author (PS).

The respective window of these 2 collections involved records from July 2001 to September 2018 (APDC) and from January 2005 to September 2018 (EDDC), which covered the period of the domestic violence event data set (January 2005 to December 2016).

**Linkage Between Police Records and NSW Health Records**

The police’s unique Criminal Number Index (CNI) for each individual involved in a domestic violence event was converted into a unique Project Person Number (PPN) by the Centre for Health Record Linkage to link these individuals with the EDDC and APDC data using probabilistic record linkage [44]. An overview of the data linkage process including the application of the text mining methodology on the domestic violence police
narratives is shown in Figure 1. A detailed description of all the information (ie, text mined, fixed fields, and external mental health diagnoses) used to describe a domestic violence event is provided in Multimedia Appendix 3.

**Figure 1.** An overview of the data used in the linkage process. CNI is the police’s unique number for each individual involved in a domestic violence event. PPN is the converted CNI that is required to link the individuals of a police record with the EDDC and APDC data collections. APDC: Admitted Patient Data Collection; CHeReL: Centre for Health Record Linkage; CNI: Criminal Number Index; EDDC: Emergency Department Data Collection; ICD-9: International Classification of Disease, ninth Revision; ICD-10: International Classification of Disease, tenth Revision; NSW: New South Wales; PPN: Project Person Number; SNOMED-CT: Systematized Nomenclature of Medicine - Clinical Terms.

**Concordance Analysis**

To examine concordance between the police and secondary care systems, we used descriptive statistics. It should be noted that an individual might have more than 1 diagnosis or police mental illness mentions. Thus, at an event level, concordance was defined as an exact agreement on a mental illness diagnosis code between a police mention and a hospital record for an individual (ie, how many events have the same code in police mentions and hospital records irrelevant of how many other diagnosis codes might be associated for this particular individual at this event). Concordance for a specific mental illness followed the same approach (ie, how many events had an agreement on a specific mental illness code between police mentions and hospital records). We used only the first level of ICD-10 to inspect the concordance. This means that more specific mentions from either side (eg, a depression mention from police narratives or a bipolar disorder diagnosis from a hospital admission matched at the first level of ICD-10, which was “mood [affective] disorders”) were aggregated to the first level for reporting purposes.

Given that the dates for hospital admissions and emergency department presentations were unlikely to align in a temporal sense with the domestic violence event, we used window periods of varying lengths (ie, 1, 3, 6, and 12 months) before and after the event to examine the concordance between the extracted (police mentions) and diagnostic information (hospital records). This approach was adopted to examine existing mental health contacts with secondary and tertiary health care systems. Those conditions seen by primary care providers or parts of the health care system other than hospitals would not have been captured by our data linkage.

**Ethics Approval**

Permission to access the domestic violence events was granted by the NSWPF following ethics approval from the University of NSW Human Research Ethics Committee (approval number HC16558). Approval was also granted by the NSW Ministry of Health (approval number HC16558) to access information contained in the APDC and EDDC.

**Results**

**Overview**

Using no window period for the linkage between the hospital and police records for 416,441 domestic violence police events, the total number of events with a hospital record of mental illness was 142,324/416,441 (34.18%) and the number of events with mental illness police mentions was 64,587/416,441 (15.51%; Table 1).

Using a 2-year window period (ie, 12 months before and after the domestic violence event), the number of events with a corresponding hospital record with any mental illness was reduced to 34,337/416,441 (8.25%; Table 2). Predictably, the larger the window period used, the more overlap there was between the police and hospital records related to mental illness. The least overlap was seen when applying the shortest (ie, 1 month before and after the domestic violence event) window period, where only 699 police and hospital systems recorded a mental illness for either the POI or victim (Figure 2).

Using a 2-year window, a total of 5560 domestic violence events had both a hospital record and a police mention of mental illness for either the POI or victim (Table 2). Regardless of the diagnosis, in 3020/5560 (54.32%) events the mental illnesses recorded by the police and hospital systems agreed in terms of...
having a diagnosis present for the POI (2395/3020, 79.30%) and victim (631/3020, 20.89%; Figure 3). However, 2540/5560 (45.68%) events reported mental health information for different individuals (ie, the police recorded a mental illness mention in an event for a POI, whereas the linked hospital record of mental illness for the same event was attributed to the victim).

**Table 1.** Number of domestic violence events with or without a recorded mental illness in the APDC<sup>a</sup>/EDDC<sup>b</sup> collections or a reported (unique) mention from the police narratives—no window period applied (N=416,441)<sup>c</sup>.

<table>
<thead>
<tr>
<th>APDC/EDDC diagnosis code</th>
<th>Police mental illness mentions, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=64,587)</td>
</tr>
<tr>
<td></td>
<td>No (n=351,854)</td>
</tr>
<tr>
<td>Yes (n=142,324)</td>
<td>22,190</td>
</tr>
<tr>
<td></td>
<td>120,134</td>
</tr>
<tr>
<td>No (n=274,117)</td>
<td>42,397</td>
</tr>
<tr>
<td></td>
<td>231,720</td>
</tr>
</tbody>
</table>

<sup>a</sup>APDC: Admitted Patient Data Collection.

<sup>b</sup>EDDC: Emergency Department Data Collection.

<sup>c</sup>“Yes” refers to the number of domestic violence events/hospital records that have a mental illness mention/diagnosis.

**Table 2.** Number of domestic violence events with or without a recorded mental illness in the APDC<sup>a</sup>/EDDC<sup>b</sup> collections or a reported mention from the police narratives; 2-year window period applied (ie, 12 months before and after an event occurred; N=416,441)<sup>c</sup>.

<table>
<thead>
<tr>
<th>APDC/EDDC diagnosis code</th>
<th>Police mental illness mentions, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=64,587)</td>
</tr>
<tr>
<td></td>
<td>No (n=351,854)</td>
</tr>
<tr>
<td>Yes (n=34,337)</td>
<td>5560</td>
</tr>
<tr>
<td></td>
<td>28,777</td>
</tr>
<tr>
<td>No (n=382,104)</td>
<td>59,027</td>
</tr>
<tr>
<td></td>
<td>323,077</td>
</tr>
</tbody>
</table>

<sup>a</sup>APDC: Admitted Patient Data Collection.

<sup>b</sup>EDDC: Emergency Department Data Collection.

<sup>c</sup>“Yes” refers to domestic violence events/hospital records that have a mental illness mention/diagnosis.

**Figure 2.** Number of domestic violence police events with a police mention and a hospital record of mental illness using various window periods (ie, 1, 3, 6, and 12 months before and after the domestic violence event), and no window period. NSWPF: New South Wales Police Force.
Concordance

Using a 2-year window period, the concordance between hospital and police records for POIs was in only 382 events (382/2395, 15.95%), whereas for victims it was in 101 (101/631, 16.01%) events. The concordance rate was highest for mental and behavioral disorders due to psychoactive substance use when taking into consideration the total number of police events with a respective mention (POIs: 151 events out of 5616, 2.69%; victims: 26 events out of 1098, 2.37%; Table 3).

When no window period was applied, the concordance rate between police and hospital records increased: for POIs it was 19.56% (2005/10,253), whereas for victims it was 18.50% (539/2913). Despite mood disorders having a higher number of events that saw concordance between police and hospital records, their concordance rate was lower in both POIs (756/11,985, 6.31%) and victims (233/4108, 5.67%), whereas mental and behavioral disorders due to psychoactive substance use had the highest concordance rate (692/5616, 12.32% for POIs and 115/1098, 10.47% for victims; Table 4).

### Table 3. Number of domestic violence police events with the same mental illness diagnosis (presented as ICD-10 mental illness groups) in the police and hospital systems for POI and victims—2-year window period applied.

<table>
<thead>
<tr>
<th>Mental illness group (ICD-10)</th>
<th>Total&lt;sup&gt;c&lt;/sup&gt; (POI)</th>
<th>Number of events with a concordance&lt;sup&gt;d&lt;/sup&gt; (POI)</th>
<th>Concordance rate, %</th>
<th>Total&lt;sup&gt;c&lt;/sup&gt; (victim)</th>
<th>Number of events with a concordance&lt;sup&gt;d&lt;/sup&gt; (victim)</th>
<th>Concordance rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental and behavioral disorders due to psychoactive substance use</td>
<td>5616</td>
<td>151</td>
<td>2.7</td>
<td>1098</td>
<td>26</td>
<td>2.4</td>
</tr>
<tr>
<td>Mood (affective) disorders</td>
<td>11,985</td>
<td>110</td>
<td>0.9</td>
<td>4108</td>
<td>35</td>
<td>0.9</td>
</tr>
<tr>
<td>Schizophrenia, schizotypal, delusional, and other nonmood psychotic disorders</td>
<td>4529</td>
<td>50</td>
<td>1.1</td>
<td>878</td>
<td>3</td>
<td>0.3</td>
</tr>
<tr>
<td>Anxiety, dissociative, stress related, somatoform, and other nonpsychotic mental disorders</td>
<td>2855</td>
<td>29</td>
<td>1.0</td>
<td>1832</td>
<td>21</td>
<td>1.1</td>
</tr>
<tr>
<td>Unspecified mental disorder</td>
<td>21,839</td>
<td>28</td>
<td>0.1</td>
<td>4198</td>
<td>10</td>
<td>0.2</td>
</tr>
<tr>
<td>Behavioral and emotional disorders with onset usually occurring in childhood and adolescence</td>
<td>7097</td>
<td>9</td>
<td>0.1</td>
<td>1721</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>Intentional self-harm</td>
<td>2694</td>
<td>6</td>
<td>0.2</td>
<td>821</td>
<td>2</td>
<td>0.2</td>
</tr>
<tr>
<td>Disorders of adult personality and behavior</td>
<td>1067</td>
<td>3</td>
<td>0.3</td>
<td>355</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>Pervasive and specific developmental disorders</td>
<td>1338</td>
<td>1</td>
<td>0.1</td>
<td>401</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Intellectual disability</td>
<td>1196</td>
<td>0</td>
<td>0.0</td>
<td>782</td>
<td>1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICD-10: International Classification of Disease, tenth revision.
<sup>b</sup>POI: person of interest.
<sup>c</sup>Total number of events with a text-mined mention of mental illness
<sup>d</sup>Number of events with an agreement between a text mining (police) mental illness mention and a mental health (hospital) diagnosis code.
### Table 4. Number of domestic violence police events with the same mental illness diagnosis (presented in ICD-10\textsuperscript{a} mental illness groups) in the police and hospital systems for POI\textsuperscript{b} and victims—no window period applied.

<table>
<thead>
<tr>
<th>Mental illness group (ICD-10)</th>
<th>Total\textsuperscript{c} (POI)</th>
<th>Number of events with a concordance\textsuperscript{d} (POI)</th>
<th>Concordance rate, %</th>
<th>Total\textsuperscript{c} (victim)</th>
<th>Number of events with a concordance\textsuperscript{d} (victim)</th>
<th>Concordance rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mood (affective) disorders</td>
<td>11,985</td>
<td>756</td>
<td>6.31</td>
<td>4108</td>
<td>233</td>
<td>5.7</td>
</tr>
<tr>
<td>Mental and behavioral disorders due to psychoactive substance use</td>
<td>5616</td>
<td>692</td>
<td>12.3</td>
<td>1098</td>
<td>115</td>
<td>10.5</td>
</tr>
<tr>
<td>Unspecified mental disorder</td>
<td>21,839</td>
<td>187</td>
<td>0.9</td>
<td>4198</td>
<td>44</td>
<td>1.0</td>
</tr>
<tr>
<td>Anxiety, dissociative, stress related, somatoform, and other nonpsychotic mental disorders</td>
<td>2855</td>
<td>181</td>
<td>6.3</td>
<td>1832</td>
<td>101</td>
<td>5.5</td>
</tr>
<tr>
<td>Schizophrenia, schizotypal, delusional, and other nonmood psychotic disorders</td>
<td>4529</td>
<td>133</td>
<td>2.9</td>
<td>878</td>
<td>32</td>
<td>3.6</td>
</tr>
<tr>
<td>Behavioral and emotional disorders with onset usually occurring in childhood and adolescence</td>
<td>7097</td>
<td>85</td>
<td>1.2</td>
<td>1721</td>
<td>13</td>
<td>0.8</td>
</tr>
<tr>
<td>Intentional self-harm</td>
<td>2694</td>
<td>31</td>
<td>1.2</td>
<td>821</td>
<td>10</td>
<td>1.2</td>
</tr>
<tr>
<td>Disorders of adult personality and behavior</td>
<td>1067</td>
<td>21</td>
<td>2.0</td>
<td>355</td>
<td>4</td>
<td>1.1</td>
</tr>
<tr>
<td>Intellectual disability</td>
<td>1196</td>
<td>5</td>
<td>0.4</td>
<td>782</td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>Pervasive and specific developmental disorders</td>
<td>1338</td>
<td>3</td>
<td>0.2</td>
<td>401</td>
<td>3</td>
<td>0.7</td>
</tr>
<tr>
<td>Mental disorders due to known physiological conditions</td>
<td>496</td>
<td>2</td>
<td>0.4</td>
<td>579</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Symptoms and signs involving cognition, perception, emotional state, and behavior</td>
<td>160</td>
<td>1</td>
<td>0.6</td>
<td>72</td>
<td>1</td>
<td>1.4</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ICD-10: International Classification of Disease, tenth revision.
\textsuperscript{b}POI: person of interest.
\textsuperscript{c}Total number of events with a text-mined mention of mental illness.
\textsuperscript{d}Number of events with an agreement between a text mining (police) mental illness mention and a mental health (hospital) diagnosis code.

**Events With a Police Mention and No Hospital Record of Mental Illness**

In a 2-year window period, 59,027/416,441 (14.17\%) domestic violence events had a police mention but no hospital record of mental illness (Table 2), with 51,025/59,027 (86.44\%) event mentions related to POIs and 14,802/59,027 (25.08\%) to victims. Unspecified mental disorders (generic mentions of mental illness in the narrative text such as mental disorder, some form of mental illness) were the most common in POI (20,890/51,025, 40.94\%) and victims (4043/14,802, 27.31\%), followed by mood disorders (11,427/51,025, 22.39\%, in POIs and 3938/14,802, 26.60\%, in victims). Anxiety disorders in victims (1752/14,802, 11.84\%) had more than double the rate when compared with that of the POIs (2731/51,025, 5.35\%; Table 5).
Table 5. Number of domestic violence police events with a mention of mental illness for POIs and victims without a respective hospital record—2-year window period applied (n=51,025).

<table>
<thead>
<tr>
<th>Mental illness group (ICD-10)</th>
<th>Events (POI; n=51,025), n (%)</th>
<th>Number of events (victim; n=14,802), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unspecified mental disorder</td>
<td>20,890 (40.94)</td>
<td>4043 (27.31)</td>
</tr>
<tr>
<td>Mood (affective) disorders</td>
<td>11,427 (22.39)</td>
<td>3938 (26.60)</td>
</tr>
<tr>
<td>Behavioral and emotional disorders with onset usually occurring in childhood and adolescence</td>
<td>6791 (13.31)</td>
<td>1645 (11.11)</td>
</tr>
<tr>
<td>Mental and behavioral disorders due to psychoactive substance use</td>
<td>5360 (10.50)</td>
<td>1064 (7.19)</td>
</tr>
<tr>
<td>Schizophrenia, schizotypal, delusional, and other nonmood psychotic disorders</td>
<td>4306 (8.44)</td>
<td>840 (5.67)</td>
</tr>
<tr>
<td>Anxiety, dissociative, stress related, somatoform, and other nonpsychotic mental disorders</td>
<td>2731 (5.35)</td>
<td>1752 (11.84)</td>
</tr>
<tr>
<td>Intentional self-harm</td>
<td>2577 (5.05)</td>
<td>783 (5.29)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>2177 (4.27)</td>
<td>302 (2.04)</td>
</tr>
<tr>
<td>Pervasive and specific developmental disorders</td>
<td>1278 (2.50)</td>
<td>378 (2.55)</td>
</tr>
<tr>
<td>Intellectual disability</td>
<td>1143 (2.24)</td>
<td>737 (4.98)</td>
</tr>
<tr>
<td>Disorders of adult personality and behavior</td>
<td>1021 (2.0)</td>
<td>339 (2.29)</td>
</tr>
<tr>
<td>Injury of unspecified body region</td>
<td>658 (1.29)</td>
<td>208 (1.41)</td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>531 (1.04)</td>
<td>197 (1.33)</td>
</tr>
<tr>
<td>Mental disorders due to known physiological conditions</td>
<td>479 (0.94)</td>
<td>557 (3.76)</td>
</tr>
<tr>
<td>Medications: antidepressants</td>
<td>311 (0.61)</td>
<td>105 (0.71)</td>
</tr>
<tr>
<td>Symptoms and signs involving cognition, perception, emotional state, and behavior</td>
<td>154 (0.30)</td>
<td>68 (0.46)</td>
</tr>
<tr>
<td>Medications (antipsychotics)</td>
<td>104 (0.20)</td>
<td>13 (0.09)</td>
</tr>
<tr>
<td>Medications for anxiety</td>
<td>73 (0.14)</td>
<td>20 (0.14)</td>
</tr>
<tr>
<td>Other degenerative diseases of the nervous system</td>
<td>51 (0.10)</td>
<td>43 (0.29)</td>
</tr>
<tr>
<td>Chromosomal abnormalities, not elsewhere classified</td>
<td>46 (0.09)</td>
<td>30 (0.20)</td>
</tr>
<tr>
<td>Unspecified drug-induced disorders</td>
<td>43 (0.08)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Behavioral syndromes associated with physiological disturbances and physical factors</td>
<td>22 (0.04)</td>
<td>17 (0.1)</td>
</tr>
<tr>
<td>Systematic atrophies primarily affecting the central nervous system</td>
<td>10 (0.02)</td>
<td>6 (0.04)</td>
</tr>
<tr>
<td>Diseases of the nervous system</td>
<td>3 (0.01)</td>
<td>2 (0.01)</td>
</tr>
<tr>
<td>Drug prescription abuse</td>
<td>3 (0.01)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Medications (neuroleptics)</td>
<td>1 (0.0)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

aPOI: person of interest.
bA single event could contain multiple mentions of a mental illness group (ie, number of mentions).
cICD-10: International Classification of Disease, tenth revision.

Events With Hospital Records and No Police Mention of Mental Illness

In the 2-year window, 28,777/416,441 (6.91%) domestic violence events had a hospital record but no police mention of mental illness (Table 6), with 15,340/28,777 (53.31%) and 16,793/28,777 (58.36%) events having a hospital record for POIs and victims, respectively. The most prevalent mental illness was mental and behavioral disorders due to psychoactive substance use (9112/15,340, 59.40%, for POIs and 10,017/16,793, 59.65%, for victims), followed by mood disorders (3892/15,340, 25.37%, for POIs and 4070/16,793, 24.24%, for victims; Table 6).
Table 6. Number of domestic violence police events with a mention of mental illness for POIs\textsuperscript{a} and victims without a respective hospital record—2-year window period applied\textsuperscript{b}.

<table>
<thead>
<tr>
<th>Mental illness group (ICD-10\textsuperscript{c})</th>
<th>Events (POI; n=15,340)</th>
<th>Events (victim; n=16,793)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental and behavioral disorders due to psychoactive substance use</td>
<td>9112 (59.40)</td>
<td>10,017 (59.65)</td>
</tr>
<tr>
<td>Mood (affective) disorders</td>
<td>3892 (25.37)</td>
<td>4070 (24.24)</td>
</tr>
<tr>
<td>Anxiety, dissociative, stress related, somatoform, and other nonpsychotic mental disorders</td>
<td>3604 (23.49)</td>
<td>3976 (23.68)</td>
</tr>
<tr>
<td>Schizophrenia, schizotypal, delusional, and other nonmood psychotic disorders</td>
<td>2627 (17.13)</td>
<td>2789 (16.61)</td>
</tr>
<tr>
<td>Disorders of adult personality and behavior</td>
<td>1710 (11.15)</td>
<td>1853 (11.03)</td>
</tr>
<tr>
<td>Behavioral and emotional disorders with onset usually occurring in childhood and adolescence</td>
<td>676 (4.41)</td>
<td>708 (4.22)</td>
</tr>
<tr>
<td>Unspecified mental disorder</td>
<td>644 (4.20)</td>
<td>641 (3.82)</td>
</tr>
<tr>
<td>Intentional self-harm</td>
<td>636 (4.15)</td>
<td>629 (3.75)</td>
</tr>
<tr>
<td>Mental disorders due to known physiological conditions</td>
<td>615 (4.01)</td>
<td>724 (4.31)</td>
</tr>
<tr>
<td>Symptoms and signs involving cognition, perception, emotional state, and behavior</td>
<td>486 (3.17)</td>
<td>580 (3.45)</td>
</tr>
<tr>
<td>Intellectual disability</td>
<td>312 (2.03)</td>
<td>345 (2.05)</td>
</tr>
<tr>
<td>Pervasive and specific developmental disorders</td>
<td>239 (1.56)</td>
<td>243 (1.45)</td>
</tr>
<tr>
<td>Behavioral syndromes associated with physiological disturbances and physical factors</td>
<td>172 (1.12)</td>
<td>203 (1.21)</td>
</tr>
<tr>
<td>Other degenerative diseases of the nervous system</td>
<td>65 (0.42)</td>
<td>58 (0.35)</td>
</tr>
<tr>
<td>Systematic atrophies primarily affecting the central nervous system</td>
<td>15 (0.10)</td>
<td>12 (0.07)</td>
</tr>
<tr>
<td>Chromosomal abnormalities, not elsewhere classified</td>
<td>12 (0.08)</td>
<td>14 (0.08)</td>
</tr>
<tr>
<td>Injury of unspecified body region</td>
<td>1 (0.01)</td>
<td>1 (0.01)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}POI: person of interest.
\textsuperscript{b}A single event could have several mental illness groups.
\textsuperscript{c}ICD-10: International Classification of Disease, tenth revision.

**Discussion**

**Principal Findings**

These findings build on our previous work, showing that when police attend domestic violence events, they report on a significant number of victims and perpetrators with mental illness [29,31]. Almost 16% (64,587/416,441, 15.51%) of domestic violence events attended by the police had a mention of mental illness [34], which is high considering that this is not proactively probed by the attending officers.

In this study, we explored links between mentions of mental illness in police reports and hospital data. We linked almost half a million police-attended domestic violence events to records from emergency departments (EDDC) and hospital admissions (APDC). Only 3020/416,441 (0.73%) domestic violence events attended by the police had a corresponding hospital record using a 2-year window period (ie, 12 months before and after the event). This reinforces the view that surveillance systems based solely on hospital presentations are very limited in terms of coverage. We found that concordance (ie, the same mental illness between a police mention and a hospital record for an individual) between these 2 data sources was 15.95% (382/2395) for POI and 16.01% (101/631) for victims. Yet, this lack of concordance between the police and the hospital system is likely explained by the severity of the mental illness, whereby relatively few less severe mental disorders, which may be seen by primary care providers, result in a hospital admission or emergency room attendance.

This does not necessarily reflect poor reporting quality by the NSWPF for several reasons. First, police officers in NSW only undergo a short (1–4 days) period of mental health training as part of their initial training (Chief Inspector Matthew McCarthy, NSWPF, personal communication, July 2021). Second, their primary focus while attending domestic violence events is on victim safety, and thus, recording mental health information is not a priority. Third, recording mental health status is likely to be opportunistic with different motivations in reporting this to the police by victims, perpetrators, and witnesses. The number of police-attended domestic violence events with no mention of mental illness but with a respective hospital record remained roughly the same before (8626 for POIs; 9447 for victims) and after (8157 for POIs; 9804 for victims) the date of the event when a 2-year window period was applied.

Most domestic violence police events with a mental illness mention had no recorded hospital diagnosis within a 2-year window period (59,027/64,587, 91.39%), whereas 83.81% (28,777/34,337) of the hospital admissions that involved a POI
or victim had no corresponding mention of mental illness in the police data. Events in which the NSWPF did not record a mental illness mention but had a hospital record could be explained from the 2-year window. It is possible that when police officers attended the event, the individual may not have been diagnosed with a mental illness at that point in time. This can be observed in 28,777/416,441 (6.91%) domestic violence events with a hospital record for POIs and victims, with most of the diagnoses recorded related to substance use (ie, mental and behavioral disorders due to psychoactive substance use), mood, anxiety, and schizophrenic disorders within the 2-year window.

Concordance With Specific Mental Illnesses

The highest concordance rate between police and health data occurred in events that reported mental and behavioral disorders due to psychoactive substance use for POIs (151 events out of 5616, 2.69%) and victims (26 events out of 1098, 2.37%), with the concordance rate increasing 10-fold when no window period was applied (692/5616, 12.32%, for POIs and 115/1098, 10.47%, for victims). Admissions to residential drug treatment programs within the health system likely explain the higher concordance in terms of diagnoses related to psychoactive substance use. Recent research has demonstrated that substance use (including alcohol consumption) increases both the risk for and impact of domestic violence, highlighting the need for policy that advocates interventions that can address both drug use and violence in combination [45]. These findings have implications about the effect that alcohol and drug abuse might have on the perpetration of domestic violence [46]. Interestingly, unspecified mental disorders were the main recorded group within the police narratives, which is consistent with police’s role not being focused on recording specific details on mental health status.

Future Implications

Overall, the police appear to have substantial visibility on mental illness in domestic violence, covering the scope and the severity of conditions. Our findings indicated that the NSWPF encounter myriad mental illnesses in the context of domestic violence with more than 120 types identified [32,34]. This further demonstrates the usefulness of employing police narrative data for surveillance and monitoring purposes as we have previously suggested [36].

Partnerships between the police, public health, and welfare sectors with regard to data sharing could help improve domestic violence, health, and justice outcomes, but it often does not occur. For example, data (or algorithm) sharing arrangements could assist in more focused policies and initiatives to improve front-line responses when mental illness is identified, for example, through crisis intervention teams [47-49]. Combining information extracted from domestic violence police records with diagnoses from the health system in privacy preserving ways could help to further explain behaviors and motivations and improve domestic violence prevention. Primary health care providers such as general practitioners (GPs) are also likely to have good visibility on domestic violence for injuries not requiring hospitalization, and less severe forms of mental health and should be considered for linkage as part of a comprehensive data capture system.

No single data collection is likely to have complete coverage of domestic violence, but we have demonstrated that 2 of the big government agencies, the police and secondary and tertiary health care systems (ie, hospitals), can be effectively linked. To improve coverage and identify repeat perpetrators or victims, multiple data sources (eg, GP victim visits vs police attendance) will be required. We identified that only 0.73% (3020/416,441) of domestic violence events had a mental illness recorded in both police records and hospital records, suggesting that other agencies’ data are needed for comprehensive domestic violence reporting.

Interestingly, within the 12-month period, only 841 events for POIs and 919 events for victims (out of 416,441) had a hospital record of mental illness within 48 hours since the domestic violence event occurred. Further, apart from those codes indicating presentations due to psychoactive substance abuse, the recorded codes referred to medical reasons for hospitalization that were unlikely related to domestic violence. This supports the idea that hospitals only see a small fraction of conditions arising from domestic violence situations or do not screen admitted individuals for domestic violence [37,38], which are recognized as limitations of the current domestic violence surveillance [36].

Notwithstanding these factors, we believe that first contact with the police as a consequence of a domestic violence event represents an important opportunity to inquire about the mental health status and enable referral pathways for those requiring treatment and support. This would not be without its challenges but may be important in preventing and minimizing future recurrences of domestic violence. It is possible that these cases of mental illness in domestic violence could be captured from additional data collections that are more appropriate for less severe forms of mental illnesses such as GP visits and psychological services, both of which are covered by Australia’s Medicare Benefits Schedule. However, this requires ongoing dialog and discussion between agencies holding different data collections as well as sophisticated agreements to ensure privacy is protected.

Limitations

Linking police-recorded domestic violence events with health records from hospital admissions and emergency department presentations has several limitations. There are unique challenges in the appropriate research use of linked administrative data, for example, with respect to bias from linkage errors where records cannot be linked or are linked together incorrectly [28,50]. When linking data sets, a proportion of cases match and a proportion will remain unmatched [50]. The window period of 1 year before and after the date of each event might have limited the number of linked events. Thus, there might have been cases with individuals that were diagnosed after the date when the domestic violence event occurred (eg, after 2 years). Therefore, an expansion of the time frame might return a larger number of linked events (Figure 2) and could potentially assist in providing more population-based information for this type of linkage research and more nuanced conclusions.
Common mental disorders are seen mostly in primary care, while serious mental illness are seen in specialist secondary and tertiary care services. Therefore, common mental disorders are underrepresented in our data. Obtaining and linking other types of clinical data such as GP visits and psychotropic medication prescriptions would embellish the picture of mental health and domestic violence. Police-attended domestic violence events may not result in or be preceded by GP attendances either, and thus remain undetected by the health system. This is a further argument for the benefit of using police data for domestic violence surveillance and employing text mining to extract salient information such as mental illness mentions.

Finally, it is unclear whether any of these extracted mentions of mental illness from police-attended domestic violence events are accurate. These data are not collected for research or reporting purposes and therefore researchers do not get to decide which variables should be recorded [31]. Concordance between police mentions and hospital records with a 2-year window yielded 15.95% (382/2395) for POIs and 16.01% (101/631) for victims, highlighting the need to have a variety of other data sources that can be linked to police records to increase the visibility on the needs of those involved in domestic violence situations, covering law enforcement, social care, health care, welfare.

Conclusions

Domestic violence is a significant public health problem with its myriad facets being described and recorded in various data collections that cover the health, housing, welfare, justice, child neglect, and finance sectors. However, these different data sources often do not readily share information with each other, preventing the development of a comprehensive picture of domestic violence that can be used for monitoring and prevention purposes. Using a 2-year period to link half a million domestic violence police events with emergency department and hospital admissions, the concordance between the identified mental health mentions from the police narratives and those recorded by the hospital system was 15.95% (382/2395 events) for POIs and 16.0% (101/631 events) for victims. Thus, our findings reinforce the view that surveillance systems based solely on hospital presentations are limited in terms of coverage, with hospitals seeing only a fraction of mental illness conditions arising from domestic violence situations. This demonstrates that police have good visibility of mental illness in domestic violence covering both the scope and the severity of conditions. Despite the set of limitations that the police data come with, the coverage of mental health within the domestic violence police narratives highlights the need to be able to link various data sources for large-scale surveillance and reporting that could prove beneficial for at-risk populations.
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Multimedia Appendix 1

Mental illnesses listed in the ICD-10 including the eight new categories targeted for extraction in domestic violence events with examples as they appeared in the police event narratives.

[DOCX File, 30 KB - formative_v6i10e39373_app1.docx ]

Multimedia Appendix 2

The ICD-10 Mental and Behavioural Disorders schema used to map the extracted mental illness mentions containing three levels (first, second and third).

[DOCX File, 41 KB - formative_v6i10e39373_app2.docx ]

Multimedia Appendix 3

Fields that describe a police recorded domestic violence event. This information is a combination of the outputs from the application of the text mining methodology on the domestic violence event narratives, the demographic and spatiotemporal information included in the respective fixed fields and the linked mental health diagnoses obtained from the Admitted Patient Data Collection (APDC) and Emergency Department Data Collection (EDDC) datasets. POI refers to the person of interest.

[DOCX File, 47 KB - formative_v6i10e39373_app3.docx ]
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Abstract

Background: Although effective pharmacological treatment exists, many adults with attention-deficit/hyperactivity disorder (ADHD) prefer a nonpharmacological option for managing their symptoms. Internet-delivered self-help interventions have the potential to address this unmet supportive care need reported by adults with ADHD, at relatively low costs. However, if the intervention does not offer optimal functions, content, and layout, it could decrease adherence and engagement and potentially compromise the effectiveness of such interventions. Thus, there is a need for examining the usability and factors that enhance and impair the usability of internet-delivered self-help interventions.

Objective: This study evaluates the usability of an internet-delivered self-help intervention for adults with ADHD (MyADHD). The main goals were to (1) collect qualitative and quantitative data on usability and (2) identify usability problems.

Methods: Individual think-aloud interviews and staged usability testing (N=5) were conducted to evaluate the usability of the MyADHD intervention in terms of function, content, and design. MyADHD end users provided iterative feedback to maximize engagement and usability. They performed tasks involved in operating the intervention and provided “think-aloud” commentary and postsession usability ratings. The interviews were recorded, transcribed verbatim, and analyzed.

Results: Participants were satisfied with the overall usability of the program. The average perceived usability score out of 100 was 70 for the first round of testing and improved to 77.5 after applying modifications, with a mean score of 75.5 (SD 5.9) for all rounds of usability testing. The analysis of the interviews revealed 3 central themes: functionality, content, and layout.

Conclusions: Optimizing the usability of internet-delivered self-guided interventions is a critical step in the design and development process. The usability testing in this study provided valuable information from users’ perspectives on the content and platform of the intervention. Analysis revealed the need for intervention enhancement with regard to design, functionality, and content from the perspective of potential end users. Overall, participants saw value in the MyADHD intervention and were confident that they could use it for the self-management of symptoms and expressed the desire to use the entire intervention when it becomes available. Through this development process, we produced an intervention that is likely to be used successfully and is ready for deployment in a randomized controlled trial.

Trial Registration: ClinicalTrials.gov NCT04511169; https://clinicaltrials.gov/ct2/show/NCT04511169

(JMIR Form Res 2022;6(10):e37137) doi:10.2196/37137
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Introduction

Background
Digital technology for the treatment and management of mental health issues has become increasingly available in recent years [1]. For common mental health disorders like depression and anxiety, internet-delivered interventions are part of official treatment guidelines [2]. Internet-delivered interventions either can be delivered with some form of guidance or can be entirely self-guided [3]. Effective internet-delivered self-guided interventions can dramatically increase treatment accessibility at relatively low costs, as they can be distributed over the internet directly to the user’s computer, without the need for therapist guidance [4]. However, in self-guided internet-delivered interventions, a commonly described issue is low adherence and engagement [5].

Internet-Delivered Interventions for Adults With ADHD

For people with attention-deficit/hyperactivity disorder (ADHD), few evidence-based internet-delivered interventions for adults exist today. ADHD in adults is characterized by pervasive symptoms of inattention, hyperactivity/impulsiveness, or both that persist across different situations [6]. With an estimated prevalence of 2%-3%, ADHD can be counted as a common mental disorder in adulthood [7-9]. Although effective pharmacological treatment exists [10], many adults with ADHD prefer a nonpharmacological option for managing their symptoms [11]. In this case, self-guided psychological interventions that can be delivered over the internet might have the potential to meet the treatment preferences of adults with ADHD. These types of interventions can help manage symptoms of ADHD by providing general information, tailored advice, support, and skill training via technology (eg, smartphones, tablets, or websites). The few studies that examine internet-delivered psychological treatments for adults with ADHD show good clinical outcomes [12-14]. Self-guided internet-delivered interventions for adults with ADHD have the potential to offer evidence-based interventions to many individuals, with 24/7 access to information, in the comfort of their own homes, where they can read and reread materials.

However, self-guided interventions are also associated with higher dropout rates than guided interventions. Since adherence is related to outcome, it is important to focus on all factors that could improve adherence to self-guided internet-delivered interventions. This starts with designing good systems that address the needs of the end users and have good usability. The primary reasons for low engagement with internet-delivered interventions has been a lack of user-centered design and poor usability [15]. Interventions with poor usability may make it difficult to interact with the intervention, which could lower the engagement, which then can lead to suboptimal clinical outcomes or rejection of the intervention by the user. This might be especially a problem for adults with ADHD, where the cardinal symptoms often are inattention and impulsiveness. It is, therefore, important to test the usability of a new internet-delivered intervention for ADHD during the development process, so that usability flaws are known at an early stage and can be fixed before the intervention goes to full trial.

Usability
Usability is defined by the International Organization for Standardization [16] as “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use.” It also refers to the quality of a user’s experience when interacting with systems, including websites and mobile apps. The usability of an internet-delivered intervention has a direct influence on user satisfaction. When an internet-delivered intervention is not well designed, it can prevent users from effectively and efficiently using the program. Usability evaluation is a very valuable resource to understand how easy it is to use a developed system for new users. It can be summative (collecting evidence that the intervention is usable) or formative (informing the redesign and improvement of the intervention) [17].

This study describes the results from a formative usability evaluation of the MyADHD intervention [18] that gathered feedback from end users and improved the design as part of an iterative design process.

Formative Usability Evaluation of MyADHD
In this study, we evaluated the usability of a first prototype of an internet-based intervention for adults with ADHD. The main goals were to (1) collect qualitative and quantitative data on usability and (2) identify usability problems. An iterative development process was used to promote the further development of the content, visual design, and interaction design. Once the first round of usability testing was completed, we evaluated, determined improvements, implemented the improvements, and retested the updated prototype. We included 5 rounds with usability testing with 5 potential end users, as 5 users are often enough to identify 80% of all usability problems [19]. The goal was to identify understandability, ease of learning the intervention’s platform, and appropriateness of the intervention. Through the testing, we were provided with feedback about what does and does not work in the intervention for end users and determined whether the features of the intervention were acceptable and feasible for users.

Objectives
This study aims to investigate the usability of a self-guided internet-delivered intervention (MyADHD), which targets symptoms of ADHD among adults.

Methods

Procedures
The usability evaluation was performed in 2 parts: (1) the expert evaluation and (2) the user evaluation. This study reports on findings from the first stage of the formative research process: usability testing. The aim is to investigate the usability of a self-guided internet-delivered intervention in terms of function, content, and design.
Part 1: Expert Evaluation

The first and last author of the paper (RMFK and YI) conducted an expert evaluation prior to the user evaluation. Through this evaluation method, we detected usability problems with the interface early in the process [20]. The expert evaluation involved an evaluation on how well a design supported its target audience in achieving their specified goals with effectiveness, efficiency, and satisfaction. The usability expert (YI) conducted a review according to a set of generally accepted usability guidelines, as well as their personal knowledge of the design’s domain. The evaluation was based on Nielsen’s heuristics. Problems detected by the evaluators were addressed immediately, so they did not influence the second part: the user evaluation.

Part 2: User Evaluation

Five individuals diagnosed with ADHD were recruited via the Norwegian patient association (ADHD Norge) to participate in a 1-hour laboratory-based usability test. The inclusion criteria for the usability tests were (1) a self-reported ADHD diagnosis, (2) age ≥18 years, and (3) willing to participate and able to meet at the laboratory. In the laboratory, participants used a laptop and were asked to use the prototype of MyADHD intervention. The test entailed the completion of 10 goal-oriented tasks (see Textbox 1).

Textbox 1. Tasks.

1. Go to the program (adhd.youwell.no) and log in
2. Start module 1, read the material, and say out loud what you think
3. Start module 2 and try one of the breathing exercises
4. Log your experience of the breathing exercise in the exercise log
5. Complete module 2
6. Go to the home page
7. Fill out the questionnaires of module 3
8. Go to my diary and fill out an entry
9. Go to my calendar page and see this week’s homework assignments
10. Try another breathing exercise and log your experience again

First, the participants provided demographic information and reported on their experience with personal computers and the use of internet. Next, they were asked to perform a series of tasks in the platform and intervention. Two facilitators were present in each usability session. One led the session and 1 observed. Participants were asked to “think aloud” (ie, provide continuous commentary) in accordance with Concurrent Think-aloud Method (CTA) while operating the system [21]. The goal with CTA was to encourage participants to keep a running stream of consciousness as they worked with the tasks. This helped to understand participants’ thoughts as they tried to work through the intervention and elicit real-time feedback and emotional responses to the intervention. This is a common approach to usability testing that enables evaluation of the ease with which a system is learned [22]. Participants provided feedback on the MyADHD intervention (ie, layout, color, text, readability, and videos), and the content and provided information on their preferences regarding the use of MyADHD. If the participant asked a question, the facilitator remained neutral and replied with “What do you think?” or “What would you do?”

During the CTA, the observer took notes and used an audio recorder to capture all that the participant did and said. At the end of the session, the System Usability Scale [23] was administered as an online survey in the platform. The information retrieved from the think-aloud interviews was used to further optimize the MyADHD intervention.

Ethics Approval

This study was reviewed and approved by the Norwegian Regional Committee for Medical and Health Research Ethics, REC South East #203804. The participants provided written informed consent to participate in this study. As a reimbursement for their time, participants received gift vouchers worth NOK 200 (US $19).

Questionnaires

The System Usability Scale

The System Usability Scale (SUS) [23] is a widely used source for the assessment of the perceived usability of an evaluated system [24]. The SUS has sufficient reliability (coefficient $\alpha$ .9). It contains 10 items with a response from 1 (strongly disagree) to 5 (strongly agree), with 5 positive statements and 5 negative statements. The items are scored on a 5-point Likert scale. The sum of the items leads to a general measure of perceived usability with the total score varying between 0 and 100. Based on different studies in the literature, an overall usability score of below 70 shows poor usability of the evaluated system [25,26]. Higher overall scores represent a high quality of usability. The scale allows item-based analysis by calculating the mean score and standard deviation of each item. Minor wording changes do not appear to affect SUS scores [25,27]. In our research, we tailored the scale by replacing the term “system” with “the intervention.” Additionally, the participants were asked questions on sociodemographic and internet use characteristics.
The MyADHD Intervention

MyADHD development was theory based and person based [28]. The planning phase consisted of qualitative focus groups, the development of guiding principles, and a literature review. The first prototype of the intervention was delivered via an online secure portal, which is accessible on laptops and personal computers. The intervention is a structured self-guided intervention with modified elements from cognitive behavioral therapy, dialectical behavioral therapy, and goal management training to target specific challenges experienced by adults with ADHD. Kenter et al [18] described the development of the content of the intervention. The intervention consists of 7 training modules. In this study, we used the first 3 modules of the intervention (see Multimedia Appendix 1).

Table 1. Overview of the first 3 modules of MyADHD.

<table>
<thead>
<tr>
<th>Module</th>
<th>Rationale and content</th>
<th>Exercises and videos</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Start module</td>
<td>Goal setting and practical information about how to use the internet-delivered intervention</td>
<td>One goal setting exercise</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Describe how ADHD affects your life exercise</td>
</tr>
<tr>
<td></td>
<td></td>
<td>One lived-experience video</td>
</tr>
<tr>
<td>2. Mindful awareness</td>
<td>Inattention is a core symptom of ADHD. In this module, participants are given information about different aspects of attention and concentration and how to cope with impairment. In this module, the participants start training on mindful awareness (“being here and now”) by focusing on their breathing (based on dialectical behavioral therapy).</td>
<td>Three different types of breathing exercises</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Two lived-experience videos</td>
</tr>
<tr>
<td>3. Inhibition training</td>
<td>Impulsivity and loss of impulse control are common among adults with ADHD. This module consists of exercises focusing on impulse control and goal-oriented/goal-directed behavior (stop, observe, proceed, and check; based on goal management training).</td>
<td>Two STOP exercises</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Two lived-experience videos</td>
</tr>
</tbody>
</table>

Data Collection and Analysis

Tasks and Questionnaires

In each individual usability testing session, following informed consent, the participants were first asked to think aloud while using the program and doing the tasks (seeTextbox 1). The procedure was pretested with an individual who was not involved in the study. A facilitator guided the participant through the usability sessions by presenting the tasks and reminding the participants to think aloud by questions like “Tell me what you’re thinking,” “what are you looking for?,” and “What do you think now?” The sessions were audiorecorded and transcribed verbatim. We coded and analyzed the transcripts using NVIVO [29].

Data Analyses

The usability tests were recorded and transcribed verbatim by the second author. Transcripts were analyzed thematically using an iterative coding procedure. The focus of the analysis was on the features of the intervention that needed to be redesigned or improved. The categories were identified using an iterative process of reading and rereading the transcripts. Usability issues were coded into categories.

Results

Participants

The participants had a mean age of 38.4 (SD 16.3) years. Three were men and 4 were highly educated (high school or higher). One participant reported difficulty using computers and the internet, while the others had reported good computer skills, see Table 2. All participants had ADHD diagnoses, and none of them had previously used an internet-delivered intervention before.
<table>
<thead>
<tr>
<th>Table 2. Demographics.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
</tr>
<tr>
<td><strong>Range</strong></td>
</tr>
<tr>
<td><strong>Gender, n</strong></td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>Educational level, n</strong></td>
</tr>
<tr>
<td>Middle</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td><strong>Internet and computer skills, n</strong></td>
</tr>
<tr>
<td>Self-reported good computer skills</td>
</tr>
<tr>
<td>Self-reported good internet skills</td>
</tr>
</tbody>
</table>

**Usability Issues**

The transcripts revealed 3 main categories of barriers that limited usability: (1) functionality, (2) content, and (3) layout.

**Functionality**

This category referred to the need for the intervention to be easy to use, navigate, and have a logical flow. Analysis showed that usability was limited when navigation was difficult. The participants experienced problems related to, for example, unclear navigation (“I can’t move back to the homepage,” “where do I go to see my past entries?”), unclear functionality (“Does the calendar synchronize with my own phone?”), and it was unclear whether filled-out questionnaires were saved and submitted (“Did I save this now? I am not sure, can I go back? How do I check this?”). Furthermore, textboxes were too small to type in larger amounts of text.

In preparation of new rounds of usability testing, back and forward buttons were added, more explanation was offered with the different elements such as calendar, automatic feedback that answers on questionnaires were sent in, and textboxes were made larger. At the end of usability testing, the participants found the calendar still confusing to use. Due to this, the calendar was removed from the intervention, and the participants were encouraged to use their own private calendar, for example, their mobile phone calendar or paper calendar. After this adjustment, think-aloud comments to the functionality were more neutral (“OK, now I click here to go to the next page”), positive (“Nice! I did not remember what I was supposed to do, but I can go back to read the previous page”), or focused on the specific intervention content.

**Content**

Overall, the participants had a general positive impression of the content in the program. The program felt “positive,” “light,” and “useful.” The exercises were perceived as helpful and useful (“This really speaks to me,” “this makes perfect sense”). Usability testing revealed that several participants (n=4) had difficulty understanding the text when it was too lengthy, with large blocks of text, making the information difficult to process, which limited the usability.

A point of improvement involved the wording in the content, whereby language was perceived as too negative (“I do not recognize myself in having problems, I might have challenges, not problems”) and too complicated (“I have to read the most sentences twice”). There were also inconsistencies in wording that made it difficult to use the intervention (“first you call it dashboard, and now I have to go back to the homepage,” “it is called a program or an intervention? It seems now that these are two different things”).

This resulted in changes in the wording; more positive wording was used, which resulted in more positive comments about the wording (“It is nice with empathy about that it can be difficult to be part of this ADHD intervention”). Wording was checked for inconsistencies, spelling errors were removed, and text was shortened or chunked up in smaller sections so that it became easier to read. We also added a short summary at the end of each module. All participants liked the videos, exercises, and psychoeducational text and viewed them as helpful.

**Layout**

All participants commented that they saw value in the images, visual aids, and videos. They liked the layout and described it as “calm,” “beautiful, yeah it is esthetic,” and “friendly” with “nice colors and pretty images.” Regarding the questionnaires, the participants found it hard to fill out the questionnaires because of the large amount of text and answering options.

**Satisfaction With the Intervention**

All participants felt confident they would be able to use the platform (n=3 strongly agreed, n=2 agreed). The participants were satisfied with how easy it was to use and viewed the intervention as helpful. All participants were able to perform the tasks and learn to use the intervention and the platform on their own.
Perceived Usability Outcomes

The results for perceived usability (as measured by the SUS) are presented in Table 3. The analysis of the data identified that the intervention was rated with an average score of 75.5 (SD 5.9). Of the 5 participants, 1 rated the MyADHD intervention as “excellent,” while 4 others rated it as “good.”

<table>
<thead>
<tr>
<th>Items</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use this intervention</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3.4</td>
</tr>
<tr>
<td>I found the intervention unnecessarily complex</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1.6</td>
</tr>
<tr>
<td>I found the intervention easy to use</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4.4</td>
</tr>
<tr>
<td>I think I would need support from a technical person to use this intervention</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.2</td>
</tr>
<tr>
<td>I found the various functions in this intervention were well integrated</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3.4</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in this intervention</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2.6</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this intervention quickly</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3.8</td>
</tr>
<tr>
<td>I found the intervention very cumbersome to use</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1.8</td>
</tr>
<tr>
<td>I felt very confident using the intervention</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4.0</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could start using this intervention</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1.6</td>
</tr>
<tr>
<td>SUS score (0-100 scale)</td>
<td>70</td>
<td>72.5</td>
<td>72.5</td>
<td>85</td>
<td>77.5</td>
<td>75.5</td>
</tr>
</tbody>
</table>

aP1-5: participant 1-5.
bSUS: System Usability Scale.
cTotal score reversed to a 0-100 scale.

Discussion

Principal Results

Usability testing demonstrated that all individuals could perform the desired tasks, and that they learned to use the intervention quickly. Results from the SUS revealed that the program obtained high scores, indicating that the intervention was considered very useful. Staged iterative usability testing was essential for discovering intervention enhancement needs (eg, more visual aids, more buttons) and for resolving design, functionalities (eg, more feedback on actions and explanation to functionalities), and content inadequacy (eg, inconsistencies, difficult wording, lengthy text). Overall, the participants saw value in the MyADHD intervention and were confident they could use it for self-management of symptoms and expressed the desire to use the entire intervention when it becomes available.

Optimizing usability early in the process is a critical step in the development process of self-guided internet-delivered interventions [28], especially with self-guided interventions, where uptake and adherence are often low [4]. While there is a large number of studies examining the feasibility and efficacy of internet-delivered interventions for common mental health disorders like depression and anxiety [1], there are only a few studies that examine internet-delivered interventions for adults with ADHD [12,13,30]. These studies reported low adherence to the interventions. This is problematic as adherence is related to outcome [31,32]. Additionally, low usability could have an impact on the effectiveness of such interventions [33]. A study on usability is therefore important and relevant, as it may help to ensure that the interventions are well designed and therefore increase the interest and number of people who can benefit from it. End users have high expectations of digital products, and because of difficulties with inattention, adults with ADHD specifically might drop out if the intervention does not have optimal usability. We did not find other studies examining the usability of internet-delivered interventions for adults with ADHD.

The overall SUS scores found in this study are comparable to other usability studies of internet-delivered interventions. A study of transdiagnostic internet-delivered treatment [34] found a mean SUS score of 81.89; a study on blended care [35] found a mean SUS score of 76.3 for the internet-delivered treatment, while a study on web-based support for people with mild intellectual disabilities [36] found a low mean SUS score of 56.4 and 51.1.

Limitations and Strengths

For usability tests, 5 users are often enough to identify 80% of all usability problems [19]. The optimal number of participants required is not clear. This depends on the problems raised by the participants and whether the participants give an adequate reflection of potential end users. Despite the small sample, participants with different profiles and backgrounds were included, and within this sample, theme saturation was achieved. We believe that our sample reflects the population of potential end users of MyADHD.

The staged iterative usability tests provided knowledge regarding whether specific tasks could be performed in the intervention and gave direct input on how potential end users would use the intervention. The study was not conducted to identify every single usability problem but rather to show how usability testing with a small sample could identify usability problems that experts did not recognize prior, which allowed us to make
significant improvements to the intervention before going full
trial. The methods used were effective in identifying elements
that needed modification.

**Conclusions**

Innovative technologies can play an important role in helping
adults with ADHD manage their symptoms better. For such
interventions, delivered over the internet without clinician
support, to be viable, they need to be developed with the needs,
characteristics, and preferences of their intended end users in
mind. At the end of a user-centered development process, with
usability evaluations, the MyADHD intervention was deemed
ready for testing in real-world conditions.
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Abstract

Background: Communicating cardiovascular risk to the general population requires forms of communication that can enhance risk perception and stimulate lifestyle changes associated with reduced cardiovascular risk.

Objective: The aim of this study was to evaluate the motivational potential of a novel lifestyle risk assessment (“Life Age”) based on factors predictive of both premature mortality and psychosocial well-being.

Methods: A feasibility study with a single-arm repeated measures design was conducted to evaluate the potential efficacy of Life Age on motivating lifestyle changes. Participants were recruited via social media, completed a web-based version of the Life Age questionnaire at baseline and at follow-up (8 weeks), and received 23 e-newsletters based on their Life Age results along with a mobile tracker. Participants’ estimated Life Age scores were analyzed for evidence of lifestyle changes made. Quantitative feedback of participants was also assessed.

Results: In total, 18 of 27 participants completed the two Life Age tests. The median baseline Life Age was 1 year older than chronological age, which was reduced to −1.9 years at follow-up, representing an improvement of 2.9 years (P=.02). There were also accompanying improvements in Mediterranean diet score (P=.001), life satisfaction (P=.003), and sleep (P=.05). Quantitative feedback assessment indicated that the Life Age tool was easy to understand, helpful, and motivating.

Conclusions: This study demonstrated the potential benefit of a novel Life Age tool in generating a broad set of lifestyle changes known to be associated with clinical risk factors, similar to “Heart Age.” This was achieved without the recourse to expensive biomarker tests. However, the results from this study suggest that the motivated lifestyle changes improved both healthy lifestyle risks and psychosocial well-being, consistent with the approach of Life Age in merging the importance of a healthy lifestyle and psychosocial well-being. Further evaluation using a larger randomized controlled trial is required to fully evaluate the impact of the Life Age tool on lifestyle changes, cardiovascular disease prevention, and overall psychosocial well-being.

(JMIR Form Res 2022;6(10):e37385) doi:10.2196/37385

KEYWORDS

Life Age; Heart Age; cardiovascular risk; lifestyle change; psychosocial well-being; population focused risk communication tool; health promotion; risk perception; premature mortality; risk communication
Introduction

Background

Age-based approaches to risk communication have become popular in recent years. The concept of “Heart Age” was previously developed in 2007 [1] to enhance the perception of personal cardiovascular risk in those who would benefit from lifestyle change [2], thereby leading to risk factor reduction [3]. Heart Age has subsequently been adopted by national health organizations [4,5], and its novelty is in being rooted in validated risk models but with an output format that is engaging for users. However, the requirement for biometric factors (eg, blood cholesterol, blood glucose, and blood pressure assessments) in risk models can prevent widespread adoption and potentially lead to misclassification of risk [6].

Development of the “Life Age” concept

Using lifestyle factors, as opposed to clinical risk factors, in age-based tests could be more useful in promoting cardiovascular health than clinical risk factors in the wider population. In addition to communicating disease risks, communicating on psychosocial well-being factors that constitute the broader lifestyle (life satisfaction, perceived stress, insomnia, and positive and negative mood) may be of equal importance.

Several large observational studies across diverse populations have demonstrated the additive impact of a common set of lifestyle factors on all-cause mortality [7]. Thus, we developed a lifestyle-based assessment of mortality risk by combining published relative risks of all-cause mortality for body weight, physical activity, alcohol, adherence to a Mediterranean diet, and smoking into an overall lifestyle risk score. Relative risks were converted to “effective age” scores for each lifestyle factor using the method devised by Spiegelhalter et al [8] and represented the modifiable mortality risk component of “Life Age.” The range of years that could feasibly be added or removed from a person’s age ranged from −6 years (BMI<23, nonsmoker, no or low alcohol, optimal diet, and high physical activity) to +28 years (BMI>40, smoker, binge drinker, poor diet, and sedentary lifestyle). However, among previous web-based users (n=2000, unpublished), 95% of data fell within a range of −16 to +16 years.

To create the psychosocial well-being component of Life Age, questionnaire scores for life satisfaction, positive and negative mood, hours of sleep, and perceived stress were converted into years (ranging from −2 to +2 years) and based on the distance of score from population norms. This ensured that Life Age scores for psychosocial well-being equaled the impact of healthy lifestyle factors.

Objective

The aim of this study was to evaluate the motivational potential of a novel lifestyle risk assessment (Life Age) based on factors predictive of both premature mortality and psychosocial well-being.

Methods

Study Design

A pilot nonrandomized, single-arm, repeated measures feasibility study (unpublished) on postgraduate students at Imperial College London (London, United Kingdom) examined the impact of taking the web-based version of the Life Age questionnaire without any intervention. We observed a 1.3-year improvement in participants’ Life Age after 8 weeks (P=.006). To further evaluate the impact of Life Age on lifestyle change, we conducted a feasibility study using a nonrandomized interventional, single-arm, repeated measures design.

Ethics Approval

Ethics approval was provided by the Imperial College Research Ethics Committee on April 25, 2018 (18IC4516). The study was carried out in accordance with the tenets of the Declaration of Helsinki. All participants provided consent for data follow-up and publication.

Participant Recruitment, Newsletters, Mobile Tracker, and Web-Based Feedback Assessment

Participants were recruited via social media. Interested participants completed a web-based version of the Life Age questionnaire at baseline and at follow-up (8 weeks apart). They received 23 e-newsletters based on their Life Age results through email (between weeks 1 and 7) along with a downloadable mobile tracker. The newsletters were developed by the “Younger Lives” expert team, and content was standardized, validated, and centered around the following: (1) setting up participants’ personalized targets on the basis of their initial Life Age score and how to achieve these targets; (2) setting up their environment; that is, setting up the kitchen, particularly a Mediterranean style diet also while eating out, <14 units of weekly alcohol intake, exercising by doing at least 150 minutes of moderate-intensity activity or at least 75 minutes of vigorous-intensity activity weekly [9], self-monitoring using bathroom scales and tape measures for weight and waist measurements, respectively, fitness tracker pedometers on mobile phones or wrist watches, and setting up the bedroom for a good sleep routine; (3) working on daily step counts, diet, being appreciative of good things in life, and understanding and protecting one’s emotional well-being; (4) advice on daily tracking of activities to create lifelong habits; (5) advice on the importance of positive thinking; (6) advice on tips to managing stress at nights; and (7) advice on maximizing health and happiness. Based on their Life Age, the newsletters were formulated to stimulate lifestyle behaviors in conjunction with their psychosocial well-being; these were provided to encourage them to “get younger” through lifestyle change, and the mobile tracker helped to monitor progress.

The downloadable mobile tracker helped to simplify overall progress tracking. It sets targets on the basis of participants’ Life Age results and maintains a daily log of participants’ body weight, step counts, activity, and sleep. However, participants had to complete a quick 1-minute check-in at the end of each day and also record their weight and waist circumference once
a week. The application also helps them to understand if their overall lifestyle has been aging or helping to keep them “young.”

Participants’ estimated Life Age scores were analyzed at baseline and at follow-up for lifestyle change and whether change in health was related to change in psychosocial factors. A quantitative feedback assessment using a web-based questionnaire on ease of use and understanding, motivation, and self-reported lifestyle changes was also conducted.

Sample Size and Statistical Analysis

The sample size calculation used for the previous pilot study was based on the assumption that pre- and post–2-month intervention might change the mean Life Age by approximately 0.5 years, and the range of change from the participant who decreased his/her Life Age the most and the least is 3 years. Based on these estimates, the sample size was calculated using an SD of 0.75 with a significance level of 5% and power of 90%, and a sample size of 30 participants was agreed on after correcting for a 20% estimated dropout rate. The same sample size was thus used in this feasibility study.

Statistical analysis was performed using Stata software (StataCorp). Parametric and nonparametric data were analyzed using a paired t test and Wilcoxon signed-rank test, respectively. A paired t test was used to assess differences among Mediterranean diet score, life satisfaction, and combined mood score, whereas the Wilcoxon signed-rank test was used to assess the differences in Life Age, BMI, body weight, physical activity, perceived stress level, and sleep.

The Mediterranean diet score is based on a 14-item score, with a low adherence score being <7, and a higher adherence score being ≥8 according to the Prevención con Dieta Mediterránea (PREDIMED) trial [10]. With regard to mood, higher the positive mood score, better the outcome, and vice versa for negative mood score. The positive mood scores were based on a scale from 1 to 5 points, and its components include being proud of oneself, alert, inspired, determined, attentive, active, interested, excited, strong, and enthusiastic. The negative mood scores were also based on a scale from 1 to 5 points, and its components include being irritable, ashamed, nervous, jittery, afraid, distressed, upset, guilty, scared, and hostile. However, owing to the need for a combined mood variable within our statistical analysis, we proposed the following formula: combined mood = positive mood + (negative mood × −1).

Throughout the data analysis, a P value of ≤.05 was considered statistically significant.

Inclusion Criteria

Participants aged between 30 and 60 years, who signed the consent form, completed the web-based Life Age test, provided self-reported body measurements, have a good understanding of the English language, live within the United Kingdom, and use an iPhone owing to mobile tracker compatibility were included in the study.

Results

Sample Characteristics

Between April and May 2018, a total of 27 eligible individuals were enrolled in the study at baseline. At baseline, their average chronological age was 37 years, Life Age was 1 year older than the chronological age, BMI was 24.2 kg/m², waist circumference was 81.3 cm, body weight was 68 kg, amount of physical activity per week was 13.3 metabolic equivalents of task (METS) per hour, and 17 (63%) of them were female. Other baseline characteristics are shown in Table 1.
Table 1. Characteristics of participants between baseline and follow-up.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline (n=27)</th>
<th>Follow up (n=18)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female sex, n (%)</td>
<td>17 (63)</td>
<td>13 (72)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>37 (30 to 56)</td>
<td>37 (30 to 57)</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>24.2 (19.4 to 34.7)</td>
<td>22.8 (19.5 to 31.8)</td>
<td>.21</td>
</tr>
<tr>
<td>BMI&lt;25 kg/m², n (%)</td>
<td>15 (56)</td>
<td>12 (67)</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI=25-29.9 kg/m², n (%)</td>
<td>7 (26)</td>
<td>4 (22)</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI&gt;30 kg/m², n (%)</td>
<td>5 (18)</td>
<td>2 (11)</td>
<td>N/A</td>
</tr>
<tr>
<td>Waist circumference (cm), median (IQR)</td>
<td>81.3 (67 to 111)</td>
<td>77.5 (50 to 101.6)</td>
<td>.20</td>
</tr>
<tr>
<td>Weight (kg), median (IQR)</td>
<td>68 (51 to 116)</td>
<td>65 (50 to 93)</td>
<td>.18</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>20 (74)</td>
<td>15 (83)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>7 (26)</td>
<td>3 (17)</td>
<td>N/A</td>
</tr>
<tr>
<td>Current smoker</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nutrition (units), mean (SD)</td>
<td>7.1 (1.8)</td>
<td>8.5 (1.8)</td>
<td>.001</td>
</tr>
<tr>
<td>Weekly physical activity, median (IQR)</td>
<td>13.3 (0 to 43.3)</td>
<td>16.7 (0 to 38)</td>
<td>.12</td>
</tr>
<tr>
<td>Life age (years), median (IQR)</td>
<td>1 (–5 to 12.75)</td>
<td>–1.9 (–6.3 to 11.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Life satisfaction (units), mean (SD)</td>
<td>30.6 (6.3)</td>
<td>34.2 (5.2)</td>
<td>.003</td>
</tr>
<tr>
<td>Stress level, median (IQR)</td>
<td>15 (5 to 27)</td>
<td>14 (9 to 31)</td>
<td>.06</td>
</tr>
<tr>
<td>Sleep (hours), median (IQR)</td>
<td>6.5 (4.5 to 8)</td>
<td>7 (5 to 8)</td>
<td>.05</td>
</tr>
<tr>
<td>Mood score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive mood, mean (SD)</td>
<td>35.7 (6.4)</td>
<td>37.5 (6.0)</td>
<td>.22</td>
</tr>
<tr>
<td>Negative mood, median (IQR)</td>
<td>17 (10 to 36)</td>
<td>15.5 (10 to 27)</td>
<td>.21</td>
</tr>
</tbody>
</table>

Main Findings

In total, 18 of 27 participants completed both Life Age tests, which were separated by an 8-week interval. At follow-up, the median Life Age was –1.9 years, which was younger than the chronological age, representing a 2.9-year reduction in Life Age over 8 weeks (P=.02). An analysis of individual risk factor components revealed an improvement of 1.4 units in the Mediterranean diet score (P=.001), 3.6-unit increase in life satisfaction (P=.003), and a 0.5-hour increase in sleep (P=.05), whereas perceived stress levels improved to a degree approaching statistical significance (P=.06; Table 1). Clinically relevant improvements were observed in BMI (1.4 kg/m²), waist circumference (3.8 cm), body weight (3 kg), physical activity (3.4 METS per hour), and mood (3.3 units); however, these failed to reach the preassigned level of statistical significance. There was a high dropout rate, which resulted in a smaller sample at the end of the study, which affected some secondary outcomes including BMI, weight, physical activity, and mood.

Web-Based Feedback Assessment Findings

Web-based feedback assessment from 16 of 18 participants who completed the study revealed that 10 of 16 (63%) participants felt that the lifestyle recommendations provided were helpful, 9 (56%) would recommend the Life Age tool to their friends and family, 11 (69%) found the mobile tracker easy to understand and user friendly, 9 (56%) found the newsletters informative and user friendly, 11 (69%) would recommend the use of the mobile tracker and newsletter to their friends and family, 11 (69%) were motivated to change their lifestyle via the use of newsletters, 12 (75%) found the dietary advice within the newsletters most useful, and 11 (69%) felt confident to continue with their lifestyle changes after the study ended.

Discussion

Principal Findings and Comparison With Previous Work

This feasibility study explored the development and impact of a novel lifestyle risk assessment tool, Life Age, on lifestyle changes. We observed a significant improvement in the overall Life Age metric, adherence to Mediterranean diet, life satisfaction, and sleep. Furthermore, there were clinically relevant improvements in perceived stress level, BMI, waist circumference, body weight, physical activity, and mood, but these failed to reach the preassigned level of statistical significance, in part owing to high variability at baseline and lack of power in the study. The improvement in Life Age was in agreement with the findings of the initial pilot study in 2017 (unpublished), which reported a median improvement of 1.3 years (P=.006).
Comparison Between Different Age-Based Approaches: Life Age and Heart Age

Although Heart Age was developed to enhance cardiovascular risk perception with the aim of facilitating lifestyle changes and subsequent risk factor reduction, it has been adopted by national health organizations [1-5]; however, a recently published systematic review of 16 studies assessed the effects of Heart Age intervention and reported that absolute risk could be reduced but with minimal evidence that it motivates lifestyle behavior. When combined with behavioral change strategies, there is evidence that it can improve clinical outcomes [11]. In comparison, this feasibility study on Life Age reported significant lifestyle behavior changes, particularly in the adherence to a Mediterranean diet and improvement in some psychosocial factors such as life satisfaction and sleep facilitated by the use of e-newsletters and a mobile tracker.

Comparison With Known Evidence on Mediterranean Diet, Life Satisfaction, and Sleep

Adherence to a Mediterranean diet was encouraged throughout this study, and there was an improvement in the Mediterranean diet score by 1.4 units from 7.1 to 8.5 units \( (P=.001) \). A score of ≥8 indicates a higher level of adherence to the Mediterranean diet [10]. Evidence from the PREDIMED trial and the Health, Alcohol and Psychosocial factors In Eastern Europe (HAPIEE) study have demonstrated that increased adherence to this diet reduces major adverse cardiovascular events [12,13]. Similarly, there was an improvement in life satisfaction score by 3.6 units from 30.6 to 34.2 units \( (P=.003) \) at the end of this study. Few studies have shown an association between low life satisfaction and an increased risk of cardiovascular disease [14,15]. Furthermore, there was an improvement in average sleep duration from 6.5 hours to 7 hours at the end of this study \( (P=.05) \). Evidence from systematic reviews has shown that both short and long sleep durations (<7 hours and >7 hours, respectively) are associated with an increased risk of cardiovascular events and all-cause mortality [16,17].

Limitations and Strengths

A limitation in this study was the potential for under- or overestimation of self-reported body measurements. Attempts to minimize the impact of measurement bias was addressed by asking participants to provide measurements of recent visits to general practitioners, surgeons, or the gymnasium. A further limitation was a higher dropout rate and a smaller sample size at the end of the trial, which affected some secondary outcomes such as BMI, weight, physical activity, and mood. However, as this was a feasibility study, these limitations are likely to be addressed in a larger randomized trial. Finally, the total sample is small, and participants reported health parameters that were healthier than the average population, potentially limiting the generalizability of this study. Nevertheless, this study has several strengths: first, minimal resources were used in this feasibility study, thus making it cost-effective at this stage of development. Second, the use of lifestyle assessments instead of clinical risk factors reduced the burden on participants in this feasibility study and no harm was encountered. Third, although this was the second study evaluating the impact of the use of this novel Life Age tool, it is the first to combine the Life Age assessment with follow-up material such as newsletters and mobile tracker. This enabled us to evaluate the longer-term impact on participant behavior. Finally, feedback assessment showed that a significant proportion of the participants found the intervention to be useful and user friendly.

Future Direction

Based on the findings of this feasibility study, we propose a larger randomized controlled trial to fully evaluate the longer-term impact of the Life Age tool on lifestyle changes and risk factors, in addition to a head-to-head comparison with risk factor–based tests such as Heart Age to understand whether lifestyle factors or clinical risk factors are modified equally or differently by different approaches.

Conclusions

This study demonstrated the potential benefit of a novel Life Age tool in generating a broad set of lifestyle changes known to be associated with clinical risk factors similar to Heart Age. This was achieved without the recourse to expensive biomarker tests. However, results from this study suggested that the motivated lifestyle changes improved both healthy lifestyle risks and psychosocial well-being, consistent with the approach of Life Age in merging the importance of a healthy lifestyle and psychosocial well-being. Further evaluation using a larger randomized controlled trial is required to fully evaluate the impact and relative merit of the Life Age tool on lifestyle changes, cardiovascular risk factors, and overall psychosocial well-being. Comparison of this assessment versus commonly used risk assessments that include biomarkers can help identify the value associated with the noninvasive approach to risk assessment.
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Abstract

Background: Viral and bacterial sexually transmitted infections (STIs) are public health concerns worldwide, but surveillance systems are not comprehensive enough to design and monitor accurately STI control strategies in most countries. In 2016, 320 STI clinics (CeGIDDs in French) were implemented in France, primarily targeting most exposed populations, although access is free of charge for anybody.

Objective: This article describes the mandatory surveillance system (SurCeGIDD) based on CeGIDD’s individual data aiming to better guide STI prevention.

Methods: A decree ensured the use of software to manage consultations in CeGIDDs and to transfer surveillance data. A web service was implemented to secure data transfer from CeGIDDs’ software to a centralized database. CeGIDDs can also transfer data in CSV format via a secured data-sharing platform. Then, data are automatically checked before integration. Data on sociodemographic variables, sexual exposure, blood exposure, symptoms, STI tests, STI diagnoses, and sexual health services delivery were collected for the previous year (n–1). Preliminary and descriptive analyses of 2017-2018 data transmitted in 2018 and 2019, respectively, were performed using numbers and proportions for qualitative variables.

Results: In 2017, 54/320 (16.9%) CeGIDDs transmitted their data. In 2018, this number of participants increased to 143/320 (44.7%) CeGIDDs. The corresponding volume of records increased from 2414 in 2017 to 382,890 in 2018. In 2018, most attendances were hospital based (263,480/382,890, 68.81%). In 2018, attendees were mostly men 227,326/379,921 (59.84%), while 151,963/379,921 (40%) were women 632/379,921 (0.17%) transgenders. The median age was 27 years for men, 23 years for women, and 30 years for transgender. Half of the attendees (81,964/174,932, 46.85%) were heterosexual men, 69,016/174,932 (39.45%) heterosexual women, 20,764/174,932 (11.87%) men who have sex with men, and 3188/174,932 (1.82%) women who have sex with women. A majority of them were born in France (227,698/286,289, 79.53%) and unemployed 115,913/211,707 (54.75%). The positivity rates were 0.37% for 205,348 HIV serologies, 1.31% for 131,551 hepatitis B virus serologies, 7.16% for 161,241 Chlamydia trachomatis PCR, 2.83% for 146,649 gonorrhea PCR, 1.04% for the syphilis combination of treponema and nontreponema serologies, and 5.96% for 13,313 Mycoplasma genitalium PCR.

Conclusions: Despite challenges, the effectiveness of the SurCeGIDD surveillance based on routine patients’ records was demonstrated. The wide range of information, including socioeconomic determinants, might help to better guide and evaluate the prevention policies and services delivery. However, the growing volumes of information will require adapted tools and algorithms for the data management and analyses.

KEYWORDS
HIV; hepatitis B; hepatitis C; STI; sexual health; epidemiology; surveillance
**Introduction**

Viral and bacterial sexually transmitted infections (STIs) are public health concerns worldwide because of their high frequency, transmissibility, morbidity, potential complications (infertility, pelvic inflammatory diseases, cancers due to the human papillomavirus [HPV], acquired immunodeficiency due to the HIV), attributable mortality, the multidrug-resistance threat, the risk of congenital transmission, and the impact on the sexual health in the absence of an effective treatment or prevention [1-15].

In 2020, 37.7 million people were infected with HIV and 680,000 deaths were attributable to this infection globally [16,17]. There were 570,000 new cervical cancer cases and about 311,000 deaths attributable to the HPV in 2020 [16,18]. In 2019, 296 million people were infected with chronic hepatitis B, with 1.5 million newly acquired infections and 500,000 liver cancer cases associated with hepatitis B virus (HBV) and hepatitis C virus (HCV) [16,18]. The number of new cases of STI was estimated at 374 million per year and more than 1 million per day [16]. In 2020, 2.3 million deaths related to HIV, hepatitis, and STI worldwide have been reported [16].

In response, the public health strategies aiming to reach the 2030 Sustainable Development Goals (SDG) by eliminating or controlling these epidemics rely on evidence-based interventions [16]. Therefore, the most relevant epidemiological information is required to guide, implement, and evaluate these responses, monitoring progress toward the SDG. Nevertheless, the representativeness of surveillance data remains a major concern in most countries, limiting their use to draw evidence-based control strategies at national and subnational levels [12].

In France, the national sexual health strategy was launched in 2017, aiming to protect sexual health, and to reduce significantly STI incidence by 2030 [19]. In 2016, 320 new STI clinics (Centres gratuits d’information, de dépistage et de diagnostic [CeGIDDs]) were implemented across the country to replace the centers for HIV and viral hepatitis testing and the former STI clinics that were exclusively dedicated to the bacterial STI testing [8,20]. Compared with the former clinics, a wider range of sexual health services were implemented, including STI prevention, testing and treatment, consultations for sexual dysfunctions, sexual violence, sexual education, contraception, and reference to other specialists (eg, proctologist, oncologist) [8,20,21]. Although the CeGIDDs primarily target the most vulnerable populations (men who have sex with men, migrants from endemic countries), the delivery of services is free of charge for the whole population [8,20,21].

Before the implementation of the CeGIDDs, the surveillance systems were based on the sentinel networks for bacterial STI and the mandatory notification for HIV and HBV infections [22-24]. However, their representativeness, sensitivity, timeliness, and flexibility remained challenges even after several decades [22-26]. Indeed, these surveillance systems provided a reliable information at the national level but these indicators could neither describe accurately the epidemics at a lower level, nor give a relevant insight about the CeGIDD users by subregions [12,27].

Since 2016, the CeGIDDs submit a mandatory activity report to the regional health authority each year [16]. As the aggregated data of this report are insufficient to guide the policies [8], the decree of July 2015 ensures that each CeGIDD uses a software “to manage the patients’ records and facilitate the mandatory transmission of case-based data” to Santé publique France (SpF) [21], to establish a comprehensive surveillance of the CeGIDDs.

This article describes SurCeGIDD, the French automated surveillance system of several pathologies, designed to collect case-based data from a wide range of sexual health services, to better guide prevention policies at the national and subnational levels.

**Methods**

**Principles of the SurCeGIDD Surveillance**

The SurCeGIDD surveillance was developed through a collaborative and iterative approach launched in 2015 (Figure 1). First, the stakeholders engaged in STI clinics, infectious diseases, sexual health promotion, epidemiological surveillance, regional and national health administration, and population representatives were identified through a national concertation meeting held by the French Ministry of Health. The software companies were not engaged in the working groups to prevent any conflict of interest, assuming that the CeGIDDs will contract the implementation of the specifications for SurCeGIDD afterward.

Among the stakeholders, volunteers—regional health agencies (n=3), former STI clinics and HIV-hepatitis testing centers (n=4), charities (n=2), regional response coordination consortium for HIV infection (n=1), SpF, the Health Care and Health Directorates of the Ministry of Health—defined the core principles for the SurCeGIDD surveillance:

- to produce the most relevant epidemiological indicators to guide, implement, and monitor the national sexual health strategy at national, subnational, and local levels;
- to better understand the drivers of these epidemics in France;
- to cover STIs that are not targeted by the classical surveillance in France (genital warts, herpes, *Mycoplasma genitalium*);
- to collect the tests and diagnoses to monitor the positivity rates of STI;
- to cover all sexual health services provided by the CeGIDDs (eg, contraception, HIV preexposure prophylaxis [PrEP], HIV postexposure prophylaxis, vaccination);
- to use patients’ records routinely collected for consultation purposes;
- to use computer-based protocols to facilitate a timely transmission of the required data (no paper form, no online form) and to maximize the coverage of the surveillance;
- to conform to the SurCeGIDD metadata set to enable the comparisons of CeGIDDs, subnational regions, and exposed populations;
- to guarantee patients’ confidentiality by collecting and sharing anonymous data; and
- to secure the data transfer and repository.
Subsequently, the stakeholders mapped the information needs at the national, subnational, and local levels (Textbox 1 [28]). Finally, SpF used this mapping exercise to propose a detailed metadata set that was discussed, amended, and agreed upon by all the stakeholders.

**Figure 1.** Iterative stages of the SurCeGIDD surveillance project. STI: sexually transmitted infection.

**Textbox 1.** Variables collected by the SurCeGIDD surveillance, France from the specification for the surveillance of STI clinics.

<table>
<thead>
<tr>
<th><strong>Mandatory Variables</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unique identifier:</strong> Clinic, patient, and consultation.</td>
</tr>
<tr>
<td><strong>Sociodemographic variable:</strong> Sex, age, country of birth, date of arrival for migrants, region and department of residence, health insurance coverage.</td>
</tr>
<tr>
<td><strong>Context of consultation:</strong> Anonymity of consultations, outreach testing, use of rapid diagnosis test (point of care).</td>
</tr>
<tr>
<td><strong>History of sexually transmitted infection(s):</strong> Diagnosis of HIV, hepatitis B virus (HBV), hepatitis C virus (HCV), bacterial sexually transmitted infection (STI).</td>
</tr>
<tr>
<td><strong>Sexual exposure:</strong> Sex of partner(s), number of sexual partners in the last 12 months, condom use by sexual practice with steady or casual partner(s) or both.</td>
</tr>
<tr>
<td><strong>Blood exposure:</strong> Injection drug use, health care in a foreign country, blood transfusion before 1992, contact with person(s) infected with HBV, HCV, or HIV.</td>
</tr>
<tr>
<td><strong>Symptoms:</strong> Presence/absence of symptoms (HIV or STI).</td>
</tr>
<tr>
<td><strong>Prescription:</strong> Treatments, preexposure prophylaxis, postexposure treatment for HIV, and vaccination (HBV, hepatitis A virus, human papillomavirus).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Optional Variables</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic variable:</strong> Employment status, occupation.</td>
</tr>
<tr>
<td><strong>Context of consultation and history of STI:</strong> Reason for initial consultation in this STI clinic, date of last HIV test, diagnosis of STI in the last 12 months.</td>
</tr>
<tr>
<td><strong>Sexual exposures:</strong> Sex for money, service, drug, house.</td>
</tr>
<tr>
<td><strong>Sexual health services:</strong> Emergency contraception, standard contraception, patient transfer inside the clinic or outside for HIV treatment, HBV and HCV treatment, gynecology, obstetrics, proctology, welfare/social service, sexology, postexposition treatment, preexposure prophylaxis, vaccination, other services.</td>
</tr>
</tbody>
</table>
Feasibility Assessment

Second, to assess the applicability of the SurCeGIDD principles, SpF conducted a non-systematic review of scientific articles and the gray literature using the keywords (surveillance or individual or cases-based data extraction or data export or data workflow or data flow or interoperability and France or Europe or the names of comparable industrialized countries [e.g., United States of America, United Kingdom, England, Germany]) on PubMed, Embase, Scopus, and Google Scholar. The websites of the national public health agencies, references of interesting articles, and the documents shared by the European networks for surveillances were also checked. After scanning the titles and abstracts for the most relevant ones, articles were analyzed using a form to gather information of interest (e.g., framework, metadata set, stakeholder, data collection, data sharing, data integration). The use of health care reimbursement data (no clinical details), the mandatory notification system for HIV (electronic or paper form, such as e-DO in France), and the syndromic surveillance system based on algorithms analyzing the global activity of health care services (no biological details) were excluded from this document review, considering the principle of using clinical and biological records routinely collected during the consultations [23,29-32].

In France, the literature review shows that the surveillance of the colorectal cancer relies on a validated data set of clinical and biological information [33]. This surveillance covers 50 screening centers using 3 software to manage the patients’ records. In the absence of interoperability, an application was developed to recode, extract, and transfer anonymized data from the screening centers to SpF through a secured data-sharing platform [33]. An intermittent data workflow is generated yearly by the screening centers, by activating a specific command on their computer [33]. Then, incoming data are checked and merged using SAS (SAS Institute Inc.) [33]. Another approach is an automated data extraction from 3 multisite laboratories (3Labs surveillance) including tests and diagnoses for 11 pathogens [34]. The 3Labs surveillance relies on a daily/monthly transmission (depending on pathogens) of individual data (sex, age, residence, test, and diagnosis) to SpF through a web service (a protocol enabling the communication between 2 electronic devices via internet) [34]. The incoming data are checked and merged using a Stata (StataCorp) script [34].

The literature review also showed the advantages and limitations of surveillance systems based on data extraction in other countries as well as the development stages of these surveillance systems: GUMCAD (the Genitourinary Medicine Clinic Activity Dataset) in England; CIDR (Computerised Infectious Disease Reporting) in Ireland; SSuN (STD Surveillance Network) in the United States; MIBA (the Danish Microbiology Database) in Denmark; ACCESS (Australian Collaboration for Coordinated Enhanced Sentinel Surveillance) in Australia; eCR (Electronic Case Reporting) in Utah, USA; SOAP (Dutch STI Database) in the Netherlands; and MAVEN (Massachusetts Virtual Epidemiologic Network) in the United States [35-44]. The main points in the development of these electronic and automated surveillance systems were the precise data specifications, the stakeholder’s involvement, the effective information systems to manage patients’ records, and the development and the maintenance of an information platform by the surveillance programs to collect and integrate the data [35-39,44,45]. A long-term strategic framework for the sustainability and the evolution of the surveillance system is also an asset.

Third, to better interpret the information retrieved from the literature, SpF conducted a series of in-depth interviews with French experts (clinicians, biologists, software specialists, data managers, and epidemiologists), using an interview guide to complete the information on the French context. Then, SpF organized a concertation meeting with several clinicians, biologists, and public health specialists to share the findings of the literature review and the interviews, and to discuss the informatics capabilities of the CeGIDDs as well as the levers and obstacles that could impact the implementation of the SurCeGIDD principles in each subnational region.

Fourth, in May 2016, SpF conducted a feasibility survey, by sending an electronic questionnaire to all CeGIDDs. This questionnaire was used to collect information on the computerization of the CeGIDDs, the specifications of their software for the management of the patients records, and their capability to export or recode and transfer a data set in a predefined CSV format. The response rate was 57.2% (183/320). Among the respondents, most CeGIDDs (147/183, 80.3%) used informatic tools to manage their patients/users. A majority of them could export individual data (117/183, 63.9%). Less than half of the CeGIDDs (79/183, 43.2%) were capable of recoding a data set but only 21.9% (40/183) reported being able to recode and transfer data according to a template. The CeGIDDs used mainly 6 software and numerous “homemade” applications. Interestingly, 2 major software companies decided to apply the SurCeGIDD principles at this stage, and communicated their decision to use the surveillance specifications as soon as they would be published. Few months after the feasibility study, one of these companies covered half of the CeGIDDs.

Surveillance Architecture

Fifth, the findings of the feasibility assessment were used to adjust the SurCeGIDD metadata set, taking into account the day-to-day practices in the CeGIDDs and their informatic limitation. Then, the order of November 23, 2016, stated the mandatory format for the SurCeGIDD data as well as the procedures for data transfer [46]. The specifications for the surveillance were subsequently published on the SpF website [46]. Considering the SurCeGIDD specifications, the literature review, and the results of the feasibility survey, a web service was designed for the data transmission [42,47]. If any software provider developed an access to the web service using the specifications shared by SpF, the CeGIDD can automatically transfer its individual database to SpF (Figure 2). Otherwise, the CeGIDDs can export and recode their data in the expected CSV format before their transmission to SpF via a secured data-sharing platform.
Then, the structure of the data is automatically checked and validated before its integration in the SurCeGIDD repository or its return to the CeGIDDs if this control stage fails. During this stage, empty variables are accepted. Warning messages pop-up if the data specifications are not applied. In such a case, SpF helps the CeGIDDs to correct its data set.

A pilot study conducted by SpF among 12 voluntary CeGIDDs helped to test, correct, redesign, and implement the surveillance system between March and April 2017. During the pilot development, 6 CeGIDDs failed to extract their data. Among the 6 data sets that were transmitted to SpF, only 3 were extracted and transferred according to the SurCeGIDD specifications. This highlighted CeGIDDs’ difficulties in performing effectively the expected data management, and the need for friendly software requiring no manual tasks to prepare the data.

Preliminary Statistical Analyses
Preliminary and descriptive analyses of 2017-2018 data were performed using numbers and proportions to assess the data quality and estimate for the first time the positivity rates for STI in the CeGIDDs (number of positive tests divided by the total of tests), giving an overview of the SurCeGIDD surveillance system after its deployment. Stata 14.2 was used for statistical analyses.

Ethical Consideration
The protocol was reviewed and approved by the data protection officer of SpF. Then, ethical approval was granted by the French Personal Data Protection Authority (CNIL authorization no. 2049450). Data are collected with patients’ consent. Only anonymized data are transmitted through the SurCeGIDD system. Subsequently, any potential identifying information is aggregated or suppressed after the elimination of duplicates to ensure patients confidentiality. Access to database is strictly restricted to the authorized agents of SpF.

Results
The number of CeGIDD respondents increased from 54/320 (16.9%) in 2017 to 143/320 (44.7%) in 2018. In 2018, 65.7% (94/143) of respondent CeGIDDs transmitted their data using the web service versus 41% (22/54) in 2017. The volume of corresponding records increased from 2414 in 2017 to 382,890 in 2018.

Assessment of the 2018 data quality showed a high level of completeness for some variables: 93%-99% for sex (382,733/382,890, 99.96%), age (366,501/382,890, 95.72%), HIV (378,499/382,890, 98.85%), HBV (370,562/382,890, 96.78%), HCV (365,591/382,890, 95.48%), syphilis (372,002/382,890, 97.16%), chlamydia (368,930/382,890, 96.35%), and gonorrhea tests (367,622/382,890, 6.01%). Nevertheless, the proportion of missing information was greater than 50% for the number and sex of sexual partners in last 12 months (311,703/382,890, 81.41%), PrEP prescription (296,399/382,890, 77.41%), HBV vaccine (325,215/382,890, 84.94%), hepatitis A virus (HAV) vaccine (347,429/382,890, 90.74%), HPV vaccine (338,165/382,890, 88.32%), diagnoses of genital warts (269,492/382,890, 70.38%), diagnoses of herpes (269,489/382,890, 70.38%), and antimicrobial resistance of Neisseria gonorrhoeae. Most respondent CeGIDDs reported ongoing efforts to complete next data sets. Numerous CeGIDDs reported different identifiers for the consultations of the same person, whereas others attributed a unique identifier to the same person regardless of the number of his/her visits. Consequently, it was not possible to link repeated consultations of the same person in SurCeGIDD. An advisory committee for SurCeGIDD was set up to better guide the construction of algorithms.
enabling effective data management and analyses. Accurate analyses will be performed afterward.

Nevertheless, the first analyses showed that attendees were mostly men 227,326/379,921 (59.84%), whereas 151,963/379,921 (40%) were women and 632/379,921 (0.17%) transgenders in 2018. The median age was 27 years for men, 23 years for women, and 30 years for transgender. Half of the attendees (81,964/174,932, 46.85%) were heterosexual men, 69,016/174,932 (39.45%) heterosexual women, 20,764/174,932 (11.87%) men who have sex with men, and 3188/174,932 (1.82%) women who have sex with women. A majority of them were born in France (227,698/286,289, 79.53%) and unemployed (115,913/211,707, 54.75%). The positivity rates were 0.37% for 205,348 HIV serologies, 1.31% for 131,551 HBV serologies, 7.16% for 161,241 Chlamydia trachomatis PCR, 2.83% for 146,649 gonorrhea PCR, 1.04% for the syphilis combination of treponema and nontreponema serologies, and 5.96% for 13,313 M. genitalium PCR.

**Discussion**

**Principal Findings**

Despite numerous challenges, SurCeGIDD surveillance was successfully implemented. The effectiveness of this system to collect automatically important volumes of data was demonstrated by 143/320 (44.7%) CeGIDDs that reported simultaneously the STI tests, diagnoses, clinical details, and patients’ socioeconomic characteristics for the first time in France. Although these data need further consolidation, the preliminary analysis confirmed that CeGIDDs’ attendees are particularly exposed to STI with high positivity rates: 0.37% for HIV, 1.31% for HBV, 7.16% for CT, 2.83% for gonorrhea, 1.04% for syphilis, and 5.96% for M. genitalium. These results also gave the first insight into M. genitalium testing in the CeGIDDs. Further analyses will better describe their situation.

However, a selection of CeGIDDs with greater human, informatic, or financial resources compared with the nonparticipating structures cannot be ruled out. But the participation rate of 143/320 (44.7%) will probably increase in the next years, considering the growing interest of the CeGIDDs and software providers for SurCeGIDD data. Experiences in STI surveillance in Denmark, Ireland, England, Australia, and United States seem to confirm this expectation [35-38,44]. Moreover, the increasing computerization of the CeGIDDs and the adapted support provided by SpF in the use of the specifications might contribute to a better representativeness of the data in the medium term.

This support is also an opportunity for SpF to correct the metadata set, taking into account the operational feedback from the structures. Nevertheless, the time to develop or modify the informatic platforms was underestimated by SpF and stakeholders, delaying the use of the updated metadata set in data collection. This was also observed in other contexts, and it must be better anticipated in informatic development [35-38,44]. Moreover, difficulties to extract or recode data by CeGIDDs according to the specifications hampered the surveillance implementation. Indeed, some CeGIDDs selected a range of variables considering feasibility burden. Consequently, nonprioritized variables were mostly missing.

The proportion of missing information was also greater than 50% for important variables such as the characteristics of sexual partners (311,703/382,890, 81.41%), PrEP use (296,399/382,890, 77.41%), HBV vaccine (325,215/382,890, 84.94%), HAV (347,429/382,890, 90.74%), HPV vaccine (338,165/382,890, 88.32%), diagnoses of genital warts (269,492/382,890, 70.38%), diagnoses of herpes (269,489/382,890, 70.38%), and antimicrobial resistance of N. gonorrhoeae. Some patient’s records could not be recoded despite the CeGIDDs’ willingness to conform to the surveillance specifications. For example, some CeGIDDs only recorded trademarks of vaccines instead of the names and doses that enable the monitoring of vaccination coverage. Some adjustment might be necessary in the data format to better take CeGIDDs’ needs into account. This also underlines the need for appropriate human and financial resources to support CeGIDDs’ adherence to the specifications. Nevertheless, data transmission will require no extra labor burden once the specifications have been implemented, in contrast to the use of paper or electronic forms [35,41,42].

Because of the legal context in France, it was not possible to engage software companies in the SurCeGIDD working groups. In England, software providers contributed to the early stage of the surveillance project, applying GUMCAD specification in the development of their tools [36]. Moreover, the lack of specific funding for information systems in CeGIDDs might limit SurCeGIDD’s expansion and evolution because each structure has to pay for the implementation of the specification changes. Conversely, incentives and additional funding contributed to ensure the largest and long-term coverage in other contexts [35,37,41,42]. Mandatory use of national specifications by all software companies might be a solution. It might not only enable database transmission by all CeGIDDs, but can also facilitate the implementation of any change simultaneously in all CeGIDDs (additional information) [35,36].

Regarding SurCeGIDD coverage, the list of CeGIDDs including emails and telephone numbers was not updated since 2016, despite the creation of new structures and closures of other ones by regional health agencies [8]. Therefore, it was not possible to engage with noninformed CeGIDDs in the surveillance. SpF advocates for a systematic transmission of updated phone books by regional public health agencies each year, to ensure the best representativeness of the surveillance data.

Considering the volumes of data shared, SpF needs to upgrade its tools and procedures, using algorithms to automatize data monitoring, quality checking, and epidemiological reports at national and subnational levels. There is also a need to formalize rules and process for data sharing and analyses [35,48,49].

Despite its limitations, SurCeGIDD surveillance creates new opportunities for research collaboration on sexual health in France [35,41,50]. Availability of a wide range of individual characteristics (health insurance, occupation) in this database will be an opportunity to better understand the impact of social health inequalities on STI epidemics in France. SurCeGIDD will also help to fill the gap in our knowledge of M. genitalium.
genital warts, herpes, contraception, and vaccination in France [8]. Generating a continuous data workflow instead of a yearly transmission of data might be the next improvement of SurCeGIDD, to timely detect and investigate STI events (multidrug resistance, uncommon anatomic location, upsurge, clusters) [41,44,51-53]. An anonymous linkage of patients within the SurCeGIDD database might improve the epidemiological surveillance [35,36,42]. The almost real-time transmission of routinely collected data to monitor COVID-19 diagnoses from laboratories in France demonstrated the feasibility of such evolutions [48]. Moreover, the expansion of this laboratory surveillance toward STI diagnoses might help to complete the picture of STI epidemics in France.

**Conclusions**

The automated SurCeGIDD surveillance is functional despite the challenges that hamper its coverage expansion. A long-term vision relying on sustained funding, including informatic developments for STI clinics, and the mandatory use of the specifications by software providers might help to improve the repressiveness of surveillance data to better guide and evaluate prevention strategies and services delivery. Indeed, the timeliness and efficacy of the COVID-19 monitoring systems demonstrate how electronic medical records could effectively replace passive surveillance systems, particularly sentinel surveillance systems commonly overwhelmed by important volumes of information. Moreover, exhaustive medical and laboratory records could help to compare more accurately countries for STI trends, drivers of epidemics, and sexual health services delivery.

**Conflicts of Interest**

None declared.

**References**


https://formative.jmir.org/2022/10/e31136

JMIR Form Res 2022 | vol. 6 | iss. 10 | e31136 | p.302

E 2022-08-31

(page number not for citation purposes)


Abbreviations

ACCESS: Australian Collaboration for Coordinated Enhanced Sentinel Surveillance
CeGIDD: Centre gratuits d’information, de dépistage et de diagnostic
CIDR: Computerised Infectious Disease Reporting
eCR: Electronic Case Reporting
GUMCAD: Genitourinary Medicine Clinic Activity Dataset
HAV: hepatitis A virus
HBV: hepatitis B virus
HCV: hepatitis C virus
HPV: human papillomavirus
MAVEN: Massachusetts Virtual Epidemiologic Network
MIBA: Danish Microbiology Database
PrEP: preexposure prophylaxis
SDG: Sustainable Development Goals
SOAP: Dutch STI Database
SpF: Santé publique France
SSuN: STD Surveillance Network
STI: sexually transmitted infection
User Behavior of a Publicly Available, Free-to-Use, Self-guided mHealth App for Depression: Observational Study in a Global Sample

Langting Su1,2, MA; Page Lyn Anderson1, PhD, ABPP
1Department of Psychology, Georgia State University, Atlanta, GA, United States
2Inquiry Health, LLC, Sheridan, WY, United States

Abstract

Background: Reducing the burden of depression is a global health concern. Self-guided mobile health (mHealth) apps are one approach to address this problem. However, there is little research on self-guided mHealth apps in a global sample or on how they are used in the real world. These gaps in our knowledge must be addressed to bring the promise of mHealth apps for reducing the global burden of depression closer to reality.

Objective: The purpose of this study is to examine the naturalistic user behavior of MoodTools, a publicly available, free-to-use, self-guided mHealth app designed to improve symptoms of depression, in a global community sample.

Methods: Mobile analytics data were collected from all unique downloads of the Android version of MoodTools between March 1, 2016, and February 28, 2018. Due to the deidentification and data aggregation process, no demographic or personal identifying information was tied to individual user data. All information was stored in aggregated, anonymized data files on Google Analytics’ storage database. Google’s software development kit was used to securely capture data about the number of downloads, location of downloads, number of app sessions, frequency and duration of app sessions, time between app sessions, and user retention, allowing for examination of which app’s tools were viewed and for how long, including Information (psychoeducation), Test (self-monitoring using the Patient Health Questionnaire [PHQ-9]), Thought Diary (targeting negative cognitions), Activities (behavioral activation), Videos (curated from YouTube), and Safety Plan (safety plan development and links to quickly access crisis management resources).

Results: MoodTools was used by 158,930 people from 198 countries, including countries where English was not the primary language and in low- and middle-income countries. After the initial download, 51.14% (n=81,277) of users returned to the app after the initial download, and retention rates decreased with each subsequent app session. The typical person used the app for 3 sessions for a total of 12 minutes over 90 days. The most frequently visited tools were Test and Thought Diary (n=393,549, 24.32%). On average, users completed and reviewed the results of the PHQ-9 for 49 seconds and 53 seconds, respectively, and spent 3 minutes and 5 seconds on Thought Diary.

Conclusions: Self-guided mHealth apps could be one approach (among the many needed) to reduce the burden of depression. Observational data collected in this study show a global interest in MoodTools, including in low- and middle-income countries and countries where English is not the primary language. Future research is needed to determine whether people who use self-guided apps experience improvement in depressive symptoms, and if so, what “dosage” provides a meaningful benefit.
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Introduction

Mobile health (mHealth) is any medical or health practice supported by mobile devices such as smartphones [1]. An estimated 5.2 billion people have mobile devices [2], so mHealth interventions have the potential to reach almost two-thirds of the world’s population. Depression is a leading cause of global disability [3] that is associated not only with personal suffering but also unemployment, poor physical health, poor social function, and suicide [4,5]. Pharmacotherapy and psychotherapy improve depressive symptoms, but there are widespread shortages of trained mental health professionals to deliver these therapies that are not expected to improve in the near future [6,7], which limits the reach of these efficacious interventions. Self-guided internet-based interventions can be accessed through the web and used without support from mental health professionals to deliver cost-effective behavioral health services worldwide [8,9]. Specifically, internet-based interventions for depression began gaining traction in the 2000s with Beating the Blues [10,11] and MoodGYM [12], both of which use a fixed sequence navigation format, in which each session is built on the preceding one until the intervention is completed. Although internet-based interventions are efficacious for the treatment of depression [13], nearly half of the participants in clinical trials do not complete a full course of these interventions [14], and the dissemination and implementation of internet-based interventions for depression remain limited [15,16]. With the advent of smartphones in the late 2000s, mobile technology and interventions delivered via downloadable apps became more accessible. Smartphone-based interventions for depression have been shown to improve depressive symptoms [17] and have the potential to address depression worldwide, as the rate of smartphone adoption globally is 65% and is on the rise in countries with emerging economies [18,19].

There is a gap between how people use mHealth interventions in the real world and how researchers evaluate them. Although randomized controlled and feasibility trials find that mobile and web-based interventions are efficacious, the findings do not hold in practical settings [16,20,21]. Many studies use research-only versions of interventions that are not available to the public afterward. Out of 18 apps that were recently reviewed in a meta-analysis of randomized clinical trials evaluating smartphone interventions for depression and anxiety, only 5 are currently available for public download [17]. Conversely, some of the more popular behavioral health apps have tens of millions of downloads on the app marketplace [22], but most are unevaluated [23]. The research gap on mHealth interventions and real-world usage must be addressed to bring the promise of mHealth for reducing the global burden of depression closer to reality.

There is very little ecologically valid research on the use of publicly available self-guided mHealth interventions for mental health [24]. To date, researchers have described the naturalistic behavior of users of apps targeting psychological disorders in only two studies [25,26]. IntelliCare is a suite of 13 smartphone apps designed to improve symptoms of depression and anxiety. Each self-guided app is accessed via a central hub and targets a single function (eg, cultivating gratitude). PTSD Coach is a free, publicly available self-guided app created by the United States Department of Veterans Affairs and the Department of Defense for managing acute distress related to posttraumatic stress disorder [27]. Return-visit users of PTSD Coach reported higher momentary distress levels compared to first-time users, suggesting that the app is being used in moments of need.

There are very few studies on self-guided apps for mental health and well-being within a global sample. PTSD Coach was downloaded in 86 countries, with non-US downloads making up 12% of total downloads [25]. A preliminary study of Wysa, a self-guided artificial intelligence–based chatbot app designed to promote mental well-being using a text-based conversational interface, reported that among the global community of users sampled, participants in the study downloaded the app in the United States, Europe, and Asia [28]. A randomized controlled trial of Headspace, a self-guided app that teaches mindfulness practice through guided meditations, found that its participants represented 11 countries [29]. These studies suggest that there is a global interest in using self-guided apps to improve mental health.

This study aims to describe how MoodTools, a publicly available, free-to-use, self-guided mental health app for depressive symptoms, is used “in the wild” among a global sample.
Figure 1. User retention across sessions.

Figure 2. Duration of MoodTools sessions.
Methods

Overview of MoodTools

MoodTools was published on Google Play for Android devices in June 2014 and on Apple App Store for iOS devices in 2015. Since its release in 2014, it has been downloaded on iOS and Android devices over 500,000 times. MoodTools is a fully automated, self-guided smartphone app for iOS (i.e., iPhone and iPad) and Android devices. All content is self-contained, with the exception of external links that take the users out of the app; there is no human interaction. The app is exclusively in English. MoodTools contains 6 features called tools. The Information tool contains psychoeducation about depression. The Test tool contains the mobile form of the Patient Health Questionnaire (PHQ-9), a 9-item depression screening questionnaire that has been validated in the paper form [30] and in the mobile form [31]. If a user responds with “more than half the days” or “nearly every day” to item 9 of the PHQ-9 (i.e., “Over the last 2 weeks, how often have you been bothered by thoughts that you would be better off dead or of hurting yourself in some way”), the results page displays a link to the country-specific suicide hotline if it was available in that country and external resources for managing suicidal thoughts. The Thought Diary tool features a diary entry derived from thought records [32] for the practice of thought restructuring. The Activities tool, based on behavioral activation therapy, prompts users to engage in activities to improve their mood. The Videos tool contains a curated list of YouTube videos such as TED Talks, guided meditations, and soothing sounds for mindfulness. The Safety Plan tool gives users information on coping with suicidal thoughts, allows users to fill out a safety plan, and provides quick access to local urgent care, emergency departments, and national crisis hotlines.

Data Extraction

Data were derived from mobile analytics data from all unique downloads of the Android version of MoodTools between March 1, 2016, and February 28, 2018. Mobile analytics data were not collected from the iOS app during this study period. Due to the deidentification and data aggregation process, no demographic or personal identifying information was tied to individual user data. All measures were stored in aggregated, anonymized data files on Google Analytics’ storage database.

The Google Analytics software development kit (SDK) was integrated into the Android app in March 2016. We used the SDK to securely capture aggregate usage data and retention information from March 2016 to 2018 (the maximum amount of aggregate data that can be analyzed at a time). The following information was collected:

- Location: The country from which the app was installed on a user’s Android device.
- Number of downloads: The number of individual users who downloaded the app.
- App session: A single period of user interaction within the app. Activity that occurs within 30 minutes of each other is counted as part of the same app session. If there is no activity for 30 minutes, future activity is attributed to a new session.
• Session frequency: The number of app sessions during the data collection.
• Session duration: The number of minutes the app is open or used during an app session.
• Session recency: The amount of elapsed time since a user’s last app session.
• Total duration in app: The total amount of time spent across app sessions for an individual user.
• Tools visited: The number of times a user opens the home page for each of the 6 tools within the app.

Ethics Approval
This study was approved by the Institutional Review Board at Georgia State University as Designation for Not Human Subjects Research (H21568).

Results

Downloads
Between March 1, 2016, and February 28, 2018, MoodTools on the Android platform was used by 158,930 people from 198 countries. Data were collected on the percentage of users by continent, subcontinent, and country (see Multimedia Appendix 1). The app was downloaded across the Americas (50.46%), Europe (26.46%), Asia (15.48%), Oceania (4.82%), and Africa (2.61%). When categorized by subcontinents, more than half of all users were from Northern America and Northern Europe (46.537% and 13.324%, respectively). Countries with the highest percentage of users included the United States (40.83%), the United Kingdom (10.64%), India (8.47%), Canada (5.60%), and Australia (4.02%). There were downloads in low- and middle-income countries, including India (8.47%), Brazil (1.11%), and South Africa (1.01%). Users whose location could not be determined by Google Analytics were identified as “Not Set” (0.18%).

Retention
Retention was defined as the percentage of users that return to the app at any point after their initial app session. As shown in Table 1, 51.14% (n=81,277) of MoodTools users returned to the app for a second app session. The retention rate declined with each subsequent app session: session 3 (n=51,382, 32.33%), session 4 (n=35,282, 22.2%), session 5 (n=25,794, 16.23%), session 6 (n=19,787, 12.45%), session 7 (n=15,686, 9.87%), and session 8 (n=12,762, 8.03%).

Table 1. User retention across sessions.

<table>
<thead>
<tr>
<th>Number of sessions</th>
<th>User retention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 sessions</td>
<td>81,277 (51.14)</td>
</tr>
<tr>
<td>3 sessions</td>
<td>51,382 (32.33)</td>
</tr>
<tr>
<td>4 sessions</td>
<td>35,282 (22.2)</td>
</tr>
<tr>
<td>5 sessions</td>
<td>25,794 (16.23)</td>
</tr>
<tr>
<td>6 sessions</td>
<td>19,787 (12.45)</td>
</tr>
<tr>
<td>7 sessions</td>
<td>15,686 (9.87)</td>
</tr>
<tr>
<td>8 sessions</td>
<td>12,762 (8.03)</td>
</tr>
</tbody>
</table>

Time Spent
Users spent 4 minutes, on average, on each session. About one-third of sessions lasted between 0 and 10 seconds, one-third lasted between 11 seconds and 3 minutes, and the remainder lasted more than 3 minutes (Table 2). Over one-third of all app sessions were initiated within the same day of download, and about 1% of sessions occurred following a 3-month to 1-year period of inactivity (Table 3). After downloading MoodTools, the typical person used the app for 3 sessions for a total of 12 minutes over 90 days.

Table 2. Duration of MoodTools sessions.

<table>
<thead>
<tr>
<th>Session duration</th>
<th>Sessions, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10 s</td>
<td>33.78</td>
</tr>
<tr>
<td>11-30 s</td>
<td>9.04</td>
</tr>
<tr>
<td>31-60 s</td>
<td>9.07</td>
</tr>
<tr>
<td>61-180 s</td>
<td>19.14</td>
</tr>
<tr>
<td>180-600 s</td>
<td>17.15</td>
</tr>
<tr>
<td>601-1800 s</td>
<td>9.73</td>
</tr>
<tr>
<td>≥1801 s</td>
<td>2.08</td>
</tr>
</tbody>
</table>
Table 3. The amount of time between MoodTools app sessions.

<table>
<thead>
<tr>
<th>Days between app sessions</th>
<th>App sessions, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1 day</td>
<td>134,987 (37.16)</td>
</tr>
<tr>
<td>1 day</td>
<td>41,653 (11.47)</td>
</tr>
<tr>
<td>2 days</td>
<td>24,187 (6.66)</td>
</tr>
<tr>
<td>3 days</td>
<td>17,256 (4.74%)</td>
</tr>
<tr>
<td>4 days</td>
<td>13,365 (3.68%)</td>
</tr>
<tr>
<td>5 days</td>
<td>10,972 (3.02)</td>
</tr>
<tr>
<td>6 days</td>
<td>9,820 (2.70)</td>
</tr>
<tr>
<td>7 days</td>
<td>8,184 (2.25)</td>
</tr>
<tr>
<td>8-14 days</td>
<td>35,334 (9.73)</td>
</tr>
<tr>
<td>15-30 days</td>
<td>31,306 (8.62)</td>
</tr>
<tr>
<td>31-60 days</td>
<td>20,017 (5.51)</td>
</tr>
<tr>
<td>61-120 days</td>
<td>12,174 (3.35)</td>
</tr>
<tr>
<td>121-364 days</td>
<td>4,041 (1.11)</td>
</tr>
</tbody>
</table>

Table 4. Home page views by tool.

<table>
<thead>
<tr>
<th>Tool name</th>
<th>Total screen views (N=1,618,277), n (%)</th>
<th>Average screen views per app session</th>
<th>Average time on home page screen(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thought Diary</td>
<td>393,549 (24.32)</td>
<td>2.24</td>
<td>12.25</td>
</tr>
<tr>
<td>Test</td>
<td>393,487 (24.32)</td>
<td>2.00</td>
<td>5.71</td>
</tr>
<tr>
<td>Activities</td>
<td>331,961 (20.51)</td>
<td>2.35</td>
<td>10.08</td>
</tr>
<tr>
<td>Safety Plan</td>
<td>236,449 (14.61)</td>
<td>2.32</td>
<td>14.20</td>
</tr>
<tr>
<td>Videos</td>
<td>138,164 (8.54)</td>
<td>1.40</td>
<td>5.76</td>
</tr>
<tr>
<td>Information</td>
<td>124,667 (7.70)</td>
<td>1.23</td>
<td>11.34</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

MoodTools was downloaded in 198 countries, suggesting that there is global interest in a free-to-use self-guided smartphone app for depression. It is worth noting that the developers of MoodTools had done no marketing campaigns and that, even though the app is presented exclusively in English, there have been downloads in countries where English is not the primary language. Users from low- and middle-income countries downloaded the app as well. Despite widespread interest, self-guided mental health apps will not make an impact on the global burden of depression if they are not effective. A review of evidence-based apps for anxiety and depression showed that a large majority (74%) were free to download, but only 3% had research to justify claims of effectiveness [33]. Efficacy studies remain rare in the ever-changing landscape of publicly available mHealth apps. The efficacy and effectiveness of MoodTools (and other mHealth apps for depression) is clearly an important area for future research.

A key challenge for mHealth interventions for depression is to engage and retain users, given the low motivation and behavioral avoidance associated with the condition. Just over half of MoodTools users (n=81,277, 51.14%) returned to the app after the initial download, which is comparable to IntelliCare (about 50%) and PTSD Coach (61.1%) [25,26]. These return rates are similar to the pooled dropout rate (47.8%) reported in a meta-analysis of randomized clinical trials of smartphone apps for depressive symptoms [34]. Return rates of users “in the wild” and dropout rates from efficacy trials for smartphone apps is not, however, an apples-to-apples comparison. Dropout in clinical trials is defined as the incompletion of end-of-intervention assessments, which are generally collected views; Table 4). The Information tool (ie, psychoeducation about depression) was the least frequently visited tool (n=1,246,667, 7.7%). Users spent an average of 3 minutes and 5 seconds (185 seconds) on the Thought Diary’s entry screen, which allows users to complete a digital thought record. Users spent an average of 49 seconds completing the PHQ-9 screening questionnaire and an average of 53 seconds on the screen that displayed the results of the PHQ-9.
outside of the smartphone app of interest, whereas retention in studies of naturalistic user behavior is typically defined as using the app. Users who download and open a free mHealth app for depression on the app marketplace may have different levels of interest and intent compared to participants who agree to use an mHealth app as part of a clinical trial. Given our limited knowledge of the retention rates of self-guided mental health apps in the real world, it is difficult to determine what is considered “standard” retention within this category of mHealth interventions. Future clinical trials could measure engagement-related dropout as well as assessment-related dropout, and real-world mHealth apps could adopt a similar standardized assessment structure to better compare retention and engagement across these methodologies.

It is important to determine how much app use is needed for meaningful improvement in symptoms. Research indicates that there is a relationship between app use and clinically meaningful benefit [35-37], but a minimum “dose” has not been identified. Around one-third of all MoodTools sessions lasted 10 seconds or less. These “touch-and-go” app sessions are likely too short to be meaningful. The high frequency of these app sessions creates noise in the data and highlights the importance of understanding the conditions under which users stay engaged with an app session long enough to have a meaningful interaction with it.

The dose achieved by typical MoodTools users was 3 app sessions (averaging 4 minutes per session), for a total of 12 minutes over 90 days, which can be compared to PTSD Coach users, who initiated 6.3 app sessions (averaging 47 seconds per session) for a total of 5 minutes before discontinuing its use [25]. In psychotherapy, which is typically delivered weekly in 50-minute sessions, about 50% and 75% of patients improve after 8 and 26 sessions, respectively [38,39]. In this context, it is difficult to imagine that typical MoodTools users achieve a dose that would lead to meaningful improvement in depressive symptoms, though this is an empirical question that remains to be tested. There were, however, a small proportion of users who returned to the app for 9 sessions or more, and some who used the app >200 times.

Unlike mental health professionals, everyday users of mental health apps are not trained to use the science of psychopathology to relieve symptoms. It is critical to identify what users of self-guided mental health apps naturally gravitate to, and the remaining third lasted 3 minutes or longer. The average MoodTools user used the app for 3 sessions for a total of 12 minutes over 90 days. Users tend to spend most time using tools (eg, recording symptoms) as compared to tools that are more passive (eg, reading information about the symptoms of depression). Negative cognitions are a core feature of depression, so it is encouraging that users of MoodTools most often visit the Thought Diary tool.

**Limitations**

This study of naturalistic user behavior has several notable limitations. First, this study only included users from the Android platform of MoodTools and differences between those who use Android and iOS devices may influence user behavior. iOS users are more likely than Android users to be female, more educated, belong to a higher income group, and have more technical knowledge [40], and there are differences in user reviews between iOS and Android platforms [25]. Second, the deidentified, aggregate nature of data obtained through Google Analytics limits the types of analyses that can be conducted. For example, data on individual user characteristics (eg, gender, age, socioeconomic status) were not collected for this cohort.

**Future Directions**

The number of areas for future research on self-guided mHealth apps for reducing depression is seemingly infinite. It is critical to improve our understanding of what happens immediately following the download of the app. Consistent with research on other apps, half of all MoodTools users did not return to the app after their first app session. Research is needed to understand how to maintain users’ engagement from the very first app session and to identify users most at risk for discontinuing use. Additionally, it may be helpful to sort users into low- and high-use comparison groups, as was done in the Wysa study [28], to examine how usage and retention patterns may differ across groups. Virtually nothing is known about how individual user characteristics (eg, gender, age, socioeconomic status) impact engagement or retention. The use of app-based reminders or notifications, as well as incentive structures such as gamification, should be examined to see how these app features impact user engagement. Understanding how a mental health app’s content, approachability, and style affects user engagement is another critical next step. The user version of the Mobile Application Rating Scale (uMARS) [41]—the only self-report scale that is developed for use by the general public [42]—can provide subjective data on user perceptions of a mental health app.

**Conclusions**

The scope and impact of depression worldwide is breathtaking. Results show a global interest in a publicly available, free-to-use mHealth app designed to improve depressive symptoms, including in low- and middle-income countries and in countries where English is not the primary language. About half of MoodTools users returned to the app after their initial app session. About one-third of all sessions lasted between 0 and 10 seconds, one-third lasted between 11 seconds and 3 minutes, and the remaining third lasted 3 minutes or longer. The average MoodTools user used the app for 3 sessions for a total of 12 minutes over 90 days. Users tend to spend most time using tools designed for self-monitoring of symptoms and for targeting a core mechanism of depressive psychopathology and negative cognitions. Observational data from this study show that
self-guided mental health apps could be one among the many approaches needed to reduce the global burden of depression; however, research is needed to determine whether app engagement can lead to symptom improvement.
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Abstract

Background: Parkinson disease (PD) is a neurodegenerative disorder with a variety of motor and nonmotor symptoms. Many of these symptoms can be monitored by eHealth solutions, including smartphone apps, wearable sensors, and camera systems. The usability of such systems is a key factor in long-term use, but not much is known about the predictors of successful use and preferable methods to assess usability in patients with PD.

Objective: This study tested methods to assess usability and determined prerequisites for successful use in patients with PD.

Methods: We performed comprehensive usability assessments with 18 patients with PD using a mixed methods usability battery containing the System Usability Scale, a rater-based evaluation of device-specific tasks, and qualitative interviews. Each patient performed the usability battery with 2 of 3 randomly assigned devices: a tablet app, wearable sensors, and a camera system. The usability battery was administered at the beginning and at the end of a 4-day testing period. Between usability batteries, the systems were used by the patients during 3 sessions of motor assessments (wearable sensors and camera system) and at the movement disorder ward (tablet app).

Results: In this study, the rater-based evaluation of tasks discriminated the best between the 3 eHealth solutions, whereas subjective modalities such as the System Usability Scale were not able to distinguish between the systems. Successful use was associated with different clinical characteristics for each system: eHealth literacy and cognitive function predicted successful use of the tablet app, and better motor function and lower age correlated with the independent use of the camera system. The successful use of the wearable sensors was independent of clinical characteristics. Unfortunately, patients who were not able to use the devices well provided few improvement suggestions in qualitative interviews.

Conclusions: eHealth solutions should be developed with a specific set of patients in mind and subsequently tested in this cohort. For a complete picture, usability assessments should include a rater-based evaluation of task performance, and there is a need to develop strategies to circumvent the underrepresentation of poorly performing patients in qualitative usability research.

Keywords: eHealth; usability; Parkinson disease; telehealth and telemonitoring; older adults; aging; older population; neurodegenerative disease; digital solution; wearable sensor; mobile health; system usability; eHealth solution
Introduction

Parkinson disease (PD) is a neurodegenerative disorder characterized by a variety of motor and nonmotor symptoms. Despite the neurodegenerative nature of the disease, dopamine replacement therapy can drastically improve symptoms and quality of life, especially in the early stages of the disease [1]. With longer disease duration, symptoms often begin to fluctuate during the day, making the exact timing and dosage of medication more important [2]. eHealth solutions are becoming increasingly available, offering the potential to remind patients of their medications, assess the extent and timing of motor fluctuations, and ultimately help guide the decision for advanced therapeutic options such as deep brain stimulation and medication pumps [3-5]. In addition, eHealth solutions enable clinicians to assess patients over extended periods of time in their home environment. This method can help improve patient care but also provide more precise and more relevant end points for clinical trials [6].

A wide range of eHealth solutions has been examined in patients with PD, but most studies focus on selected subgroups of patients, such as those in earlier stages of the disease [7]. In the clinical routine, however, patients with PD are distributed across a wide range of age groups with diverse educational backgrounds, distinct motor impairments and—in many patients—important psychiatric and cognitive comorbidities [8]. There is a paucity of studies systematically investigating barriers for the successful implementation of eHealth solutions in the heterogeneous population of patients with PD [9].

In this context, usability research provides a variety of user-based methods that can be categorized into subjective and objective measures and quantitative and qualitative assessments [10]. Quantitative methods primarily include questionnaires and task completions, with questionnaires being the most frequently used method in eHealth research. The questionnaire with the broadest implementation among usability studies is the Systems Usability Scale (SUS) [11], which provides a subjective assessment of usability by the patient. Task completions provide objective information but require a system-specific setup, which can be difficult and time-consuming and potentially limits comparability. Qualitative methods include focus groups, interviews, and think-alouds. In contrast to quantitative methods, they can be more useful in identifying specific usability problems but suffer from a lack of comparability. Moreover, qualitative methods require trained evaluators and laborious data analysis. Think-alouds and qualitative interviews were the most frequently used methods in the usability testing of eHealth solutions [11]. For patients with PD specifically, usability assessments have mainly relied on questionnaires as well as adherence monitoring and mostly reported positive results for sensor systems and smartphone/tablet apps [12-15]. Although mixed methods approaches have become more common recently, there is substantial heterogeneity in the methods, and only a minority of studies focused specifically on the usability. In the broader context of chronic conditions, a recent systematic review concluded that the usability of wearable devices is poorly measured and reported [15]. Furthermore, there is no consensus regarding the methodology to assess usability in older adults, even though investigations about the sensitivity of different methods have been explicitly recommended [16].

Against this background, we aimed to identify which methods are suitable for comprehensive usability testing in our primarily older cohort of patients with PD and which factors can predict the successful use of devices for telemedicine and home monitoring. For this objective, we designed a mixed methods usability battery based on the most commonly used quantitative and qualitative methods for eHealth solutions and tested the usability of 3 different devices, including (1) a tablet app, (2) wearable sensors, and (3) a camera system.

Methods

Study Population

In all, 18 patients were recruited from the ward for movement disorders at the University Hospital Dresden between July 2020 and September 2021. Written informed consent was obtained from all participants before inclusion in the study. Inclusion criteria were the clinically probable diagnosis of idiopathic PD by a specialist for movement disorders according to the current guidelines of the International Movement Disorders Society [17] and sufficient German language skills. Exclusion criteria were the inability to walk and any psychiatric comorbidity that excluded the patients from participating in the study according to the discretion of the investigator.

Ethics Approval

The study was approved by the institutional review board of Technische Universität Dresden, Germany (BO-EK-212052020).

Tested Systems

We assessed 3 eHealth solutions that use different paradigms: (1) guided measurements at specific time points by a camera system; (2) continuous, implicit monitoring of mobility by wearable sensors; and (3) a combination of guided and continuous measurements by a tablet app. The systems were described in detail previously [18].

Briefly, the 3D-camera system (Motognosis Amsa; Motognosis GmbH) consisted of a stand-alone PC and a depth camera (Microsoft Kinect; version 2). Patients were instructed to perform motor exercises by prerecorded videos and audio instructions. Kinematic parameters were derived from the exercises to describe patients’ mobility and symptoms.

The wearable system (PD Neurotechnology Ltd) consisted of five 9-axis inertial measurement unit sensors, worn on wrists, shanks, and the trunk. The data from the sensors were used to analyze patients’ motor status [19]. The PDMonitor mobile app was not used in this study nor was the device used for motor symptom clinical assessment and treatment modification.

The tablet app (TelePark tablet app; Intecsoft group) included a medication alert, questionnaires, fall documentation, activity documentation, and a task reminder.

The tablet app represented a system that was still at an early stage of development, whereas the 3D-camera system and the wearable sensors were already fully developed and licensed medical products.
Study Schedule

Inpatients completed 4 assessments on 4 days within a maximum period of 7 days during their stay at the movement disorders ward (Figure 1). On day 1, patients performed the baseline assessment and the first mixed methods usability testing battery (detailed below). Routine motor testing was carried out on days 2 and 3 (detailed below). Patients were filmed with the camera system and wore the wearable sensors during the motor testing sessions. Between assessments, patients used the TelePark app to complete questionnaires and an electronic version of the Hauser diary [20]. The wearable sensors and the camera system were only used or worn during the motor tests and usability batteries. Patients were encouraged to put on or remove the sensors independently but received help from the study personnel if requested. On day 4, patients performed a final round of motor testing and the second usability testing battery.

Figure 1. Schematic overview of the study schedule. To keep the assessments efficient, only 2 of the 3 devices (tablet app, camera system, and wearable sensors) were tested per patient, resulting in 3 groups of patients that used the same set of devices. UEQ: User Experience Questionnaire; SUS: System Usability Scale.

Baseline Assessment

Patients were assessed with rater-based scales and self-report questionnaires to evaluate motor and cognitive function as well as eHealth literacy. The questionnaires were filled out digitally by the patients in the TelePark app. If patients were not able to independently complete the questionnaires on the tablet, they were supported by the investigators. The following scales and questionnaires were used in the baseline assessment: the Freezing of Gait Questionnaire (FOG-Q) [21], Hoehn and Yahr scale [22], Unified Parkinson’s Disease Rating Scale III (UPDRS III) [23], Beck Depression Inventory-II [24], Montreal Cognitive Assessment (MOCA) [25], and eHealth Literacy Scale (EHEALS) [26]. The total score of the EHEALS ranges between 8 and 40, with higher scores indicating higher self-perceived eHealth literacy.

Motor Testing

Motor testing consisted of a UPDRS III, a timed up-and-go test [27], a freezing of gait test [28], a Mini-BESTest [29], fast 360° turns, the video-instructed Motognosis Amsa protocol (finger tapping, stand up and sit down, stance with closed feet, comfortable 360° turns, stepping in place, short comfortable speed walk, and short maximum speed walk), and the operator-instructed Motognosis PASS-PD protocol (finger tapping, hand grasping, arm holding, finger-nose test, foot tapping, stand up and sit down, stance with closed feet, comfortable 360° turns, stepping in place, comfortable walk, and maximum speed walk). During the period of the assessment, patients were filmed by the 3D-camera system and wore the wearable sensors.

Usability Testing Battery

The usability testing battery was performed on the first and the last day of the study. To reduce patient burden, each patient assessed the usability of only 2 of the 3 study components (tablet app and camera, tablet app and wearables, or camera and wearables). The devices were assigned randomly to the patients by a prespecified permuted list. Usability was assessed for each device separately.

First, patients were given a standardized explanation of the device. Patients were then instructed to carry out 7 device-related tasks, which covered all important functions of the systems, as independently as possible. These tasks were set up by the investigators and performing different tasks in the Amsa protocol (camera system), putting on the sensors and handling the charging procedure and the data transfer processes (wearable sensors), and using all relevant functions in the app (tablet app). The execution of the tasks was observed by the investigators and rated on a 6-item ordinal scale according to the independence of task execution (ranging from 5=”Does not need help; does not consult manual” to 0=”Can contribute nothing or almost nothing to the implementation of the task”). The sum of all 7 independence ratings was transformed into a rater-based independence score ranging from 0% (no independent use in any tasks) to 100% (fully independent use in all tasks) with the following formula:

\[
\text{Independence score} = \left( \frac{\text{Sum of all 7 ratings}}{7} \right) \times 100
\]
score from 0% to 100%). The SUS is a 10-item Likert scale to assess subjective usability, containing questions such as the perceived complexity of a system, the user’s confidence in using a system, or its learnability. The SUS has been widely used, and normative data exist allowing SUS ratings to be positioned relative to other systems [31]. Furthermore, it has been shown that the SUS can provide valid scores even with small sample sizes [32].

Finally, we conducted an interview based on domains of established usability instruments (SUS and user experience questionnaire [33]). This interview took 15 to 30 minutes and consisted of 12 open-ended questions concerning the following domains: attractivity, independent use, learnability, perspicuity, efficiency, stimulation, and novelty. For each domain, the patients were asked 2 open-ended questions about their opinion on the domain quality and about improvement suggestions in that specific domain. The same procedure was then carried out for the second device.

**Data Analyses and Sample Size**

Data are depicted as median with 25th and 75th percentile or as mean with SD depending on data normality as assessed by a visual inspection of histograms. To assess the differences between the systems, a Kruskal-Wallis test with post hoc Dunn test was used. Due to the small sample size and the exploratory nature of the study, no correction for multiple testing was used. Predictors of successful use were identified by correlation analysis (Spearman $\rho$). Significant correlations ($P<.05$) were visualized in a network graph with the ForceAtlas2 algorithm [34]. The temporal stability of usability outcomes was assessed by comparing the first and the second measurement with a Wilcoxon signed-rank test. Data visualization and statistical analyses were performed with Python (Statsmodels, Scipy, Matplotlib, and Seaborn packages) and Gephi software. The sample size of 12 patients per system was determined using guidelines for conducting qualitative research [35].

**Results**

In total, 19 patients were included in the study, and 1 patient dropped out after the first usability battery due to personal reasons (not named). The clinical and demographic data of the remaining 18 patients are summarized in Table 1.

| Table 1. Clinical and demographic data. Data are presented as mean with SD or median with absolute range. |
|---|---|
| Value |  |
| Patient, n | 18 |
| Age (years), median (range) | 69 (37-86) |
| Sex ($N=18$), n (%) |  |
| Female | 7 (39) |
| Male | 11 (61) |
| Hoehn and Yahr stage, median (range) | 3 (1-4) |
| Disease duration (years), mean (SD) | 11 (7.3) |
| UPDRS III$^a$ score, mean (SD) | 27 (9.0) |
| MOCA$^b$ score, mean (SD) | 25 (2.7) |
| EHEALS$^c$ score, mean (SD) | 23 (8.8) |
| BDI-II$^d$ score, mean (SD) | 12 (7.4) |
| FOG-Q$^e$ score, mean (SD) | 11 (5.1) |

$^a$UPDRS III: Unified Parkinson’s Disease Rating Scale III.
$^b$MOCA: Montreal Cognitive Assessment.
$^c$EHEALS: eHealth Literacy Scale.
$^d$BDI-II: Beck Depression Inventory-II.
$^e$FOG-Q: Freezing of Gait Questionnaire.

**Testing Usability Measures**

The SUS is a widely used score for a quick and simple assessment of usability [31]. SUS scores (second usability battery) did not differ significantly between devices ($P=.34$, Kruskal-Wallis test; Figure 2A). In addition, we compared the empirical confidence scores (patient-rated) and the task-based independence scores (investigator-rated) between the 3 systems (Figure 2A). The confidence scores and the independence scores showed a pronounced ceiling effect, whereas the SUS scores were more evenly distributed (Figure 2B). Exclusively, the independence scores differentiated between the app (ie, the device that is still at an early stage of development) and the fully developed and licensed systems ($P=.006$, Kruskal-Wallis test; post hoc tests in Figure 2A). For the subsequent correlation analyses in this study, we therefore selected the objective independence score as the most relevant measure of successful use.
Identifying Predictors for Successful Use

To identify factors that predict whether patients are able to use a device well, we plotted correlation matrices to explore the interdependence between the rater-based independence score, the SUS, and baseline parameters. In addition to the independence scores and SUS scores, the following variables were used in the correlation analysis: age, sex, Hoehn and Yahr stage, UPDRS III, FOG-Q, MOCA, and EHEALS. The network graph of correlations visualizes that the rater-based independence scores for wearable sensors (yellow), camera system (green), and tablet app (red) do not cluster together (Figure 3). This visualization indicates that the prerequisites for successful use differ between the 3 systems. The independent use of the wearable sensors did not correlate significantly with any clinical characteristics (age: \( P = .07 \); sex: \( P = .38 \); Hoehn and Yahr stage: \( P = .44 \); UPDRS III: \( P = .59 \); FOG-Q: \( P = .94 \); MOCA: \( P = .40 \); EHEALS: \( P = .68 \)), but only 3 (25%) out of 12 patients were not able to use the system fully independently. This finding implies that the sensors were usable for most of the patients regardless of their clinical characteristics. The independent use of the camera system correlated strongly with age and motor scores (FOG-Q, UPDRS III, and Hoehn and Yahr stage), and the independent use of the tablet app showed strong correlations with cognition (MOCA) and eHealth literacy (EHEALS). Table 2 shows the strongest correlations with the rater-based independence score for each system.

In contrast to the rater-based independence scores, we found no significant correlations between the subjective and more variable SUS scores with the clinical measures for the tablet app (age: \( P = .79 \); sex: \( P = .89 \); Hoehn and Yahr stage: \( P = .85 \); UPDRS III: \( P = .92 \); FOG-Q: \( P = .14 \); MOCA: \( P = .28 \); EHEALS: \( P = .07 \)), the wearable sensors (age: \( P = .78 \); sex: \( P = .15 \); Hoehn and Yahr stage: \( P = .52 \); UPDRS III: \( P = .99 \); FOG-Q: \( P = .12 \); MOCA: \( P = .96 \); EHEALS: \( P = .19 \)), or the camera system (age: \( P = .45 \); sex: \( P = .70 \); Hoehn and Yahr stage: \( P = .62 \); UPDRS III: \( P = .16 \); FOG-Q: \( P = .49 \); MOCA: \( P = .99 \); EHEALS: \( P = .26 \)).
Figure 3. Network graph of correlations (Spearman $\rho$) between baseline variables, SUS scores, and independence scores from the second usability battery. Only significant correlations ($P<.05$, uncorrected values) are included the network. The relative size of the variables indicates the absolute number of connections. The thickness of the connections indicates the magnitude of the correlation (thicker lines indicate stronger correlations). BDI-II: Beck Depression Inventory; EHEALS: eHealth Literacy Scale; FOG-Q: Freezing of Gait Questionnaire; MOCA: Montreal Cognitive Assessment; UPDRS III: Unified Parkinson's Disease Rating Scale III; SUS: System Usability Scale.

Table 2. Correlations of clinical characteristics with independent use. The 3 strongest correlations (Spearman $\rho$) with $P$ values between clinical characteristics and independence scores for the 3 systems are shown.

<table>
<thead>
<tr>
<th>Device, clinical characteristic</th>
<th>Spearman $\rho$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tablet app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHEALS$^a$</td>
<td>0.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MOCA$^b$</td>
<td>0.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>−0.63</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Camera system</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOG-Q$^c$</td>
<td>−0.80</td>
<td>.002</td>
</tr>
<tr>
<td>Hoehn and Yahr</td>
<td>−0.72</td>
<td>.009</td>
</tr>
<tr>
<td>Age</td>
<td>−0.71</td>
<td>.009</td>
</tr>
<tr>
<td><strong>Wearable sensors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

$^a$EHEALS: eHealth Literacy Scale.

$^b$MOCA: Montreal Cognitive Assessment.

$^c$FOG-Q: Freezing of Gait Questionnaire.

$^d$For the wearable sensors, no significant correlations were found.
Temporal Change in Usability Outcomes

To assess the system-specific learnability and stability of the usability outcomes, we compared usability outcomes between the first and second round of the usability battery on days 1 and 4, respectively. For the tablet app, independence and confidence scores did not differ significantly between the 2 time points (independence: mean 79.5%, SD 25.6% vs 75.5%, SD 25.8%; \( P = .34 \); confidence: mean 75.4%, SD 24.3% vs 69.6%, SD 38.8%; \( P = .29 \)). The camera system, in contrast, had a significantly higher confidence score in the second usability battery (mean 63.3%, SD 32.5% vs 84.7%, SD 19.8%; \( P = .008 \)); independence scores were high at both time points (mean 89.3%, SD 14.8% vs 93.8%, SD 7.9%; \( P = 12 \)). The wearable sensors showed a significantly higher independence score in the second usability battery (mean 91.4%, SD 9.2% vs 97.9%, SD 4.1%; \( P = .03 \)); confidence ratings did not change (mean 79.5%, SD 25.6% vs 75.5%, SD 25.8%; \( P = .67 \)). SUS scores did not change significantly between the 2 time points for any of the tested systems (tablet app: \( P = .18 \); camera system: \( P = .20 \); wearable sensors: \( P = .88 \)). The system-specific changes in usability outcomes indicate a different learnability for each individual system and underscore the importance of longitudinal usability assessments. Furthermore, they suggest that performance and confidence may differ. The lack of difference in the SUS scores between the 2 time points is consistent with the lack of difference in the SUS scores between the 3 systems (Figure 2), suggesting that the SUS can miss important aspects of usability.

Influences on Qualitative Interviews

In the qualitative section of the first and second usability batteries, patients were asked about improvement suggestions for the eHealth solutions. To determine predictors of qualitative feedback, we counted the total number of unique improvement suggestions per patient and correlated them with usability outcomes and clinical characteristics. We found moderate-to-strong and highly significant correlations with independence scores, confidence scores, eHealth literacy, motor phenotype, and age (Figure 4). These correlations suggest that patients who were able to use the devices well gave more valid improvement suggestions than patients who did not. Patients giving more feedback were also younger, had lower motor disability, and higher eHealth literacy. SUS scores did not correlate with the number of improvement suggestions, suggesting that the subjective rating of an eHealth solution does not affect the number of improvement suggestions.

Discussion

Principal Findings

In this study, we performed a comprehensive usability battery on 3 eHealth solutions, using subjective and objective assessments. The objective rater-based evaluation of tasks (independence score) discriminated better between the different eHealth solutions than the subjective quantitative usability scale (SUS). Moreover, the successful use of each eHealth solution was associated with specific clinical characteristics—notably, cognitive ability and eHealth literacy for the tablet app or motor ability and age for the camera system. Finally, most improvement suggestions were provided by patients who were able to use the eHealth solutions well.
Comparison Between Usability Measures

There is a paucity of data on the sensitivity of usability testing methods [16], and optimal methods for specific eHealth solutions or cohorts have not been identified [11]. We therefore compared usability as reported by the quantitative and easy-to-use SUS with patient-rated confidence and investigator-rated independence in prespecified settings. Given that the 3 eHealth solutions investigated here (tablet app, camera system, and wearable sensors) differed strongly in complexity and development stage, we expected to find differences in all methods. However, only the rater-based independence scores showed a significant difference between the 3 technologies. The ceiling effect of the independence scores could indicate that the systems were indeed easy to use for many patients. Alternatively, the prespecified tasks were not hard enough. As the tasks were developed to cover all relevant functions of each system, we interpreted this ceiling effect as successful use. The SUS score did not show a ceiling effect, but it did not differentiate between the fully developed systems and the less developed system in our study. Furthermore, the SUS did not reflect the increased confidence and independence between the first and second time point of testing. Collectively, these findings are in line with similar studies, where successful use was not associated with higher SUS scores [36,37]. These findings suggest that this well-established scale could potentially miss important information in the population of patients with PD, and in other populations of older and cognitively impaired people. The recent development of a simplified SUS score for older adults is in line with this interpretation [38].

The improvements in confidence or independence scores for the camera system and the wearable sensors indicate that even in a short period of 4 days, older adults (1) are able to change their perspective toward eHealth solutions and (2) can learn to handle such systems. The lack of improvement for the tablet system, and wearable sensors indicate that even in a short period of 4 days, older adults (1) are able to change their perspective toward eHealth solutions and (2) can learn to handle such systems. The lack of improvement for the tablet system, and wearable sensors indicate that even in a short period of 4 days, older adults (1) are able to change their perspective toward eHealth solutions and (2) can learn to handle such systems. The lack of improvement for the tablet system, and wearable sensors indicate that even in a short period of 4 days, older adults (1) are able to change their perspective toward eHealth solutions and (2) can learn to handle such systems. The lack of improvement for the tablet system, and wearable sensors indicate that even in a short period of 4 days, older adults (1) are able to change their perspective toward eHealth solutions and (2) can learn to handle such systems. The lack of improvement for the tablet system, and wearable sensors indicate that even in a short period of 4 days, older adults (1) are able to change their perspective toward eHealth solutions and (2) can learn to handle such systems.

Predictors of Successful Use

Predictors of successful use differ strongly between individual eHealth solutions (Figure 3). For the app, the strong associations with cognitive function and eHealth literacy indicate that both constructs need to be considered in the design of such mobile health systems with a largely software-based interface [40,41]. Hence, eHealth solutions should be developed with a specific range of cognitive function and eHealth literacy in mind and then should be tested and marketed for this group of patients. For the camera system, older patients with more severe motor symptoms had more problems, whereas the wearable sensors were usable by most patients regardless of their clinical characteristics. This finding is not surprising given the mainly physical nature of interacting with the wearable sensors or performing guided tasks in front of the camera. In contrast, sensors were usable by most patients regardless of their clinical characteristics. Collectively, our findings align well with the MOLD-US framework, where usability prerequisites for the app system fall into the domains of cognition and motivation and prerequisites for the camera system are associated with the physical ability [42].

The subjective aspect reported by the SUS is necessary for a patient to start the use of eHealth solutions to avoid attrition with continual use [10], and indeed, SUS scores varied considerably between participants (Figure 2). We sought to determine predictors of SUS scores. However, we were not able to determine predictors for subjective usability scores as reported by SUS, likely due to the small sample size (n=12 per system) in our study. We only observed for the app an association between the SUS and independence scores in the graph analysis (Figure 3). This analysis, therefore, needs to be addressed in subsequent studies with more participants. Moreover, attrition could not be assessed in this short and highly standardized paradigm.

Improvement Suggestions

We found a strong positive correlation between successful use and a patient’s ability to advise on possible improvements of the tested systems during the qualitative interview (Figure 4A). In other words, suggestions came mainly from individuals that did not have problems using the system. Therefore, established methods such as “think-alouds” or “focus groups” could suffer from an overrepresentation of opinions voiced by well-performing, mildly affected patients. It is not clear whether following these suggestions will improve or worsen usability for those who have trouble using the system successfully. The method of counting the total number of improvement suggestions does not take into account the quality of the suggestions; thus, the presented results should be reinvestigated more thoroughly in future studies. Furthermore, the reported correlation could also be mediated or moderated by the factors age, disease severity, cognitive status, or eHealth literacy (Figure 4D to F). However, inferring causal connections between highly interconnected variables was beyond the scope of this study, and to our knowledge, there are currently no articles that have comprehensively assessed the effects of these variables in the context of qualitative usability research. With an aging population in Western countries and a predicted rise in patients living with neurodegenerative diseases [43,44], a critical assessment of qualitative usability methods in the context of the target group is warranted.

Limitations

Limitations of our study include the small sample size, only a single recruitment site, and the controlled inpatient setting. Furthermore, the comparison of different methods is based on a subset of the existing tools that does not include techniques such as think-alouds, focus groups, or alternative measures of efficiency (eg, time to complete a task). This limitation reduces the generalizability of our findings and warrants further investigation with different systems, settings, and patient cohorts. Moreover, the high correlations between eHealth literacy, motor symptoms, cognitive impairment, and age limit the causal interpretability of the obtained results.
Conclusions

The successful use of eHealth solutions in patients with PD is highly dependent on system-specific and patient-specific characteristics. Considering the growing field of digital health and the already existing abundance of different solutions for patients with PD [4,45,46], researchers and industrial partners need to consider the heterogeneity of patients and design eHealth solution for a specific constellation of age, cognitive and motor function, as well as eHealth literacy, and these criteria can be helpful for physicians in selecting the best solution for each individual patient.
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Abstract

Background: Food insecurity is a complex public health problem affecting many individuals in the United States. Digital health interventions that promote behavior change and provide access to affordable and healthy food may help to alleviate food insecurity.

Objective: The aim of this study was to characterize food-insecure users of Foodsmart, a telehealth and nutrition platform with meal planning, food ordering, nutrition education, budgeting, and grocery discount features, and to evaluate changes in diet and food insecurity.

Methods: We retrospectively analyzed data collected from 4595 adults who used the Foodsmart platform between February and October 2021. Participants self-reported their diet, demographics, biometrics, and food insecurity status in a 56-item questionnaire. Participants were reported to be food insecure if they answered “sometimes” or “often” to the question “How often does the food you buy not last and you don’t have money to get more?” from the United States Department of Agriculture’s Household Food Security survey. We examined baseline characteristics of participants by food insecurity status, associations between characteristics and baseline food insecurity, and changes in diet quality and food insecurity status. To evaluate potential causes of reversing food insecurity, the use of 6 Foodsmart features was compared between food-insecure participants who achieved food security versus food-insecure participants who remained food insecure, based on their last response to the food insecurity question.

Results: We found that 16% (742/4595) of participants were food insecure at baseline. Participants who were food insecure at baseline were more likely to be obese, to have at least one chronic condition, to have a lower diet quality, to cook less frequently at home, to think healthy food is too expensive, and less likely to order takeout or eat at a restaurant. Among participants who were food insecure at baseline, 61% (451/742) improved their nutrition and 29% (217/742) responded that they were food secure at follow-up, with an increasing percentage achieving food security with longer enrollment time. Using a multivariable logistic regression model, we found that age, diabetes, prediabetes, BMI categories, and diet quality at baseline were statistically significantly associated with the likelihood of being food insecure at baseline. Among those who were food insecure at baseline, there was a higher relative proportion of participants who achieved food security and used the “deals” (28.6% higher), “CookItNow” (36.4% higher), and “telenutrition” (27.5% higher) features compared to those who remained food insecure.

Conclusions: This study assesses the characteristics of individuals enrolled on the Foodsmart platform who answered the food insecurity question. We found that a significant number of participants who were food insecure at enrollment achieved food security. This finding shows that telehealth and nutrition platforms may potentially help users improve household food security.

(JMIR Form Res 2022;6(10):e41418) doi:10.2196/41418
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Food insecurity affects many households in the United States, profoundly impacting the health and financial stability of individuals. Recent trends in the last decade have suggested a lower prevalence of food insecurity, dropping from 13% of Americans reported to be food insecure in 2016 to 10.5% in 2019 [1,2]. However, the COVID-19 pandemic has dramatically exacerbated the problem, increasing household food insecurity to 38% in March 2020 [3]. The increase in food insecurity can be attributed to a variety of factors, such as poverty; unemployment; instability and disruptions of the food supply to grocery stores and charitable feeding systems, such as food banks; and lack of eligibility, access, or enrollment in federal programs like the Supplemental Nutrition Assistance Program (SNAP) [4,5]. In a cross-sectional observational study conducted at the end of April 2020, 15.6% of households that were food secure prior to the pandemic experienced low food security during the pandemic, but only 2.3% of households that were food insecure before the pandemic became food secure [6]. A national survey conducted at the end of June 2020 also found that 59% of households in which one member lost a job or income were food insecure [7]. Low food security could also be associated with worsening diet quality and purchasing of unhealthy foods. Adams et al [6] found in a cross-sectional study that about one-third of households that experienced low food security during the pandemic reported increasing the purchasing of high-calorie snack foods, desserts, and sweets. Furthermore, in a cross-sectional analysis of National Health and Nutrition Examination Survey results from 2011 to 2014, food-insecure adults reported a 2.22-unit lower Healthy Eating Index (HEI)-2015 score compared to food-secure adults [8].

The impact of food insecurity on health care expenditures is significant. A model evaluating the impact on health care costs that used 2011 to 2013 National Health Interview Survey/Medical Expenditure Panel Survey data estimated that food-insecure adults spent US $1834 more on health care annually compared to food-secure adults; this equates to an estimated US $51.8 billion in excess health care expenditures due to food insecurity in 2016 [1].

A major contributor to exorbitant health care expenditures is the high prevalence of chronic conditions among individuals with food insecurity. A United States Department of Agriculture (USDA) report found that among adults with very low food security, there were 16.4%, 7.2%, 3.6%, and 3.7% higher proportions of hypertension, diabetes, coronary heart disease, and kidney disease, respectively, compared to adults with high food security [9]. Obesity and higher BMI have also been found to be associated with food insecurity [10]. Additionally, a study conducted on 711 patients with diabetes by the American Diabetes Association showed that food-insecure participants were more likely to have poor glycemic control and were more likely to report difficulties affording a diabetes-friendly diet than those who were food secure [11].

There are significant opportunities for interventions to alleviate food insecurity through increasing food access. Prior studies have evaluated the impact of food delivery and online grocery shopping on food insecurity and diet. The Community Servings: Food as Medicine for Diabetes clinical trial, where participants were delivered medically tailored meals in a randomized crossover study, reported that 42% of participants were food insecure during the on-meal-delivery periods versus 62% during the off-meal-delivery periods [12]. The Baltimore Virtual Supermarket Program, a large-scale online grocery ordering system in which participants can pick up their groceries from a local hub, showed that among 93 survey respondents, 93% believed the program made it easier for them to eat healthily and 61% attributed access to healthy foods to the program [13].

Digital technology can serve as an intervention to help alleviate food insecurity. Foodsmart, a telehealth provider platform with a large network of registered dietitians (RDs) across the country that includes a digital nutrition platform, is a potential solution to help address food insecurity, diet quality, and health outcomes. The platform provides personalized recipe recommendations and meal planning and helps users purchase ingredients and compare prices between participating grocers. The platform also allows users to use SNAP benefits to purchase foods online. Previous research on Foodsmart found improvements in clinical metrics, such as weight, lipid levels, and hemoglobin A₁c, among users with obesity, dyslipidemia, and diabetes, respectively, suggesting clinical benefits of the platform [14-17].

The objective of this study was to characterize demographics, meal planning characteristics, and diet quality among participants who were food insecure compared to participants who were food secure. The study also sought to evaluate longitudinal associations between using Foodsmart and changes in diet quality and food insecurity status among participants during the COVID-19 pandemic.

Methods

Study Sample
As of October 2021, 76,506 users of Foodsmart across the United States had answered a question on their food insecurity status. Participants were connected and enrolled into the Foodsmart platform as a service, either through their employer or insurance. We included in our analysis participants who had answered this question at least 2 times since its implementation in February 2021, with their last response being at least 30 days after their first response (n=5798) and for whom complete information was available on demographics, diet, weight, chronic conditions, and meal planning habits (n=4794). Participants who had extreme values for BMI (<15 kg/m² or >50 kg/m²) were excluded from our sample (n=199). Our final study sample was 4595 participants (Figure 1).
Foodsmart, a Telehealth and Nutrition Platform

Foodsmart is a platform that includes two components: (1) a digital app and web solution with tools including nutrition assessments, meal planning, and grocery ordering and (2) a telehealth component that lets users virtually meet with an RD. These components are incorporated into 6 features of the Foodsmart platform: “CookItNow,” “recipes,” “meal planner,” “food buying,” “deals,” and “telenutrition.” The CookItNow feature prompts the user to input ingredients they currently have in their kitchen; the Foodsmart platform then provides them tailored recipes based on those ingredients. The recipes feature on the Foodsmart app also allows individuals to filter recipes based on their food preferences or by category, such as budget-friendly recipes, recipes with leafy greens, or recipes fit for a SNAP budget. The meal-plan feature allows users to create a personalized meal plan based on the user’s dietary assessment, built from thousands of recipes. The food-buying feature then allows the user to have their meal plan automatically transferred to a grocer for online grocery pickup or delivery. The Food and Nutrition Service SNAP Online Purchasing Pilot [18] has also enabled individuals to pay for groceries with SNAP benefits, encouraging individuals to spend SNAP dollars on nutritious food. Foodsmart also offers medically tailored meals on its platform that users can order or that health plans can subsidize. The deals feature helps individuals save approximately 34% on each grocery order via (1) providing digital coupons from the grocery store they shop at and (2) finding the store with the cheapest price for their groceries. Finally, the telenutrition feature allows participants to meet with RDs who can help them by providing recommendations and support based on their eating and health goals and by providing technology assistance. Foodsmart also includes a food insecurity screening question to help identify users who are food insecure; this helps organizations determine which users need the most help and measure these users’ food insecurity status over time.

Assessment of Diet and Other Characteristics

Participants report their age, gender, usual dietary intake, meal planning habits, weight, chronic conditions, and physical activity on Foodsmart’s platform by filling out a 56-item modified food frequency questionnaire called Nutriquiz (adapted from the National Cancer Institute Diet History Questionnaire I) upon registration [19]. In addition to dietary questions, the Nutriquiz also ascertains demographic information, height, weight, chronic conditions (including diabetes, prediabetes, high blood pressure, dyslipidemia, or the absence of these conditions), frequency of physical activity (light, moderate, or vigorous), and meal planning habits (frequency of home-cooked meals, frequency of purchasing groceries from a grocery store, and how groceries are bought). We collapsed and renamed the categories of responses for each question to “rarely,” “weekly,” and “daily.” The “rarely” category contains the survey responses “never,” “1 time/month,” and “2-3 times/month.” The weekly category contains the survey responses “1 time/week,” “2 times/week,” “3-4 times/week,” and “5-6 times/week.” The daily category contains survey responses for “1 time/day,” “2-3 times/day,” “4-5 times/day,” and “6+ times/day.”

Based on a participant’s responses to the Nutriquiz questions assessing diet, a score called the Nutriscore was calculated to assess overall diet quality; this score is based on the Alternative HEI-2010 and the Commonwealth Scientific and Industrial Research Organization Healthy Diet Score [20,21]. The Nutriscore has 7 components (called Nutriscore Essentials): fruits, vegetables, protein ratio, fat ratio, carbohydrate ratio, hydration, and sodium. Each component is scored on a scale of 0 to 10, and the scores are then added together for an overall Nutriscore (ranging from 0 to 70). Higher scores indicate higher diet quality. Change in Nutriscore was calculated by taking the difference between a participant’s last Nutriscore and first Nutriscore, given that they were taken at least 30 days apart. An increase in Nutriscore demonstrates that the participant has improved their diet quality.

Ascertainment of Food Insecurity Status

In the Nutriquiz, participants answered a question about their level of food insecurity. This question is adapted from one of 2 questions in a shortened food security screener validated by Hager et al [22] that is valid when compared to the USDA 18-item Household Food Security Survey (HFSS) [23]. The question asked was “How often does the food you buy not last and you don’t have money to get more?” The answer choices were “sometimes,” “often,” and “never.” If participants answered “sometimes” or “often” they would be considered food insecure; if they answered “never” to the question, they would be considered food secure, as shown in Figure 2.

Figure 1. Participant selection criteria.
Statistical Analysis

We used descriptive statistics to evaluate participant demographic and clinical characteristics, diet quality, physical activity, and meal planning habits. Categorical variables are presented as percentages of the study population and continuous variables are presented as the mean (SD). We used the chi-square test to determine if there was a statistically significant difference in categorical variables with food insecurity status. We used a 2-sample, 2-tailed \( t \) test to determine if there was a statistically significant difference in continuous variables with food insecurity status.

We used a multivariable logistic regression model to estimate the odds ratios (ORs) and 95% CIs of baseline food insecurity status for several variables, including gender, age, diabetes, prediabetes, high blood pressure, dyslipidemia, good health (ie, no conditions), baseline BMI category, and baseline Nutriscore. For those who were categorized as food insecure, we calculated the percentage of participants whose status changed to food secure in total and by cumulative length of enrollment in Foodsmart (with cutoffs at \( \geq 2 \), \( \geq 4 \), and \( \geq 6 \) months). To evaluate possible causes for reduction in food insecurity among food-insecure participants at baseline, we compared the difference in the percentage of participants who used 6 Foodsmart features (CookItNow, deals, telenutrition, meal planner, recipes, and food buying) among those who achieved food security versus those who remained food insecure. The absolute difference was calculated by taking the proportion of participants who were food insecure at baseline and became food secure and subtracting the proportion of participants who were food insecure at baseline and remained food insecure. The relative difference was calculated by dividing the absolute difference by the proportion of participants who were food insecure at baseline and remained food insecure.

\( P \) values of .05 or less were considered to be statistically significant. Stata (version 16; StataCorp) was used for all statistical analyses.

Ethical Considerations

The study was declared exempt from institutional review board oversight by the Pearl Institutional Review Board given the retrospective design of the study and the less than minimal risk to participants (Protocol #20-ZIPO-101).

Results

Participant Characteristics

In order to better understand baseline demographic and clinical characteristics, as well as dietary habits and behaviors, we conducted descriptive analyses stratified by baseline food insecurity (Table 1).
Table 1. Baseline characteristics by baseline food insecurity status. The chi-square test was used to test differences in categorical variables.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=4595), n (%)</th>
<th>Food insecure (N=742), n (%)</th>
<th>Food secure (N=3853), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>3558 (77.4)</td>
<td>609 (82.1)</td>
<td>2949 (76.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40 years old</td>
<td>1499 (32.6)</td>
<td>285 (38.4)</td>
<td>1214 (31.5)</td>
<td></td>
</tr>
<tr>
<td>40-59 years old</td>
<td>2417 (52.6)</td>
<td>380 (51.2)</td>
<td>2037 (52.9)</td>
<td></td>
</tr>
<tr>
<td>≥60 years old</td>
<td>679 (14.8)</td>
<td>77 (10.4)</td>
<td>602 (15.6)</td>
<td></td>
</tr>
<tr>
<td>BMI category</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Normal (&lt;25 kg/m²)</td>
<td>1459 (31.8)</td>
<td>149 (20.1)</td>
<td>1310 (34)</td>
<td></td>
</tr>
<tr>
<td>Overweight (25-29.9 kg/m²)</td>
<td>1393 (30.3)</td>
<td>213 (28.7)</td>
<td>1180 (30.6)</td>
<td></td>
</tr>
<tr>
<td>Obese (≥30 kg/m²)</td>
<td>1743 (37.9)</td>
<td>380 (51.2)</td>
<td>1363 (35.4)</td>
<td></td>
</tr>
<tr>
<td>Chronic conditions</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diabetes</td>
<td>250 (5.4)</td>
<td>61 (8.2)</td>
<td>189 (4.9)</td>
<td></td>
</tr>
<tr>
<td>Prediabetes</td>
<td>239 (5.2)</td>
<td>63 (8.5)</td>
<td>176 (4.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High blood pressure</td>
<td>765 (16.6)</td>
<td>159 (21.4)</td>
<td>606 (15.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>888 (19.3)</td>
<td>156 (21)</td>
<td>732 (19)</td>
<td>.2</td>
</tr>
<tr>
<td>Healthy (defined as having no conditions)</td>
<td>3048 (66.3)</td>
<td>446 (60.1)</td>
<td>2602 (67.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Light</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>602 (13.1)</td>
<td>130 (17.5)</td>
<td>472 (12.3)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>2379 (51.8)</td>
<td>373 (50.3)</td>
<td>2006 (52.1)</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>1614 (35.1)</td>
<td>239 (32.2)</td>
<td>1375 (35.7)</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Almost never</td>
<td>877 (19.1)</td>
<td>192 (25.9)</td>
<td>685 (17.8)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>2820 (61.4)</td>
<td>434 (58.5)</td>
<td>2386 (61.9)</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>898 (19.5)</td>
<td>116 (15.6)</td>
<td>782 (20.3)</td>
<td></td>
</tr>
<tr>
<td>Vigorous</td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Almost never</td>
<td>1537 (33.4)</td>
<td>285 (38.4)</td>
<td>1252 (32.5)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>2621 (57)</td>
<td>395 (53.2)</td>
<td>2226 (57.8)</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>437 (9.5)</td>
<td>62 (8.4)</td>
<td>375 (9.7)</td>
<td></td>
</tr>
<tr>
<td>Alcohol use</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Almost never</td>
<td>2619 (57)</td>
<td>483 (65.1)</td>
<td>2136 (55.4)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>1663 (36.2)</td>
<td>206 (27.8)</td>
<td>1457 (37.8)</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>313 (6.8)</td>
<td>53 (7.1)</td>
<td>260 (6.7)</td>
<td></td>
</tr>
</tbody>
</table>

Responses to questions on meal planning habits

In the last 6 months, how often were meals home-cooked by you or a household member? <.001

<table>
<thead>
<tr>
<th></th>
<th>Total (N=4595), n (%)</th>
<th>Food insecure (N=742), n (%)</th>
<th>Food secure (N=3853), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Almost never</td>
<td>98 (2.1)</td>
<td>28 (3.8)</td>
<td>70 (1.8)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>2216 (48.2)</td>
<td>405 (54.6)</td>
<td>1811 (47)</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>2281 (49.6)</td>
<td>309 (41.6)</td>
<td>1972 (51.2)</td>
<td></td>
</tr>
</tbody>
</table>

In the last 6 months, how often did you or your household purchase groceries from a grocery store? .001

<table>
<thead>
<tr>
<th></th>
<th>Total (N=4595), n (%)</th>
<th>Food insecure (N=742), n (%)</th>
<th>Food secure (N=3853), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Almost never</td>
<td>635 (13.8)</td>
<td>134 (18.1)</td>
<td>501 (13)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>3960 (86.2)</td>
<td>608 (81.9)</td>
<td>3352 (87)</td>
<td></td>
</tr>
</tbody>
</table>

How do you typically buy groceries? .1
We found that 16.2% (742/4595) of participants were categorized as food insecure at baseline. In our sample of 4595 participants, participants who were food insecure at baseline were more likely to be female, be aged 40 to 59 years, be obese, have diabetes, have prediabetes, and have high blood pressure compared to those who were food secure. Additionally, food-insecure participants were less likely to exercise or to drink alcohol. In regard to meal planning habits, participants who were food insecure were less likely to make home-cooked meals on a daily basis, less likely to purchase groceries on a weekly basis, more likely to think that healthy food is too expensive, and less likely to order takeout food or eat at a restaurant or fast-food establishment compared to those who were food secure at baseline. Lastly, a higher percentage of food-insecure participants reported having an Electronic Benefits Transfer card compared to food-secure participants at baseline.

**Changes in Diet Quality by Food Security Status**

To better understand how baseline diet quality and change in diet quality were associated with baseline food insecurity status, we show the first and last Nutriscores in Table 2. First and last Nutriscores were significantly higher for those who were food secure compared to food insecure ($P < .001$). However, there was no significant difference in the change in Nutriscore between those who were food insecure and food secure (1.9 points vs 1.4 points).

We show a comparison of the average change in Nutriscore and the subcomponents of the Nutriscore in Table 3. We found that on average, participants who were food insecure at baseline had a greater improvement in overall Nutriscore, vegetable intake, fruit intake, carbohydrate ratio, fat ratio, and protein ratio.
Table 2. Baseline and changes in diet quality by food insecurity status. Numbers in parentheses in row headings indicate score ranges; higher numbers indicate higher quality.

<table>
<thead>
<tr>
<th>Nutriscore</th>
<th>Total (N=4595)</th>
<th>Food insecure (N=742)</th>
<th>Food secure (N=3853)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Nutriscore (0-70), mean (SD)</td>
<td>33.9 (8.6)</td>
<td>31.9 (8.3)</td>
<td>34.3 (8.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline Nutriscore component scores (0-10), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetables</td>
<td>3.4 (1.4)</td>
<td>3.3 (1.5)</td>
<td>3.5 (1.4)</td>
<td>.002</td>
</tr>
<tr>
<td>Fruits</td>
<td>3.1 (2.2)</td>
<td>2.9 (2.2)</td>
<td>3.2 (2.2)</td>
<td>.003</td>
</tr>
<tr>
<td>Carbohydrate ratio&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.7 (1.7)</td>
<td>7.3 (1.7)</td>
<td>7.7 (1.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fat ratio&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.0 (2.8)</td>
<td>2.6 (2.6)</td>
<td>3.1 (2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Protein ratio&lt;sup&gt;c&lt;/sup&gt;</td>
<td>7.0 (3.2)</td>
<td>6.8 (3.2)</td>
<td>7.1 (3.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Sodium</td>
<td>7.1 (4.0)</td>
<td>6.6 (4.3)</td>
<td>7.2 (3.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hydration</td>
<td>6.5 (2.3)</td>
<td>6.3 (2.4)</td>
<td>6.6 (2.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Final Nutriscore (0-70), mean (SD)</td>
<td>35.4 (8.5)</td>
<td>33.8 (8.6)</td>
<td>35.7 (8.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change in Nutriscore, mean (SD)</td>
<td>1.5 (6.9)</td>
<td>1.9 (7.2)</td>
<td>1.4 (6.9)</td>
<td>.1</td>
</tr>
<tr>
<td>Participants who improved nutrition at all, n (%)</td>
<td>2690 (58.5)</td>
<td>451 (60.8)</td>
<td>2239 (58.1)</td>
<td>.2</td>
</tr>
<tr>
<td>Participants who improved nutrition by 5% or more, n (%)</td>
<td>2173 (47.3)</td>
<td>374 (50.4)</td>
<td>1799 (46.7)</td>
<td>.1</td>
</tr>
</tbody>
</table>

<sup>a</sup>Carbohydrate ratio: total carbohydrate intake divided by total fiber intake.
<sup>b</sup>Fat ratio: polyunsaturated fatty acid intake divided by the sum of intake of saturated and trans fats.
<sup>c</sup>Protein ratio: white meat and plant protein intake divided by red meat and processed meat intake.

Table 3. Mean group percentage change in Nutriscore and Nutriscore component scores by food insecurity status at baseline.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Change in score in food-secure group, %</th>
<th>Change in score in food-insecure group, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nutriscore</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Nutriscore component scores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetables</td>
<td>3.2</td>
<td>3.7</td>
</tr>
<tr>
<td>Fruits</td>
<td>5.1</td>
<td>7.9</td>
</tr>
<tr>
<td>Carbohydrate ratio&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Fat ratio&lt;sup&gt;b&lt;/sup&gt;</td>
<td>7.2</td>
<td>11.8</td>
</tr>
<tr>
<td>Protein ratio&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1</td>
<td>2.2</td>
</tr>
<tr>
<td>Sodium</td>
<td>0.6</td>
<td>–1.7</td>
</tr>
<tr>
<td>Hydration</td>
<td>2.7</td>
<td>0.4</td>
</tr>
</tbody>
</table>

<sup>a</sup>Carbohydrate ratio: total carbohydrate intake divided by total fiber intake.
<sup>b</sup>Fat ratio: polyunsaturated fatty acid intake divided by the sum of intake of saturated and trans fats.
<sup>c</sup>Protein ratio: white meat and plant protein intake divided by red meat and processed meat intake.

Changes in Food Insecurity Status
To evaluate how food insecurity status changed over time, we determined the proportion of participants who were categorized as food insecure at baseline and were also food secure at the time of their last response among the total population and by cumulative length of enrollment (≥2, ≥4, and ≥6 months). Of the 742 food-insecure participants at baseline, 29.2% (217/742) were food secure at the time of their last response. When subsetting participants by cumulative length of enrollment (≥2 months, ≥4 months, and ≥6 months), 30.9% (182/590), 33% (70/212), and 42.4% (25/59) of participants, respectively,

Characteristics Associated With Food Insecurity Status at Baseline
In order to evaluate which participant characteristics were associated with food insecurity at baseline, we used a multivariable logistic regression model adjusted for demographics, chronic conditions, and baseline diet quality.
We found that females were 44% more likely to be food insecure compared to males (OR 1.44, 95% CI 1.17-1.77; \( P = .001 \)). Compared to those who were younger than 40 years, those aged 40 to 59 years were 34% less likely to be food insecure (OR 0.66, 95% CI 0.55-0.79; \( P < .001 \)), and those aged at least 60 years were 56% less likely to be food insecure (OR 0.44, 95% CI 0.33-0.59; \( P < .001 \)). Participants with diabetes were 65% more likely to be food insecure compared to those without diabetes (OR 1.65, 95% CI 1.17-2.32; \( P = .004 \)). Participants with prediabetes were 61% more likely to be food insecure compared to those without prediabetes (OR 1.61, 95% CI 1.17-2.32; \( P = .004 \)). Additionally, those who were overweight or obese were, respectively, 60% (OR 1.60, 95% CI 1.28-2.02; \( P < .001 \)) and 118% (OR 2.18, 95% CI 1.75-2.71; \( P < .001 \)) more likely to be food insecure than those who had a normal BMI. Finally, for each 5-point increase in a participant’s baseline Nutriscore, they were 10% less likely to be food insecure (OR 0.90, 95% CI 0.86-0.95; \( P < .001 \)).

Table 4. Multivariable logistic regression assessing factors associated with baseline food insecurity status.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratios (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female)</td>
<td>1.44 (1.17-1.77)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40 years</td>
<td>1 (reference)</td>
<td></td>
</tr>
<tr>
<td>40-59 years</td>
<td>0.66 (0.55-0.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>( \geq 60 ) years</td>
<td>0.44 (0.33-0.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Conditions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>1.65 (1.17-2.32)</td>
<td>.004</td>
</tr>
<tr>
<td>Prediabetes</td>
<td>1.61 (1.14-2.27)</td>
<td>.01</td>
</tr>
<tr>
<td>High blood pressure</td>
<td>1.25 (0.94-1.67)</td>
<td>.1</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>0.99 (0.75-1.32)</td>
<td>.9</td>
</tr>
<tr>
<td>Healthy (no conditions)</td>
<td>1.01 (0.72-1.41)</td>
<td>.9</td>
</tr>
<tr>
<td><strong>BMI category</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>1 (reference)</td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>1.60 (1.28-2.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obese</td>
<td>2.18 (1.75-2.71)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Baseline Nutriscore (per 5 points)</strong></td>
<td>0.90 (0.86-0.95)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Foodsmart Platform Usage Among Participants Who Were Food Insecure at Baseline

To evaluate possible causes of overall reduction of food insecurity among food-insecure participants, we compared the percentage of users who used specific Foodsmart features among food-insecure participants who achieved food security and food-insecure participants who remained food insecure (Table 5). There was a 36.4% higher relative proportion of participants who used the CookItNow feature, a 28.6% higher relative proportion of participants who used the deals feature, and a 27.5% higher relative proportion of participants who used the telenutrition feature among participants who achieved food security versus participants who remained food insecure.

Table 5. Proportion of participants who were food insecure at baseline who used the Foodsmart feature by last food security status.

<table>
<thead>
<tr>
<th>Foodsmart features</th>
<th>Users who achieved food security who used the feature (N=217), n (%)</th>
<th>Users who remained food insecure who used the feature (N=525), n (%)</th>
<th>Absolute difference, percentage points</th>
<th>Relative difference, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>CookItNow</td>
<td>48 (22.1)</td>
<td>85 (16.2)</td>
<td>5.9</td>
<td>36.4</td>
</tr>
<tr>
<td>Deals</td>
<td>43 (19.8)</td>
<td>81 (15.4)</td>
<td>4.4</td>
<td>28.6</td>
</tr>
<tr>
<td>Telenutrition</td>
<td>11 (5.1)</td>
<td>21 (4)</td>
<td>1.1</td>
<td>27.5</td>
</tr>
<tr>
<td>Meal planner</td>
<td>64 (29.5)</td>
<td>155 (29.5)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Recipes</td>
<td>192 (88.5)</td>
<td>477 (90.9)</td>
<td>–2.4</td>
<td>–2.6</td>
</tr>
<tr>
<td>Food buying</td>
<td>145 (66.8)</td>
<td>372 (70.9)</td>
<td>–4</td>
<td>–5.8</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In this study of 4595 participants, 16% (742) were identified as being food insecure at baseline. Participants who were food insecure at baseline were more likely to be female, older, have a preexisting condition (overweight or obesity, diabetes, or prediabetes), have a lower quality diet, and believe healthy food is too expensive. Additionally, those who were food insecure were less likely to exercise, consume alcohol, prepare home-cooked meals daily, order takeout or eat at a restaurant at least once a week, or buy groceries compared to those who were food secure at baseline. Among participants who were food insecure at baseline, 29% (217/742) identified as being food secure at the end of follow-up.

Diet quality, assessed using the Nutriscore, improved in both the food-insecure and food-secure groups by 1.9 and 1.4 points on average, respectively; this suggests that the platform can benefit food-insecure and food-secure participants equally in improving nutrition. Furthermore, both groups improved in most of the components that make up the Nutriscore, with greater improvements in the food-insecure group most likely due to lower scores on average at baseline compared to scores in the food-secure group.

In our multivariable logistic regression evaluating the association between various characteristics and food insecurity at baseline, we found that those who were female, were younger than 40 years old, had diabetes or prediabetes, or were overweight or obese were more likely to have food insecurity. For every 5-unit increase in baseline diet quality as assessed by Nutriscore, the likelihood of a participant being food insecure was 10% lower. This aligns with a study conducted by Leung et al [24], which found that food insecurity was associated with lower diet quality. Furthermore, these results are consistent with another study assessing trends in food insecurity in the United States, which found that individuals aged 65 years or older were less likely to be food insecure than individuals who were 18 to 34 years old, and females were 23% more likely to be food insecure than males [25].

In evaluating which Foodsmart features participants used, we found that a higher proportion of participants who were food insecure at baseline and achieved food security used the CookItNow feature, deals, and telenutrition features than participants who were food insecure at baseline and remained food insecure. The CookItNow feature promotes cooking at home more often with ingredients participants already have at home, showing that there could be a potential association between cooking at home and food security. The use of the deals feature to find the best prices for grocery ingredients can also help participants spend less on their food purchasing, which could also potentially lead to reducing food insecurity. The use of telenutrition visits with an RD to better understand how to cook and meal plan on a budget while eating healthily could also potentially support reducing food insecurity.

These results align with those of prior studies, which demonstrated a higher prevalence of obesity and fewer home-cooked meals among those who were food insecure [26,27]. Pan et al [26] found that among adults in 12 states in the United States, the prevalence of obesity was significantly higher among food-insecure adults than among food-secure adults (35.1% vs 25.2%; P<.001). A hypothesis for explaining this association is that food-insecure individuals are more likely to consume inexpensive, energy-dense foods. Furthermore, a cycle of having an abundance of food at the beginning of the month followed by food scarcity at the end of the month, due to the monthly distribution of SNAP benefits, may contribute to weight gain [28]. In a study of 1171 SNAP-eligible adults in Texas, Ranjit et al [27] found that food-secure participants had more days where they ate a home-cooked meal (difference of −0.26 days, P=.03) and cooked more days per week (difference of −0.30 days, P=.01) than food-insecure participants. A lower frequency of cooking and eating at home among food-insecure participants compared to food-secure participants may be due to less access to cooking supplies and resources and less time. This highlights the importance of increasing nutrition and cooking knowledge and increasing resources to help promote cooking within a limited budget and time constraints.

In line with our findings, a prior study showed that medically tailored meal delivery for participants with diabetes improved food insecurity and dietary quality [12]. The Food as Medicine for Diabetes clinical trial used a 24-week randomized cross-over design to study 42 adults with type 2 diabetes who reported food insecurity based on a 2-item screener questionnaire [22]. Dietary quality improved (the mean HEI-2010 score was 71.3 during the on-meal-delivery period, compared to 39.9 during the off-meal-delivery period; P<.001). Furthermore, participants reported a 20% lower prevalence of food insecurity during on-meal-delivery periods versus off-meal-delivery periods (P=.047). While our study was a 1-sample pre-post analysis, our results were in line with this randomized cross-over clinical trial. However, our study did not specifically use medically tailored, specific delivery. With the cost of food per month being on average US $281 per individual in the United States [29], it is also uncertain whether these medically tailored meal plans are cost-effective for a larger population, given that the cost of the meals and delivery was approximately US $350 per individual per month in this study [12].

Addressing food and nutrition insecurity requires solving problems for both food access and affordability. However, affordability and access need to be applied not just to food in general, but specifically to nutritious food, as ultraprocessed foods with poor nutritional quality exacerbate the prevalence of chronic conditions [30]. Affordability has been enhanced by a record SNAP increase in 2021 [31], but many families still struggle with affording food outside of the SNAP allowance. Additionally, many of these funds are often allocated toward nonnutritious foods [32]. Many individuals with food insecurity struggle with disabilities or lack of transportation, limiting their ability to get to a physical grocery store [33]. Many major online grocers have begun accepting SNAP benefits online; however, for many of these users, the online grocery delivery fees are still prohibitive. Additionally, others are unaware if they qualify for SNAP and struggle to navigate the SNAP enrollment process. A prior study in California showed that newly enrolled
participants in SNAP were less likely to report food insecurity (83.1% vs 67.5%, P<.001), showing that SNAP enrollment can reduce food insecurity [34]. Many health plans have also attempted to deliver meals to solve food insecurity, but unfortunately, this has been difficult to operationalize and scale in a cost-effective manner; for example, the Blue Cross Blue Shield Association terminated its FoodQ pilot after 1 year [35]. In our study, 29% of food-insecure users at baseline reported becoming food secure, and diet quality improved over time; thus, the Foodsmart platform is addressing these food insecurity challenges at scale. Foodsmart RDs have also since begun enrolling members in SNAP, and we plan to evaluate the impact of SNAP enrollment on long-term food insecurity status in a future study.

Strengths and Limitations
This study had several important strengths. To our knowledge, no longitudinal study has been conducted at this scale to assess the impact of a telehealth platform or nutrition and meal planning app on food insecurity and diet quality. A systematic review of interventions addressing food insecurity in a health care setting found that very few studies that evaluated health outcomes had high enrollment or a significant follow-up period [36]. Our study differs from these studies in that it evaluated postintervention outcomes in dietary intake and food insecurity status and had high enrollment and a long-term follow-up period (mean length 3.3, SD 1.5, months). Given the broad range of follow-up times, we were able to measure changes in food insecurity over differing lengths of time. The question assessing food insecurity was added in February 2021, and almost 5000 users responded to it twice within 8 months, showing the power of digital technology to collect large amounts of data in real time in response to public health crises. To assess food insecurity, we used a question adapted from the USDA’s 18-item HFSS that has been previously validated. Last, we were able to draw associations between food insecurity and meal planning and eating habits, which are important factors in food security and nutrition.

There are some important limitations to note for this study. This study only used 1 of 18 questions on the 18-item HFSS to evaluate food insecurity [23]. Due to the length of time needed to complete the 18-item HFSS, the first question was chosen as an efficient method to assess food insecurity. Hager et al [22] found that 92.5% of respondents from food-insecure households agreed with the statement “Within the past 12 months we worried whether our food would run out before we got money to buy more.” While our study only used the first question, this question was still a strong indicator of food insecurity, and the second question, as used by Hager et al [22], has been recently added. Since we did not have exact data on when participants left the program, we used the last response to the food insecurity question as an approximate end date. Furthermore, it is challenging to draw firm conclusions on how duration of usage was associated with change in food insecurity because we are using real-world data without the consistent setting of a controlled study; participants were free to start and stop usage of the app whenever they wanted to. Due to the observational design of this study, we cannot draw any causal conclusions on whether usage of the platform leads to transitioning to food security.

Conclusions
This study evaluated changes in self-reported food insecurity status and diet quality among participants with food insecurity who used a telehealth and nutrition platform with personalized recipe recommendations, meal planning, food ordering, grocery discounts, and price comparisons. While associations can be drawn between the use of Foodsmart features and achieving food security and better nutrition, future research, including a randomized controlled trial, will be needed to assess the causal effect of the Foodsmart platform on dietary changes and reduction in food insecurity.
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Abstract

Background: Annual retinal exams for patients with diabetes are critical as diabetic retinopathy is the number one cause of preventable blindness in working-age adults in the United States. Currently, most patients with diabetes in the United States receive a referral from their primary care provider to see an ophthalmologist for their annual dilated eye exam, which can be an added inconvenience and expense. As such, there is a need for alternative screening strategies within an outpatient network. The use of a telemedicine platform in a primary care setting serves as a novel strategy to increase diabetic retinopathy screening rates.

In order to provide better access to diabetic retinopathy screening for our patients, cameras were placed in 3 primary care practices in October 2017 as part of an 8-month pilot program. Specialized cameras from Intelligent Retinal Imaging Systems (IRIS) were used to acquire images that could be interpreted remotely by ophthalmologists within the LifeBridge Health network for the diagnosis of diabetic retinopathy and the detection of other types of pathology (eg, macular edema).

Objective: The aim of this retrospective descriptive study was to examine whether a telemedicine platform can be used as a cost-effective way to increase diabetic retinopathy screening rates in the primary care setting.

Methods: Aggregate screening volume and diagnostic data were collected for each of the 3 practice locations for the 8-month pilot period (October 30, 2017, through June 30, 2018). Additionally, payor reimbursement data and equipment cost data were used to determine the payback period for each of the 3 practice locations.

Results: The pilot program proved the business case that implementation of the IRIS camera in 3 practice locations could result in enough patients being screened to pay for the cost of the camera within a maximum of 2 years. The 3 practices showed increased diabetic retinopathy screening rates of 1%, 6%, and 24%, respectively, and were all able to screen enough patients to be on track to pay off the cost of the camera within 2 years of implementation. Aggregate data from the pilot period showed that of the 1213 patients who were screened, approximately 17.1% (n=207) were diagnosed with diabetic retinopathy and an additional 17.7% (n=215) were suspected of having some other form of pathology. Of note, 10.1% (n=123) were also identified as being “IRIS saves,” defined as having pathology identified that was severe enough to be considered an imminent threat to their vision.

Conclusions: This retrospective descriptive study suggests that a telemedicine platform can be used to improve diabetic retinopathy screening rates in the primary care setting within a large health care system in a cost-effective way that allows for the cost of the equipment to be recouped through billing within a maximum of 2 years.

(JMIR Form Res 2022;6(10):e17838) doi:10.2196/17838
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Introduction

Diabetic retinopathy is the leading cause of blindness among working-age adults in the United States [1]. Early detection and treatment can prevent or delay blindness due to diabetic retinopathy in 90% of patients with diabetes, but 50% or more of patients do not obtain an eye exam or are diagnosed too late for effective treatment [1]. As a result, early screening is crucial as retinopathy is often asymptomatic but can progress over time to vision loss [2].

The American Diabetes Association recommends an annual eye exam for all adult patients with diabetes [3]. Annual eye exams are rather burdensome in that they involve a referral to an ophthalmologist for a standard, in-person dilated retinal screening each year. A preliminary analysis within our health system suggested that primary care providers are usually diligent in providing patients with referrals to ophthalmologists, but many patients do not follow their primary care provider’s advice and get screened. This lack of follow-through was due to a number of challenges and barriers, including the patient’s lack of understanding of risk, the burdens involved in additional doctor visits for patients who were already under the care of multiple physicians, the costs associated with specialty care, obstacles to accessing care, and the confusing and fragmented nature of the US health care environment.

In recent years, practitioners have looked to alternative methods for eye screening to overcome patient- and system-level barriers. Telemedicine for diabetic retinopathy screening can be advantageous compared to a traditional dilated eye exam because it does not involve dilation of the eye, can usually be done in a short amount of time (total time <15 minutes), does not require a specialist copay cost on behalf of the patient, does not require a specialty provider to acquire the images, and does not require additional travel for patients when the exam is performed in a primary care setting during a regularly scheduled appointment [4,5]. Using telemedicine gives the opportunity for health systems to increase screening rates and provide the proper standard of care for their patients with diabetes.

Intelligent Retinal Imaging Systems (IRIS) is a company that provides a secure platform for capturing and grading retinal images that can be interpreted remotely by an ophthalmologist. The IRIS platform was identified based on the value of the platform, the quality of the retinal images, and the company’s commitment to implementation success (in-person and virtual commitment to implementation success (in-person and virtual assistance). In this study, specialized IRIS cameras were used to acquire retinal images at 3 outpatient practices, which were then automatically uploaded to an online platform that served as a data warehouse for these images [6]. The IRIS online platform is currently approved by the US Food and Drug Administration for the diagnosis of diabetic retinopathy and diabetic macular edema [7]. LifeBridge Health primarily used the platform for the diagnosis of diabetic retinopathy, though ophthalmologists interpreting the images at LifeBridge Health’s Krieger Eye Institute were also given the option to identify images for macular edema, glaucoma, macular degeneration, vein occlusion, and hypertensive retinopathy. The objective of this study was to examine the rate of diabetic retinopathy screening with the novel implementation of a telemedicine platform in the primary care clinical setting and show that implementation of the cameras could be cost-effective, even with the small profit margins experienced in primary care.

Methods

Study Design

The 8-month pilot program began in late October 2017 with the placement of 2 tabletop TopCon IRIS cameras and one handheld, mobile Volk IRIS camera at 3 primary care practices. Both types of cameras obtain similar quality images, but the handheld unit requires additional training for optimal image acquisition. The tabletop camera costs almost twice as much as the handheld camera but is less subject to damage, for example, from dropping the unit, as can happen with the handheld unit.

The primary care practices included in the pilot were identified using quantitative and qualitative measures. The 3 pilot locations were large, multiprovider practices with a high number of patients with diabetes. Additionally, the practices were enthusiastic about participating in a new technology pilot program, and each identified a physician champion to assist with the implementation. As an indication of the overall patient population, Table 1 describes the insurance payor mix for the 3 pilot primary care practices. Practice #1 is located in suburban Baltimore in Carroll County and includes patients from a mix of payors, with a heavy emphasis (61%) on commercial payor patients. Practice #2 is located in an affluent suburb of Baltimore in Howard County and mainly includes commercial payor and Medicare patients, with no Medicaid. Practice #3 is located in the city of Baltimore and includes the lowest percentage of commercially insured patients.

<table>
<thead>
<tr>
<th>Practices</th>
<th>Commercial or private, %</th>
<th>Medicare, %</th>
<th>Medicaid, %</th>
<th>Uninsured, %</th>
<th>Other payor, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice #1</td>
<td>61</td>
<td>15</td>
<td>17</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Practice #2</td>
<td>61</td>
<td>36</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Practice #3</td>
<td>43</td>
<td>38</td>
<td>14</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

At these practices, patients who had a current diagnosis of diabetes documented in their electronic medical record and who had not had a diabetic retinopathy screening exam documented within the last 12 months were identified during their primary care visits. These patients were then given the opportunity to have a nondilated diabetic retinopathy exam as part of the pilot study. Voluntary participation in the pilot program was offered to all patients who met the inclusion criteria. There were no specific exclusion criteria for this study because the focus of the program was to improve diabetic retinopathy screening rates.
(specifically whether a patient had a screening or not) among all patients, regardless of payor, in outpatient practices. The diabetic retinopathy screening exam was accepted by all payors in the pilot region, and claims were submitted accordingly for fundus photography with interpretation and report (Current Procedural Terminology [CPT] 92250).

Working with a dedicated LifeBridge Health team, the practices created and implemented workflows, documented processes, and established best practices for camera use in conjunction with primary care physicians and other health care team members at each specific practice. Medical assistants were trained and held responsible for performing the exams and obtaining the images. For each patient screened, 2 fundus images of the retina without the need for dilation were captured via the IRIS cameras within the primary care practices. This is in contrast to the workflow in practices not participating in the pilot where patients were merely referred to an ophthalmologist for a traditional dilated retinal exam, to be performed at a separate visit on another date.

Following the screening, the images were automatically transmitted electronically via the secure online IRIS platform. These images were then read by ophthalmologists at LifeBridge Health’s Krieger Eye Institute via the IRIS platform. Ophthalmologists could manipulate the images using enhancement tools and then conduct a manual diagnostic grading of each image. LifeBridge Health’s Krieger Eye Institute ophthalmologists diagnosed patients as having diabetic retinopathy based on the image review and filled out a templated report to send back to the primary care provider. The ophthalmologists also had the option to designate images as being suspicious for other forms of pathology (including macular edema, glaucoma, macular degeneration, vein occlusion, and hypertensive retinopathy) or flag patients who were identified as having pathology that was severe enough to put them at risk for imminent vision loss for immediate follow-up. If an image was diagnosed as diabetic retinopathy or found to be suspicious for some other form of pathology, the patient was called to schedule an in-person visit with an ophthalmologist for further diagnostics and treatment as needed.

The pre- and postscreening rates for each of the participating practices in the pilot program were obtained by manual chart review. This chart review involved randomly selecting for each provider at least 30 patients with diabetes with office visits in a given month who were eligible for retinopathy screening. The screening rate from the chart review samples was then used to extrapolate the screening rates for the entire practice for all patients with diabetes. The data set for the period from October 2017 to December 2019 used data collected from the IRIS online platform. The IRIS platform provides a dashboard with aggregated data on the number of patients screened, the number of patients diagnosed with diabetic retinopathy or some other form of pathology, and the number of patients who were identified as being at risk for imminent vision loss.

**Data Analysis**

The main return-on-investment analysis was performed to determine whether it would be possible for each of the primary care practices to generate enough revenue from screening patients using the IRIS cameras to pay back the cost of the camera within a set period of time. The number of screenings needed to pay off the cost of the camera within 2 years was determined by taking the overall cost of the camera (including shipping and warranty costs) and dividing by the average reimbursement for CPT 99250 for each practice, which varied according to payor mix. The screening goal for each practice was determined by prorating the total number of screenings needed to pay off the camera within 2 years to reflect the 8-month length of the pilot study.

The key clinical analysis focused on whether the diabetic retinopathy screening rates improved with the utilization of IRIS cameras within the 3 pilot practices. This analysis compared the screening rates at the 3 pilot practices before and after the implementation of the IRIS cameras. This analysis compared screening rates from January 2018 to September 2018 to the screening rates at those practices from January 2017 to December 2017, when the practices did not have the cameras or use any type of digital screening (although the pilot was conducted from the end of October 2017 to June 2018, sufficient time was given as a “ramp-up period” for the use of the cameras to be integrated into the practice workflow). Of note, since diagnosis via captured images, compared to in-person examination, depends on the quality of the image, not all images were suitable for diagnosis. The IRIS online platform deemed 88% of all acquired images to begradable for interpretation by LifeBridge Health’s Krieger Eye Institute ophthalmologists. The analysis presented in this paper includes only those images deemedgradable.

**Ethics Approval**

The LifeBridge Health institutional review board (IRB) determined that the study is exempt from ethics approval as it did not meet the definition of human subjects research and did not need a formal review.

**Results**

Table 2 shows the total number of screenings conducted during the pilot at each of the 3 practices and breaks down the total screening volumes by the goal (the number of screenings needed to be on track to pay off the cost of the camera within 2 years) and the number of screenings conducted in excess of the goal. All 3 practices screened enough patients to reach their goal, regardless of the type of camera they were using or the payor mix of their patient population.

During the 8-month pilot, practice #1 screened a total of 98 patients. This practice had a handheld camera and needed to screen 30 patients during the pilot to be on track to pay off the cost of the camera within 2 years. Practice #2 screened a total of 164 patients. This practice had a tabletop camera and needed to screen 114 during the pilot to be on track to pay off the cost of the camera within 2 years. Practice #3 screened a total of 196 patients. This practice also had a tabletop camera and needed to screen 138 patients to pay off the cost of the camera within 2 years. The number of screenings needed to be performed to pay off the cost of the camera within 2 years depended on the type of camera the practice had (the tabletop camera costs nearly
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two times as much as the handheld version) and the average reimbursement based upon payor mix. For context, the average reimbursement across all 3 practices and across all payors was US $56.45, with commercial payors tending to reimburse at the highest rates, followed by Medicare, with Medicaid reimbursing at the lowest rate.

Table 3 depicts the screening rates before and after the initiation of the pilot program at each of the 3 practices, as well as the corresponding percentage change. The 3 practices showed increased diabetic retinopathy screening rates of 1%, 6%, and 24%, respectively.

In total, 1213 patients were screened for diabetic retinopathy. Of these 1213 patients, approximately 17.1% (n=207) were diagnosed with diabetic retinopathy and 17.7% (n=215) were suspected of having some other form of pathology. In addition, 10.1% (n=123) were suspected of having pathology that was deemed serious enough to put them at risk for imminent vision loss. For all patients requiring follow-up (those with any form of pathology), direct referrals were made to an in-network ophthalmologist at the Krieger Eye Institute for further evaluation and treatment. Table 3 also shows the impact of the telemedicine initiative and the improved screening rates achieved at the 3 primary care practices. Practice #3 showed a particularly large improvement in screening rate (24%), most likely due to a best-practice workflow that was implemented at the practice location, specifically one in which medical assistants were able to seamlessly identify and direct patients with diabetes to obtain a retinopathy exam via a standing order.

**Table 2.** Volume of screenings by practice (October 30, 2017, to June 30, 2018).

<table>
<thead>
<tr>
<th>Practice</th>
<th>Goal (screenings needed to pay off camera in 2 years), n</th>
<th>Screenings in excess of goal, n</th>
<th>Total screenings conducted during pilot, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice #1</td>
<td>30</td>
<td>68</td>
<td>98</td>
</tr>
<tr>
<td>Practice #2</td>
<td>114</td>
<td>50</td>
<td>164</td>
</tr>
<tr>
<td>Practice #3</td>
<td>138</td>
<td>58</td>
<td>196</td>
</tr>
</tbody>
</table>

**Table 3.** Screening rates before and after implementation of Intelligent Retinal Imaging Systems cameras in the 3 pilot practices.

<table>
<thead>
<tr>
<th>Practices</th>
<th>Screening rate before pilot(^a), %</th>
<th>Screening rate during pilot(^b), %</th>
<th>Percentage change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice #1</td>
<td>39</td>
<td>40</td>
<td>+1</td>
</tr>
<tr>
<td>Practice #2</td>
<td>32</td>
<td>38</td>
<td>+6</td>
</tr>
<tr>
<td>Practice #3</td>
<td>40</td>
<td>64</td>
<td>+24</td>
</tr>
</tbody>
</table>

\(^a\)Data calculated from January 2017 to December 2017.

\(^b\)Data calculated from January 2018 to September 2018.

**Discussion**

**Principal Findings**

Our study shows that the implementation of a telemedicine platform for diabetic retinopathy screening in primary care practices can increase screening rates among adult patients with diabetes and be feasible within a primary care environment with low profit margins. Furthermore, integrating camera utilization within the provider workflow allowed for better adoption of its use and therefore increased opportunities for screening patients. Of the 1213 patients who underwent screening, 17.1% (207 patients) were diagnosed as having diabetic retinopathy and 10.1% (123 patients) were found to be at risk for imminent vision loss. The 123 patients at risk for imminent vision loss were subsequently contacted for an urgent follow-up visit with an ophthalmologist. Thus, there was a direct and meaningful impact on patient care due to the implementation of the IRIS cameras and use of the online platform within the LifeBridge Health network.

Diabetic retinopathy is the most common and serious ocular complication of diabetes and is one of the leading causes of vision loss in many developed countries [2,8,9]. Screening for diabetic retinopathy traditionally involves an in-person dilated eye exam with an ophthalmologist; however, even with support from governmental and nongovernmental agencies, medical societies, and various global organizations, a large portion of patients with diabetes do not receive the recommended annual eye exam [10,11]. Telemedicine provides an alternative method for diabetic retinopathy screening and has been shown to be effective for the diagnosis of new diabetic retinopathy as well as other ophthalmologic diseases [12,13]. A large-scale retrospective study involving over 15,000 patients conducted in the United States showed that the use of the IRIS cameras and platform yielded high sensitivity and a low false-negative rate for the diagnosis of diabetic retinopathy [14].

From a population health standpoint, current literature has examined several patient-level barriers to retinopathy screening, including patients having competing priorities, anxiety about the screening, disengagement with diabetes care, misinformation about the screening, and forgetting to attend the screening [15]. Using telemedicine can help curb some of these issues and increase access to care. Patients can have their screening performed during a regular office visit with their primary care physician, eliminating the need for an additional appointment with an ophthalmologist. Retinal images can be interpreted remotely by an ophthalmologist; if necessary, patients can be contacted by a specialist for further evaluation. This workflow directly involves the specialist in the patient’s care after their primary care visit, rather than placing the responsibility on the
patient to follow up with the specialist. A multicenter randomized controlled trial conducted over 5 years in the United Kingdom also showed that patients who received digital diabetic retinopathy screening at a primary care office were more likely to receive diabetic retinopathy screening compared to those who underwent screening at an additional office visit with an eye specialist [16]. This finding implies that the use of telemedicine can increase access and adherence to screening, which is particularly important for those patients in lower socioeconomic communities who tend to have a higher prevalence of diabetes [17]. Additionally, this form of retinopathy disproportionately affects the vision of lower-income households, for whom the subsequent disability can be economically devastating. In this study, practice #3, which has the highest percentage of patients with government-subsidized (Medicare and Medicaid) insurance or no insurance and the highest percentage of patients of lower socioeconomic status, showed the highest increase in screening rates after the implementation of the IRIS cameras among the pilot practices (Table 3).

**Strengths**

This study is retrospective and descriptive in nature as it examines the novel deployment of a telemedicine system within an outpatient primary care clinical practice network in a major metropolitan area. The original intent of the pilot program was to improve access to diabetic retinopathy screening among our patient population. Overall, we have been able to screen over 1200 patients, many of whom may have not been screened otherwise. It is our view that the implementation of the IRIS cameras within the 3 practices provided a convenient alternative for our patients within the community. Furthermore, 123 out of 1213 (10%) screened patients were found to be at risk for imminent vision loss, and we were able to swiftly identify those patients and refer them to our ophthalmologists in a timely manner for urgent follow-up. Due to the successful implementation in the pilot practices, we have continued to expand the program to additional practices within our primary care network. Since the conclusion of the pilot study, we have conducted a full electronic medical record integration project to ensure an even smoother clinical process for conducting diabetic retinopathic screening and sending clinical grading back to the primary care providers. This initial study provides the foundation for future work, including a possible randomized controlled trial to better elucidate the impact of a telemedicine system in the outpatient primary care setting.

**Limitations**

This study was not able to report statistical comparisons or inferences due to a small sample size. However, we were able to identify a clinical benefit with the implementation and use of the IRIS cameras in the outpatient practices as evidenced by the aggregate data mentioned in the Results section. System-level limitations exist when using a telemedicine platform for diabetic retinopathy screening and were shown to affect this pilot study. For example, the use of the cameras requires additional time and effort by the medical assistants in the primary care practices, which can be challenging to operationalize in busy outpatient practices. Though this study was small and had its limitations, the overall results highlight a noteworthy improvement in screening rates with the potential to impact a larger population should this process be rolled out to additional primary care practice locations.

**Conclusions**

This study suggests that the use of a telemedicine platform in the primary care setting can be an effective alternative to dilated eye exams performed by ophthalmologists for adult patients with diabetes. Implementation of a telemedicine platform allowed our primary care providers to offer comprehensive care to their patients with diabetes, reducing the need for multiple appointments and specialist co-pays. Our most successful implementation of the telemedicine platform was in the practice with the highest percentage of patients of lower socioeconomic status and government-subsidized insurance or no insurance (practice #3). Telemedicine can provide increased access to care for this type of patient population in particular. Timely screening for retinopathy also had a direct benefit on the clinical care of our patients. Since the implementation of the telemedicine platform, 123 patients were found to be at risk for imminent vision loss and were immediately referred to an ophthalmologist for time-sensitive treatment. Overall, this approach of using medical devices and specialized software to increase screening rates will allow us greater opportunities to provide sight-saving treatments and help to prevent blindness in our patients.
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Abstract

Background: Malnutrition is a common and severe problem in patients with cancer that directly increases the incidence of complications and significantly deteriorates quality of life. Nutritional risk screening and dietary assessment are critical because they are the basis for providing personalized nutritional support. No digital smartphone-based self-administered tool for nutritional risk screening and dietary assessment among hospitalized patients with cancer has been developed and evaluated.

Objective: This study aims to develop a digital smartphone-based self-administered mini program for nutritional risk screening and dietary assessment for hospitalized patients with cancer and to evaluate the validity of the mini program.

Methods: We have developed the R+ Dietitian mini program, which consists of 3 parts: (1) collection of basic information of patients, (2) nutritional risk screening, and (3) dietary energy and protein assessment. The face-to-face paper-based Nutritional Risk Screening (NRS-2002), the Patient-Generated Subjective Global Assessment Short Form (PG-SGA-SF), and 3 days of 24-hour dietary recall (3d-24HRs) questionnaires were administered according to standard procedure by 2 trained dietitians as the reference methods. Sensitivity, specificity, positive predictive value, negative predictive value, κ value, and correlation coefficients (CCs) of nutritional risk screened in R+ Dietitian against the reference methods, as well as the difference and CCs of estimated dietary energy and protein intakes between R+ Dietitian and 3d-24HRs were calculated to evaluate the validity of R+ Dietitian.

Results: A total of 244 hospitalized patients with cancer were recruited to evaluate the validity of R+ Dietitian. The NRS-2002 and PG-SGA-SF tools in R+ Dietitian showed high accuracy, sensitivity, and specificity (77.5%, 81.0%, and 76.7% and 69.3%, 84.5%, and 64.5%, respectively), and fair agreement (κ=0.42 and 0.37, respectively; CC 0.62 and 0.56, respectively) with the NRS-2002 and PG-SGA-SF tools administered by dietitians. The estimated intakes of dietary energy and protein were significantly higher (P<.001 for both) in R+ Dietitian (mean difference of energy intake: 144.2 kcal, SD 454.8; median difference of protein intake: 10.7 g, IQR 9.5-39.8), and showed fair agreement (CC 0.59 and 0.47, respectively), compared with 3d-24HRs performed by dietitians.

Conclusions: The identified nutritional risk and assessment of dietary intakes of energy and protein in R+ Dietitian displayed a fair agreement with the screening and assessment conducted by dietitians. R+ Dietitian has the potential to be a tool for nutritional risk screening and dietary intake assessment among hospitalized patients with cancer.
Cancer has become a primary public health problem in China over the past several decades [1]. Malnutrition is a common and severe problem in patients with cancer that directly increases the incidence of complications and significantly deteriorates their quality of life [2,3]. Hospitalized malnourished patients with cancer comprise 30%-80% of all patients with cancer [4]. Nausea, vomiting, and diarrhea induced by chemotherapy and radiotherapy can aggravate the nutritional status of patients with cancer [5,6], but nutritional support can improve their clinical outcomes [7-9]. Nutritional risk screening and dietary assessment are critical because they are the basis for providing personalized nutritional support [10].

Guidelines from the Chinese Society for Parenteral and Enteral Nutrition (CSPEN) [11], the American Society for Parenteral and Enteral Nutrition (ASPEN) [12], and the European Society for Clinical Nutrition and Metabolism (ESPEN) [13] recommended that hospitalized patients with cancer should be screened for nutritional risk at admission to enable timely recognition and treatment of nutritional derangements. For those who are classified as having nutritional risk, further objective and quantitative assessment of nutritional intake should be undertaken, especially their energy and protein intakes, which are 2 of the most important nutrients for patients with cancer [14-16].

However, it is difficult to screen all hospitalized patients for nutritional risk in hospitals in China, not to mention assessment of nutritional intake, which is more complex. On the one hand, there is a shortage of nutritional specialists in hospitals in China. Even some tertiary hospitals, which usually employ most medical specialists and provide full component of medical services, do not have departments of nutrition. On the other hand, clinicians and nurses are often under pressure to perform a variety of tasks. Nutritional risk screening and dietary assessment can significantly increase the burden of clinicians and nurses and so they do not perform these tasks routinely. In the coming years, there will still be a shortage of nutritional specialists in hospitals in China, meaning clinicians and nurses will continue to work in a busy clinical environment, but importantly patients’ need for nutritional care should not be neglected. Thus, there is an extremely urgent need for more effective, less time-consuming, and less people-demanding tools.

Modern advancements in digital technologies provide a feasible solution for this problem. For example, a computer-based electronic version of the Malnutrition Universal Screening Tool (MUST), which is used for outpatient self-screening, displayed high validity for nutritional risk self-screening. A dietary assessment app (MyFood) showed good ability to estimate dietary intake [17] and another electronic system improved the documentation of nutritional intake, treatment, and nutritional care plans in hospitalized patients [18]. Several other digital tools based on computers or smartphones were also proved to enhance the efficacy in identifying patients at nutritional risk and assessing dietary intake [19-24]. However, to the best of our knowledge, no study has been conducted on developing a digital smartphone-based self-administered tool for nutritional risk screening and dietary assessment for hospitalized patients with cancer.

We developed a mini program, R+ Dietitian, for smartphones as a support system for nutritional risk screening and dietary assessment for hospitalized patients with cancer. It is a self-administered tool and requires patients to input data about their disease, weight, dietary intake, among other variables. Further nutritional assessment and individualized nutritional care plan would be customized based on the data entered. Therefore, this mini program should be validated to ensure clinicians can provide appropriate nutritional care for patients.

The aims of this study were (1) to develop a digital smartphone-based self-administered mini program for nutritional risk screening and dietary assessment of hospitalized patients with cancer, (2) to evaluate the validity of the mini program for patients’ self-screening nutritional risk compared with dietitians’ professional screening, and (3) to evaluate the validity of the mini program for estimating dietary energy and protein intakes compared with dietitians’ professional estimation using 3 days of 24-hour dietary recalls (3d-24HRs).

Methods

Development of the R+ Dietitian Mini Program

Overview

R+ Dietitian was developed by dietitians, developers, and interaction designers at Recovery Plus Inc. (R+). Clinicians and nurses at the Oncology Department of Sichuan People’s Hospital were involved in the literary design process.

The initial paper draft, including content and algorithm, was designed by dietitians at R+. Clinicians and nurses at the Oncology Department of Sichuan People’s Hospital reviewed the draft and then gave feedback to dietitians at R+. The content and language of the mini program were then modified before starting the technical development. Next, the beta version of R+ Dietitian was developed and then tested by 4 dietitians, 2 nurses, and 10 patients with cancer. Their feedback was used for further modification prior to commencing this study.

Given the popularity of WeChat, which is China’s most popular messaging app with a monthly user base of more than 1 billion people [25], we developed R+ Dietitian as a subapp within the
WeChat ecosystem. This was intended to save users’ time, as this avoids the need to additionally download a new app on their cell phones. Instead, users just need to open their WeChat profile to run R+ Dietitian quickly and smoothly.

All contents displayed in R+ Dietitian were in Chinese. R+ Dietitian consists of the following 3 parts.

**Figure 1.** Collection of basic information of patients.

**Part 1: Collection of Basic Information of Patients**

In the first 2 interfaces of R+ Dietitian (Figure 1), patients recorded their basic information, including name, inpatient admission number, bed number, age (in years), gender, height (in centimeters), and weight (in kilograms).

<table>
<thead>
<tr>
<th>Sex</th>
<th>Woman</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>28</td>
</tr>
<tr>
<td>Height</td>
<td>158 cm</td>
</tr>
<tr>
<td>Weight</td>
<td>55 kg</td>
</tr>
</tbody>
</table>

**Part 2: Nutritional Risk Screening**

**Design**

This part was designed based on the Nutritional Risk Screening (NRS-2002) tool and the Patient-Generated Subjective Global Assessment Short Form (PG-SGA-SF) tool. The NRS-2002 tool is recommended by the CSPEN to screen for nutritional risk in the hospital settings [11], whereas the PG-SGA-SF tool is usually used to screen for nutritional risk in patients with cancer [26-28]. Therefore, the estimated NRS-2002 and PG-SGA-SF scores would be given to participants automatically and separately, while their nutritional risk was separately assessed based on these 2 scores.

**Design and Nutritional Risk Score Estimation of NRS-2002 in R+ Dietitian**

The NRS-2002 tool includes 2 components, the initial screening and the final screening. The initial screening has 4 questions. If the answer is “Yes” to any question on the initial screening, the final screening is performed [29]. In China, the initial screening is skipped and only the final screening is performed according to the standard practice [30]. Therefore, the NRS-2002 in R+ Dietitian was aligned with the final screening of the NRS-2002, which consists of 3 sections: impaired nutritional status (scores 0-3), severity of the disease (scores 0-3), and age (scores 0-1), with a total score of 7. Age was already recorded by patients in part 1.

Severity of the disease was evaluated by the question “Please choose the disease you have (multiple choice)” with a disease list covering all types of cancer, common chronic disease, and other diseases that are displayed in the NRS-2002.

Impaired nutritional status involved 3 indicators: degree of weight loss, BMI, and degree of food intake reduction. BMI of patients was calculated as patients’ weight in kilogram (kg) divided by the square of height in meters (m). Degree of weight loss was evaluated by the question (Figure 2) “Has your weight changed over the past three months?” with 3 options, “slight weight gain or substantially unchanged (weight loss less than 5%),” “slight weight loss (weight loss of 5%-15%),” and “severe weight loss (weight loss exceeding 15%).” The exact values of 5% and 15% weight loss would be calculated automatically through the algorithm set in the back end of R+ Dietitian based on the weight recorded in part 1. The calculated weight loss will be displayed within parentheses next to each option so that patients could clearly choose the right option. If the patient chose the options such as “slight weight gain or substantially unchanged (weight loss less than 5%),” “slight weight loss (weight loss of 5%-15%),” or “severe weight loss (weight loss exceeding 15%).” would be presented. If patients chose 1 of the latter 2 options, an additional question was presented, namely, “Weight loss in” with 3 options, “3 months,” “2 months,” and “1 month.” Degree of food intake reduction was evaluated by the question “Has there been a
reduction in your food intake recently?” with 4 options, “substantially unchanged,” “slight reduction (reduction of about 25%-50%),” “moderate reduction (reduction of about 50%-75%),” “severe reduction (reduction of about 75%-100%).” Based on age, severity of the disease, and impaired nutritional status reported by patients, the estimated NRS-2002 score was automatically calculated through the algorithm set in the back end of R+ Dietitian and presented in the results interface. The algorithm was consistent with the scoring rules of the NRS-2002 [29].

**Figure 2.** Evaluation for degree of weight loss.

<table>
<thead>
<tr>
<th>Weight Loss</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td>Slightly weight gain or substantially unchanged</td>
</tr>
<tr>
<td>Middle</td>
<td>Slightly weight loss (2.5-8 kg)</td>
</tr>
<tr>
<td>Right</td>
<td>Severe weight loss (over 8 kg)</td>
</tr>
</tbody>
</table>

The estimated NRS-2002 score was automatically calculated through the algorithm set in the back end of R+ Dietitian and presented in the results interface. The algorithm was consistent with the scoring rules of the NRS-2002.

**Design and Nutritional Risk Score Estimation of the PG-SGA-SF Tool in R+ Dietitian**

The PG-SGA-SF tool comprises the first 4 options of the Patient-Generated Subjective Global Assessment (PG-SGA), including weight history, food intake, symptoms, and activities and function, and is designed to be used by patients independently [31]. Studies have shown that inclusion of the first 4 options did not add further value as a screening tool compared with inclusion of the first 3 options [32]. Therefore, the PG-SGS-SF tool in R+ Dietitian only evaluates weight history, food intake, and symptoms.

Weight history was already evaluated by the question “Has your weight changed over the past three months?,” which was also used to evaluate the weight loss in the NRS-2002 tool. Food intake in the PG-SGS-SF tool was evaluated by the question “Has there been a reduction in your food intake recently?,” which was also used to evaluate the degree of food intake reduction in the NRS-2002 tool. Food intake was additionally evaluated by the question “What does your dietary look like recently?” with 4 options: “fasting,” “liquid diet,” “soft food,” and “normal food.” Besides, a picture showing what the food looks like was presented next to the latter 3 options to help patients make choice. Symptoms were evaluated by the question “Have you had a bad appetite lately?” with 3 options, “never,” “occasionally,” and “frequently.” Based on weight history, food intake, and symptoms reported by patients, the estimated PG-SGA-SF score was automatically calculated through the algorithm set in the back end of R+ Dietitian and presented in the results interface. The algorithm was consistent with the scoring rules of the PG-SGS-SF tool.

**Part 3: Dietary Energy and Protein Assessment**

The 24-hour dietary recall (24HR) is a traditional method for assessing dietary nutrient intake and is widely used in nutrition research [33-35]. However, it requires patients to recall any food, beverages, and water that they consumed, as well as extensive training of the interviewer. These make it burdensome and time-consuming, limiting its utility in clinical practice. For describing the mean usual intake of target nutrients, a “short dietary screener” is feasible. Blalock and colleagues [36] developed a short instrument for assessing dietary intakes of calcium and vitamin D, which only includes 22 foods and beverages that are rich in these 2 nutrients. Similar short tools for assessing dietary intake of cholesterol [37] and saturated fat are also found in the literature [38]. In this mini program, we only wanted to estimate the dietary energy and protein intakes in patients, so, as a quick assessment, patients’ recalling all the food they consumed is not necessary because some foods contribute less to the energy and protein intakes. Therefore, we shortened the 24HR method to make it suitable for self-reporting and easier to complete, thereby allowing the daily energy and protein intakes of patients to be estimated quickly.
The China Health and Nutrition Surveys (CHNS) revealed that the main sources of dietary energy and protein among Chinese residents were cereals and animal foods [39-41]. Rice is the primary cereal type in China and milk is an important source of protein. Therefore, we designed 3 questions to assess dietary energy and protein intakes, “How much rice have you recently consumed on a daily basis?”, “How much meat have you recently consumed on a daily basis?”, and “How much milk have you recently consumed on a daily basis?”. An adjustable ruler (unit: gram or milliliter) presented under the 3 questions allowed the patients to report the amount of rice/meat/milk they consumed.

Before this study began, we conducted a pilot nutrition survey using 3 days of 24HR data (3d-24HRs) among hospitalized patients. Data on foods and nutrients derived from the survey were used to create the algorithm for calculating energy and protein intakes in R+ Dietitian. Based on the rice/meat/milk consumption reported, the estimated dietary energy and protein intakes were automatically calculated through the algorithm set in the back end of R+ Dietitian. Besides, the patients’ requirements for energy and protein were automatically estimated by the algorithm, which was based on the guideline from the CSPEN [11]. The difference between the estimation of dietary intakes of energy and protein and patients’ requirements was calculated automatically and was presented on the results screen.

Validity Evaluation of R+ Dietitian

Study Design, Setting, and Participants

This was a prospective diagnostic accuracy study conducted at the Oncology Department of Sichuan People’s Hospital, Chengdu, China, from March 2021 to April 2021. Eligible patients were adults aged 18-80 years with pathologically confirmed tumors who were able to communicate normally. We excluded patients with mental or psychological disorders, those with incomplete data, and those who were unwilling or unable to provide written informed consent. All patients registering to the Oncology Department in March 2021 and April 2021 were evaluated for study eligibility by a researcher, and consequently, this was a convenience sample of oncology patients.

Ethics Approval

This study was performed according to the Declaration of Helsinki and was approved by the Medical Ethics Committee of Sichuan Provincial People’s Hospital (2019/243). Written informed consent was obtained from all participants.

Test Methods

Index Test

Two dietitians (HX and QZ) were trained to use the R+ Dietitian program before the study started so that they can assist participants in using R+ Dietitian when needed. A clinician in the Oncology Department identified patients that met the inclusion and exclusion criteria and then informed 1 of the 2 dietitians about their eligibility.

On the day of hospital admission, eligible participants were asked by a dietitian (HX or QZ) to use R+ Dietitian for nutritional risk screening and dietary assessment of energy and protein. Participants or their family members used smartphones to open the WeChat app and then scanned a QR code to run the R+ Dietitian mini program. Registering in R+ Dietitian was not mandatory, so participants can use the mini program directly. The 3 parts of R+ Dietitian were completed by participants one by one. Estimations of the NRS-2002 score, the PG-SGA-SF score, and dietary energy and protein intakes were immediately presented on the results interface of R+ Dietitian once participants completed the program.

Reference Test

We used face-to-face interviews as the reference method. On the day of hospital admission, after patients self-evaluated R+ Dietitian, paper-based NRS-2002, PG-SGA-SF, and 3d-24HRs tools were administered according to the standard procedure by 2 trained dietitians (HX and QZ). 3d-24HRs collected data on participants’ food intake in the 3 days before the day of hospital admission. Intake of all foods consumed by participants in the 3 days and corresponding cooking methods, including stir-fry, braising, stew, etc., were recorded. If the food was a composite dish, its composition and the corresponding proportion would be further asked and recorded. To ensure the precision of intake recalled by participants, dietitians showed pictures of standard cutlery to the participants to help them assess the intake when 3d-24HRs were performed.

Data Collection

The baseline demographic and medical characteristics of the participants, including age, sex, means of paying medical costs, occupation, marital status, residence, education level, chronic diseases, cancer type, and family history of cancer, were obtained from the electronic medical records by a researcher (JZ).

Estimations of the NRS-2002 score, the PG-SGA-SF score, and dietary energy and protein intakes in R+ Dietitian were retrieved from the back end of R+ Dietitian by another researcher (CH). The NRS-2002 and PG-SGA-SF scores of the reference method were calculated according to the scoring rules of the 2 questionnaires and then entered into EpiData (EpiData Association) by the 2 dietitians (HX and QZ).

Dietary data obtained from 3d-24HRs were managed by the 2 dietitians. First, the individual food and the corresponding specific amount consumed by the participants each day were entered into MS Excel (Microsoft Corporation). Next, the raw weight of every individual food was calculated based on the raw-to-cook ratio of the food. Then, if the dish was cooked with oil, the approximate amount of the oil consumed was estimated based on the intake of the dish of the participants. Finally, the energy and protein intakes from each individual food were calculated based on China Food Composition Tables. The total energy and protein intakes each day were then calculated. The final estimated daily dietary energy and protein intakes was the mean of 3-day intake and was entered into EpiData.
Data Assessment and Statistical Analysis

The NRS-2002 scores of 3 or above identified patients at nutritional risk [29], whereas the PG-SGA-SF scores of 4 or above identified patients at nutritional risk [27,42]. The difference in dietary energy and protein intakes estimated through R+ Dietitian from those measured by dietitians was calculated.

All statistical analyses were performed using SAS 9.4 software (SAS Institute Inc.). First, continuous variables were analyzed for normality using the Kolmogorov–Smirnov test. Data were then described as mean (SD) or median (IQR). The Student t test or the rank sum test was applied accordingly. Categorical variables were described as frequencies and percentages, and then the χ² test was applied. Accuracy, sensitivity, specificity, positive predictive value, negative predictive value (NPV), and κ values of the NRS-2002 and PG-SGA-SF tools in R+ Dietitian were calculated using the McNemar test for correlated proportions, respectively. The consistency of R+ Dietitian for dietary assessment with 3d-24HRs was tested using the Pearson or Spearman correlation test. All tests were 2-sided, and a significant level of 5% (P < .05) was applied.

Results

Figure 3 illustrates the flow of participants through the study. From March 2021 to April 2021, 263 patients were assessed for eligibility and were invited to participate in this study. Patients who were excluded or who withdrew from this study and the corresponding reasons were noted. Overall, 244 patients were recruited to evaluate the validity of R+ Dietitian for nutritional risk screening, and 214 patients were included to evaluate the validity of R+ Dietitian for dietary intake assessment.

Characteristics of Participants

The baseline characteristics of the participants included in this study are presented in Table 1. The median (IQR) age of participants was 59 (51–68) years and the mean (SD) weight and BMI were 58.6 (8.9) kg and 22.2 (2.9) kg/m², respectively. Most participants were male (156/244, 63.9%). The most common diagnosis was gastrointestinal tumor (107/244, 43.9%) and the least common diagnosis was head and neck cancer (17/244, 6.9%).
Table 1. Baseline characteristics of participants (N=244).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>59 (51-68)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>58.6 (8.9)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>22.2 (2.9)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>156 (63.9)</td>
</tr>
<tr>
<td>Female</td>
<td>88 (36.1)</td>
</tr>
<tr>
<td><strong>Means of paying medical costs, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Social security</td>
<td>230 (94.3)</td>
</tr>
<tr>
<td>Self-paid</td>
<td>14 (5.7)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Farmer/worker</td>
<td>27 (11.1)</td>
</tr>
<tr>
<td>Retirement</td>
<td>45 (18.4)</td>
</tr>
<tr>
<td>Other</td>
<td>172 (70.5)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>241 (98.8)</td>
</tr>
<tr>
<td>Unmarried</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td><strong>Residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>130 (53.3)</td>
</tr>
<tr>
<td>City</td>
<td>114 (46.7)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>28 (11.5)</td>
</tr>
<tr>
<td>Secondary</td>
<td>197 (80.7)</td>
</tr>
<tr>
<td>Senior</td>
<td>19 (7.8)</td>
</tr>
<tr>
<td><strong>Hypertension, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>40 (16.4)</td>
</tr>
<tr>
<td>No</td>
<td>204 (83.6)</td>
</tr>
<tr>
<td><strong>Diabetes mellitus, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (9)</td>
</tr>
<tr>
<td>No</td>
<td>222 (91)</td>
</tr>
<tr>
<td><strong>Cancer family history, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (6.6)</td>
</tr>
<tr>
<td>No</td>
<td>228 (93.4)</td>
</tr>
<tr>
<td><strong>Cancer type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Head and neck tumor</td>
<td>17 (6.9)</td>
</tr>
<tr>
<td>Gastrointestinal tumor</td>
<td>107 (43.9)</td>
</tr>
<tr>
<td>Respiratory tumor</td>
<td>76 (31.1)</td>
</tr>
<tr>
<td>Other</td>
<td>44 (18)</td>
</tr>
</tbody>
</table>

Agreement Between the NRS-2002 Tool in R+ Dietitian and the NRS-2002 Tool Administered by Dietitians

Table 2 presents the screening results of the NRS-2002 tool in R+ Dietitian in comparison to dietitians’ screening. According to the NRS-2002 tool in R+ Dietitian, 33.2% (81/244) of patients were at nutritional risk, which was significantly higher than in the screening by dietitians (42/244, 17.2%; \(P<.001\); McNemar test). The NRS-2002 tool in R+ Dietitian was in fair agreement with the NRS-2002 tool administered by dietitians (Table 3;...
both sensitivity and specificity >50%, \(\kappa\) >0.42, and CC >0.4). In addition, self-screening by patients using the NRS-2002 tool in R+ Dietitian had a high NPV (95.1%), which indicates that
different screening tools, such as the NRS-2002, can strongly predict those that are not at nutritional risk.

### Table 2. Cross tabulation of nutritional risk according to the NRS-2002 tool in R+ Dietitian and the NRS-2002 tool administered by dietitians.

<table>
<thead>
<tr>
<th></th>
<th>R+ Dietitian (patients’ self-screening)</th>
<th>Dietitians’ screening</th>
<th>Total (N=244)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive (n=42)</td>
<td>Negative (n=202)</td>
<td></td>
</tr>
<tr>
<td>Positive, n (%)</td>
<td>34 (13.9)</td>
<td>47 (19.3)</td>
<td>81 (33.2)</td>
</tr>
<tr>
<td>Negative, n (%)</td>
<td>8 (3.3)</td>
<td>155 (63.5)</td>
<td>163 (66.8)</td>
</tr>
<tr>
<td>Total (n=244)</td>
<td>42 (17.2)</td>
<td>202 (82.8)</td>
<td>244 (100)</td>
</tr>
</tbody>
</table>

Table 3. Sensitivity, specificity, positive predictive value, negative predictive value, \(\kappa\) value, and correlation coefficient of patients’ self-screening using the NRS-2002 tool in R+ Dietitian.

<table>
<thead>
<tr>
<th>Index</th>
<th>NRS-2002 tool in R+ Dietitian (patients’ self-screening), % (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>77.5 (71.7-82.5)</td>
<td>N/A (^b)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>81.0 (65.4-90.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Specificity</td>
<td>76.7 (70.2-82.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>42.0 (31.3-53.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>95.1 (90.2-97.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>(\kappa) value</td>
<td>0.42 (0.30-0.54)</td>
<td>N/A</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.62 (0.54-0.70)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Nutritional Risk Screening.

\(^b\)Not applicable.

### Agreement Between the PG-SGA-SF Tools in R+ Dietitian and the PG-SGA-SF Tool Administered by Dietitians

Table 4 shows the screening results of the PG-SGS-SF tool in R+ Dietitian in comparison to dietitians’ screening. According to the PG-SGS-SF tool in R+ Dietitian, 47.1% (115/244) of patients were at nutritional risk, which was significantly higher than in the screening by dietitians (58/244, 23.8%; \(P<.001\)) according to the McNemar test. Further, the PG-SGS-SF tool in R+ Dietitian was fairly in agreement with the NRS-2002 tool administered by dietitians (Table 5; both sensitivity and specificity >50% and CC >0.4). Besides, as with the NRS-2002 tool in R+ Dietitian, patients’ self-screening using the PG-SGS-SF tool in R+ Dietitian had a high NPV (95.1%).

### Table 4. Cross tabulation of nutritional risk according to the PG-SGA-SF tool in R+ Dietitian and the PG-SGS-SF tool administered by dietitians.

<table>
<thead>
<tr>
<th></th>
<th>R+ Dietitian (patients’ self-screening)</th>
<th>Dietitians’ screening</th>
<th>Total (N=244)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive (n=58)</td>
<td>Negative (n=186)</td>
<td></td>
</tr>
<tr>
<td>Positive, n (%)</td>
<td>49 (20.1)</td>
<td>66 (27.0)</td>
<td>115 (47.1)</td>
</tr>
<tr>
<td>Negative, n (%)</td>
<td>9 (3.7)</td>
<td>120 (49.2)</td>
<td>129 (52.9)</td>
</tr>
<tr>
<td>Total (n=244)</td>
<td>58 (23.8)</td>
<td>186 (76.2)</td>
<td>244 (100)</td>
</tr>
</tbody>
</table>

\(^a\)Patient-Generated Subjective Global Assessment Short Form.
Table 5. Sensitivity, specificity, positive predictive value, negative predictive value, $\kappa$ value, and correlation coefficient of patients’ self-screening using the PG-SGA-SF$^a$ tool in R+ Dietitian.

<table>
<thead>
<tr>
<th>Index</th>
<th>PG-SGA-SF in R+ Dietitian (patients’ self-screening), % (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>69.3 (63.1-75.0)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>84.5 (72.1-92.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Specificity</td>
<td>64.5 (57.1-71.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>42.6 (33.5-52.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>93.0 (86.8-96.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>$\kappa$ value</td>
<td>0.37 (0.26-0.47)</td>
<td>N/A</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.56 (0.47-0.64)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Patient-Generated Subjective Global Assessment Short Form.  
$^b$Not applicable.

Agreement Between Dietary Energy and Protein Intake Assessment in R+ Dietitian and Assessment Performed by Dietitians

The dietary energy and protein intakes estimated by R+ Dietitian and dietitians are presented in Table 6. Both the estimated energy and protein intakes were significantly higher ($P<.001$ for both) in R+ Dietitian, compared with the 3d-24HRs. Estimations of energy and protein intakes in R+ Dietitian were 10.7% and 29.0% higher than those in 3d-24HRs, respectively (Table 7). Nevertheless, R+ Dietitian was still in moderate agreement with 3d-24HRs for both energy and protein intake assessment (Table 7; both CC >0.4).

Table 6. Estimation of energy and protein intakes in R+ Dietitian compared with the 3d-24HRs administered by dietitians.

<table>
<thead>
<tr>
<th>Dietary intake</th>
<th>R+ Dietitian</th>
<th>3d-24HRs(^a)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (kcal), mean (SD)</td>
<td>1578.3 (468.4)</td>
<td>1434.1 (528.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Protein (g), median (IQR)</td>
<td>79.0 (62.7-95.3)</td>
<td>61.7 (43.0-82.8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Three days of 24-hour dietary recall.

Table 7. Correlation coefficient and absolute and relative differences of dietary energy and protein intake estimation in R+ Dietitian against 3d-24HRs\(^a\).

<table>
<thead>
<tr>
<th>Index</th>
<th>Energy</th>
<th>Protein</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation coefficient (95% CI)</td>
<td>0.59 (0.49-0.67)</td>
<td>0.47 (0.36-0.57)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Absolute difference (kcal or g), mean (SD)</td>
<td>144.2 (454.8)</td>
<td>14.7 (29.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relative difference (%), median (IQR)</td>
<td>10.7 (9.5-39.8)</td>
<td>29 (3.1-68.1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Three days of 24-hour dietary recall.

Discussion

Principal Findings

The R+ Dietitian mini program is developed for use among hospitalized patients with cancer. This prospective study demonstrates the validity of R+ Dietitian for nutritional risk screening and dietary energy and protein intake assessment in oncology department. Overall, the NRS-2002, PG-SGA-SF, and dietary energy and protein intake assessments in R+ Dietitian were in fair agreement with those performed by trained dietitians, although the number of patients identified at nutritional risk was more and the estimated dietary energy and protein intakes were higher in R+ Dietitian, compared with the reference methods. Both the NRS-2002 and the PG-SGA-SF tools in R+ Dietitian showed an excellent ability to predict those who were not at nutritional risk.

To the best of our knowledge, no similar mini program has been developed and this is the first prospective study to examine the validity of a digital smartphone-based self-administered tool for nutritional risk screening and dietary assessment in the oncology department.

The Validity of R+ Dietitian’s Nutritional Risk Screening

For nutritional risk screening in hospitals, the NRS-2002 is recommended by the CSPEN [11] and the PG-SGA-SF is widely used among patients with cancer [26-28]. Therefore, we developed nutritional risk screening in R+ Dietitian based on both the NRS-2002 and the PG-SGA-SF. Our study shows that nutritional risk evaluated by the NRS-2002 and PG-SGA-SF tools in R+ Dietitian had fair validity.

No similar smartphone-based app for nutritional risk self-screening has been developed, although a computer-based self-screening app is available [21,46]. This app is the electronic
version of the MUST and was developed for hospital outpatients. It showed high agreement with the MUST administered by health care professionals (κ=0.74-1.00). These values are higher than the NRS-2002 and PG-SGA-SF tools in R+ Dietitian. The different degrees of agreement between the electronic version of the MUST and R+ Dietitian can be explained as follows: First, in the study of the electronic version of the MUST, the weight and height were measured using a weighing scale and a portable height measure, respectively, in the outpatients’ waiting room by patients. Consequently, the weight and height reported by patients are more likely to be objective than those in R+ Dietitian. Both dietitians in our study and health care professionals in the study of the electronic version of the MUST used weight and height scales to measure the weight and height, respectively, of participants. However, there was a higher deviation in the weight and height reported by patients and professionals in our study, compared with those in the study of the electronic version of the MUST. BMI calculated based on weight and height is a factor for nutritional risk scoring in both R+ Dietitian and the electronic version of the MUST. Weight was also used to calculate the degree of weight loss in the past 3-6 months, which is also a criterion for evaluating nutritional risk. Hence, the different methods applied to measure weight and height by participants may be one of the reasons for the difference in agreement between these 2 studies. However, bias induced from recall is common in surveys [47-51] and can hardly be avoided. Second, the NRS-2002 tool in R+ Dietitian additionally evaluates the degree of food intake reduction using the question, “Has there been a reduction in your food intake recently?” with 3 options, “slight reduction (reduction of about 25%-50%),” “moderate reduction (reduction of about 50%-75%),” and “severe reduction (reduction of about 75%-100%).” For this question, some patients may compare their recent food intake with food intake several weeks ago rather than their normal requirement of food intake, whereas dietitians compared patients’ recent food intake with their normal requirement. Third, the PG-SGS-SF tool in R+ Dietitian did not evaluate the symptoms affecting patients’ nutritional intake, but dietitians did. The electronic version of the MUST was developed for hospital outpatients and requires patients to use the weight scale and the portable height measure tool, which is less feasible for inpatients, as they are busy with completing their admission procedures while being admitted to the hospital. In addition, the electronic version of the MUST was computer based, which makes it less flexible compared with R+ Dietitian, which is a smartphone-based app for self-screening.

Nutritional risk screening in R+ Dietitian showed a fair agreement with the dietitians’ screening. As the first smartphone-based tool for nutritional risk self-screening, it displayed potential ability to be used in clinical practice for nutritional risk screening.

The Validity of R+ Dietitian’s Dietary Energy and Protein Intake Assessment

The energy intake was overestimated by 144 kcal/day in R+ Dietitian compared with the estimation from 3d-24HRs performed by dietitians. Our finding is different from other self-administered dietary assessment apps. Compared with 24HRs or the Food Frequency Questionnaire (FFQ), most of these apps underestimated energy intake from –8 to –466 kcal/day [24,52-60], and 1 app overestimated energy intake by 55 kcal/day [17]. The absolute mean difference of estimated energy intake between R+ Dietitian and 3d-24HRs was higher in our study compared with the absolute difference in 5 studies (from 8.1 to 101 kcal/day) [24,55-57,60] but was lower compared with the absolute difference reported in 6 studies (from 145.1 to 466.0 kcal/day) [22,52-54,58,59]. The following might have contributed to the difference between R+ Dietitian and other apps. First, all the other validity studies required participants to use the experimental app to record their food intake for several days [17,23,24,53,54,56,57,59,60] or even few months [52,58]. Based on the data inputted, the daily energy intake and the mean energy intake over the study period would be calculated automatically by the app. By contrast, in our study, patients self-reported their mean food intake but the mean energy intake was calculated automatically by R+ Dietitian. The different methods of collecting data on food intake between R+ Dietitian and other tools may result in differences in the energy intake estimated. Second, other apps recorded all the foods consumed by participants, whereas only 3 food groups were reported by patients in R+ Dietitian. R+ Dietitian was developed to be a digital tool that can quickly assess energy and protein intakes of patients, thereby allowing clinicians, who generally have limited time to analyze these, to have an approximate overview of the intake level of the 2 nutrients (ie, energy and protein). Further and more complex and detailed dietary assessment is needed if patients are at nutritional risk. Third, patients in most validity studies for self-administered dietary assessment apps were young. For example, their sample population was recruited in high school [52] or in a university setting [24,53,55-57,59]. The median age of participants in our study was 59 years, which is much higher than that in these studies. Young and old people may have different tendencies in self-reporting studies. For the 2 studies that recruited old people or hospitalized patients [17,60], the absolute mean difference in estimated energy intake between the experimental app and the reference method was lower (55 kcal/day and 101 kcal/day, respectively), but in another study [58] this was higher (408.8 kcal/day) than that in our study (144 kcal/day).

The estimation of protein intake in R+ Dietitian was higher than that from 3d-24HRs by 14.7 g/day. Mescoloto and colleagues [61] and Bucher Della Torre and coworkers [60] also reported overestimation of protein intake in 2 digital dietary recording apps by 2.1 and 2.0 g/day, respectively, compared with measured energy expenditure and 2 unannounced 24-h phone dietary recalls on overlapping days. In contrast to our study and these 2 studies [60,61], 7 studies found an underestimation of protein intake in phone-based dietary recording apps from –2.6 to –28 g/day [17,24,52,53,55,56,58], compared with 24HRs or FFQs or paper-based food records. The absolute difference between the experimental app and the reference method in our study was higher than that in 4 studies (from –2.6 to –10.5 g/day) [17,24,55,56], but was lower than that in 3 other studies (from –21.5 to 28.0 g/day) [52,53,58]. For the estimation of protein intake, just like the estimation of energy intake, other studies asked participants to use the dietary recording apps to record all the foods they consumed during the study period in real time, whereas we asked participants in our study to recall their intake...
of 3 recent food groups for a quick estimation during their hospital admission. In general, real-time recording may be more precise than recall in dietary assessment [62]. But still, the difference in the estimation of protein intake between R+ Dietitian and 3d-24HRs was lower than that between 3 dietary recording apps and 24HRs or paper-based food records [52,53,55].

Nowadays, similar to traditional dietary intake assessment tools, including 24HRs, FFQs, and weighed or nonweighed food records, all smartphone-based digital intake assessing apps require users to report on all the foods or food groups they consume [17,22-24,52-60,63]. However, this approach may not be suitable for all hospitalized patients. On the one hand, these apps require users to record their food intake for several days, or even few months, which cannot help clinicians to understand their patients’ nutritional intake within the short period available for initial assessment. The only 1 study that recruited hospitalized patients [17] asked them to use the experimental app to record food intake for 2 days; however, MyFood was developed for inpatients with nutritional risk rather than all hospitalized patients, which may limit its usage in other patient groups. In this case, the nutritional intake of other nonnutritional-risk patients can be missed by the clinicians. On the other hand, recording all foods or food groups is also time-consuming and burdensome for patients, so some may forget to record their food intake at times. R+ Dietitian was used on the day of hospital admission and only includes 3 food groups, reducing patients’ burden and helping clinicians to have a quick and approximate overview of the patients’ energy and protein intakes. If the patients are diagnosed to have nutritional risk, further comprehensive dietary assessments are needed.

Strengths and Limitations

To our knowledge, R+ Dietitian is the first digital smartphone-based self-administered tool for both nutritional risk screening and dietary assessment for hospitalized patients with cancer. This is a strong strength of this study. Another strength is that R+ Dietitian was developed based on the NRS-2002 and PG-SGA-SF tools. The NRS-2002 is the only tool validated by a retrospective analysis of 128 randomized controlled trials [29] and is recommended by several professional communities [11,64]. The PG-SGS-SF is specific for patients with cancer and has been proved to be an effective tool to screen nutritional risk for patients with cancer [28,31,42,65,66]. Experienced dietitians, nurses, and patients were involved in the development of R+ Dietitian, which is also an important strength. R+ Dietitian was developed as a subapp within the WeChat ecosystem, which is China’s most popular messaging app with a monthly user base of more than 1 billion people [25]. This makes it commonly available and easily accessible. All participants in our study had installed WeChat on their smartphones and thus the need to download a new app was not required, thereby saving their time.

A limitation of this study is that we only recruited hospitalized patients with cancer in 1 hospital, which may limit the generalizability of our findings. However, R+ Dietitian was developed based on the NRS-2002 tool, which has been used among various types of patients. Hence, we propose that R+ Dietitian can also be used for other types of patients, but this needs further research. Besides, usability is one of the important factors determining the tool’s actual usefulness in practical settings [67]. The usability of R+ Dietitian was not evaluated in this study. The 2 dietitians responsible for asking the patients to use R+ Dietitian reported that none of the patients reported difficulties while using the tool.

R+ Dietitian’s Potential for Nutritional Risk Screening and Dietary Intake Assessment Among Hospitalized Patients With Cancer

Based on the findings in this study, we propose that R+ Dietitian has a large potential to be a tool for nutritional risk screening and dietary intake assessment among hospitalized patients with cancer. R+ Dietitian may provide support for nurses and clinicians to perform nutritional risk screening and dietary assessment among hospitalized patients with cancer, enhancing the rate and efficiency of nutritional risk screening and dietary assessment among this patient group. In addition, R+ Dietitian is a WeChat-based tool, which makes it commonly available and may potentially increase its use among hospitalized patients. Further validity of this study for other types of patients may be helpful to expand the underlying use of R+ Dietitian in hospital settings.

Conclusions

We have developed a digital smartphone-based self-administered instrument for nutritional risk screening and dietary assessment among hospitalized patients with cancer. The instrument enables the evaluation of estimated dietary intake of energy and protein against individual’s requirements. The identified nutritional risk and assessment of dietary energy and protein intakes in R+ Dietitian displayed a fair agreement with the screening and assessment conducted by dietitians. R+ Dietitian has the potential to be a tool for nutritional risk screening and dietary intake assessment among hospitalized patients with cancer.
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Abstract

Background: Home blood pressure (BP) monitoring is recommended for people with hypertension; however, meta-analyses have demonstrated that BP improvements are related to additional coaching support in combination with self-monitoring, with little or no effect of self-monitoring alone. High-contact coaching requires substantial resources and may be difficult to deliver via human coaching models.

Objective: This observational study assessed changes in BP and body weight following participation in a fully digital program called Lark Hypertension Care with coaching powered by artificial intelligence (AI).

Methods: Participants (N=864) had a baseline systolic BP (SBP) ≥120 mm Hg, provided their baseline body weight, and had reached at least their third month in the program. The primary outcome was the change in SBP at 3 and 6 months, with secondary outcomes of change in body weight and associations of changes in SBP and body weight with participant demographics, characteristics, and program engagement.

Results: By month 3, there was a significant drop of –5.4 mm Hg (95% CI –6.5 to –4.3; P<.001) in mean SBP from baseline. BP did not change significantly (ie, the SBP drop maintained) from 3 to 6 months for participants who provided readings at both time points (P=.49). Half of the participants achieved a clinically meaningful drop of ≥5 mm Hg by month 3 (178/349, 51.0%) and month 6 (98/199, 49.2%). The magnitude of the drop depended on starting SBP. Participants classified as hypertension stage 2 had the largest mean drop in SBP of –12.4 mm Hg (SE 1.2 mm Hg) by month 3 and –13.0 mm Hg (SE 1.6 mm Hg) by month 6; participants classified as hypertension stage 1 lowered by –5.2 mm Hg (SE 0.8 mm Hg) by month 3 and –7.3 mm Hg (SE 1.3 mm Hg) by month 6; participants classified as elevated lowered by –1.1 mm Hg (SE 0.7 mm Hg) by month 3 but did not drop by month 6. Starting SBP (β=.11; P<.001), percent weight change (β=.36; P=.02), and initial BMI (β=.56; P<.001) were significantly associated with the likelihood of lowering SBP ≥5 mm Hg by month 3. Percent weight change acted as a mediator of the relationship between program engagement and drop in SBP. The bootstrapped unstandardized indirect effect was –0.0024 (95% CI –0.0052 to 0; P=.002).

Conclusions: A hypertension care program with coaching powered by AI was associated with a clinically meaningful reduction in SBP following 3 and 6 months of program participation. Percent weight change was significantly associated with the likelihood of achieving a ≥5 mm Hg drop in SBP. An AI-powered solution may offer a scalable approach to helping individuals with hypertension achieve clinically meaningful reductions in their BP and associated risk of cardiovascular disease and other serious adverse outcomes via healthy lifestyle changes such as weight loss.

(JMIR Form Res 2022;6(10):e38215) doi:10.2196/38215
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**Introduction**

The American Heart Association (AHA) defines high blood pressure (BP), called hypertension, as systolic BP (SBP) $\geq 130$ mm Hg or diastolic BP (DBP) $\geq 80$ mm Hg that remains elevated over time [1]. Nearly half of US adults have hypertension or are taking medication for hypertension, and only 1 in 4 have their BP under control [2]. Effective strategies to improve self-management of BP are critical since hypertension is a leading modifiable risk factor for cardiovascular disease [3], ranks as the leading cause of mortality in the United States [4], and is associated with a higher risk for other serious and costly conditions such as stroke, kidney disease, dementia, and eye damage [5]. In a large meta-analysis, lowering SBP by at least 5 mm Hg reduced the risk of major cardiovascular events by 10% even at normal (<120 mm Hg) and high-normal (120–129 mm Hg) values of SBP [6].

The AHA recommends home monitoring of BP as a part of self-management for all people with hypertension because it provides a better estimate of BP under “normal” conditions and may help improve BP control [7]. However, meta-analyses have provided strong evidence that BP improvements are related to cointerventions involving individually tailored coaching support in combination with self-monitoring, with little or no effect of self-monitoring alone [7,8]. Coaching can provide personalized support for increasing health-promoting lifestyle behaviors that are known to reduce BP, such as reaching and maintaining a healthy weight, eating a healthy diet, limiting alcohol consumption, avoiding smoking, adhering to prescribed medications, and being physically active [9]. Compared to a healthy weight, prior research has attributed an estimated 32% excess risk of hypertension to being overweight and 47% to being obese [10]. There is a well-characterized linear relationship between SBP and BMI, with a higher prevalence of hypertension in individuals in higher BMI classes [11]. Weight loss is a particularly important focus for individuals with hypertension who are overweight or obese because it is associated with improvements in BP control [12,13].

The US Preventive Task Force recommends moderate-to-high-intensity behavioral coaching for adults with cardiovascular risk factors including high BP and being overweight or obese [14]. However, behavioral coaching is most effective when it includes personalized content and feedback as well as frequent and timely interactions [15,16]. This type of coaching is highly time and resource intensive and may be difficult to achieve via human coaching models. Fully digital programs powered by artificial intelligence (AI) represent one solution for hypertension care that combines self-monitoring with highly personalized, automated coaching. An AI-powered coaching platform enables the delivery of continuous, synchronous coaching and feedback and offers a scalable, high-touch, and long-term solution to help people make lifestyle changes and sustain healthy behaviors. However, there is little evidence of the effectiveness of AI-powered solutions for facilitating reductions in BP and body weight for individuals with hypertension.

This observational study assessed changes in BP and body weight following participation in a fully digital hypertension care program powered by AI. This program used self-monitoring of BP coupled with conversational AI delivered on a participant’s smartphone to coach participants in lowering their BP, losing weight, and making other healthy lifestyle changes. The primary study objective was to evaluate the change in BP over time (baseline, 3 months, and 6 months), with secondary objectives of assessing changes in weight and associations of BP and weight change with AI-powered coaching and activities. The primary hypothesis was that participants with elevated or greater SBP (ie, $\geq 120$ mm Hg) at baseline would lower their SBP on average by at least 5 mm Hg, which is commonly considered a clinically meaningful threshold for reduced cardiovascular disease risk [6,17]. We expected a greater reduction for participants with a higher starting SBP. The secondary hypothesis was that a greater reduction in BP and weight loss would be associated with greater participation in AI coaching and activities within the mobile app.

**Methods**

**Participants and Recruitment**

This was a study of participants enrolled on a rolling basis (beginning January 1, 2019, and concluding on November 4, 2021) in a commercially available program called Lark Hypertension Care offered via existing partnerships between the company and health insurance providers, employers, and other organizations. The program recruits eligible participants via direct referrals from health plans or digital advertising through email campaigns and social media platforms such as Facebook. All participants received a link via SMS text messages that prompted them to download the mobile app, agree to the app’s privacy policy, and give permission to use their deidentified data for research. Included program participants were $\geq 18$ years of age at enrollment, English speaking, owned an Android or iPhone smartphone, and had a respective health plan that identified them as having hypertension or being at risk for hypertension. Excluded participants did not provide initial BP or body weight readings; had an initial SBP reading $<120$ mm Hg, indicating that their BP was controlled; or had not yet reached at least their third month in the program (see Figure 1). A subset of participants had also reached their sixth month in the program for analysis of BP and weight change at 6 months.
Ethical Considerations
The study received exemption status from Advarra Institutional Review Board (protocol #Pro00047181) for retrospective analysis of previously collected and deidentified data.

Description of the Hypertension Care Program
The hypertension care program consisted of educational lessons and fully automated, personalized coaching on healthy lifestyle behaviors powered by conversational AI. Conversational AI technologies facilitate humanlike interactions between a robot (computer) and a human via a text-based interface. See Multimedia Appendix 1 [1,14,18-22] for a detailed description. After enrollment, participants completed a brief orientation on how to obtain accurate BP measurements, set medication reminders, and select an optional weight loss goal. Participants then progressed through weekly educational lessons spread over 26 weeks.

Participants in the program could opt to receive connected devices (digital BP cuff or weight scale) to measure BP and weight and could enter BP data in a variety of ways in the app, including wirelessly or manually. If using a connected BP monitor, participants could take a measurement through a guided coaching exchange and sync the measurement immediately. Those who already had a home BP cuff could use their existing device and manually enter BP readings in the app. Regardless of the measurement method, participants received detailed instructions on taking at-home BP measurements, as outlined by the AHA [18]. The program has built-in safety mechanisms: in the case of extremely high readings (SBP >180 mm Hg or DBP >110 mm Hg) or low readings (<90 mm Hg or <60 mm Hg) and symptoms like dizziness, the AI coach prompts participants to seek assistance or call their medical provider and assists them in taking these actions.

Primary Outcome of Change in SBP
The primary outcome was the change in SBP from the start of the program to 3 and 6 months, respectively. Starting BP was a participant’s average measurement within the first week of the program, and 3- and 6-month BPs were a participant’s average measurement during the third and sixth month in the program, respectively. A few participants had readings that occurred soon after the sixth month, and we included these data points as well to maximize the sample size available for analysis. This was necessary for a real-world study where participants were not aware that they were supposed to provide readings at a particular time point. We considered a clinically meaningful improvement to be a drop of ≥5 mm Hg at any time point. We also conducted subgroup analyses on participants classified as having elevated SBP at baseline (SBP 120-129 mm Hg), stage 1 hypertension (SBP 130-139 mm Hg), and stage 2 hypertension (SBP ≥140 mm Hg). We assessed corresponding changes in DBP based on starting SBP classification.
Secondary Outcomes of Change in Body Weight and Associations With Program Engagement

The secondary outcome was the percent weight change at month 3 and month 6, respectively. We calculated the percent weight change at 3 months as follows: (first weight – 3-month nadir weight)/first weight. We calculated the percent weight change at 6 months as follows: (first weight – 6-month nadir weight)/first weight. We removed any abnormal weigh-ins indicating a weight loss or gain rate of >7 lbs/week unless confirmed by the user to be a correct measurement. We assessed associations between the change in SBP and body weight at month 3 with participant demographics, characteristics, and engagement metrics using 2 separate regression models. For the regression with change in SBP as the dependent variable, independent variables included participant demographics (age, sex), characteristics (initial BMI, starting SBP, percent weight change), and program engagement metrics (number of sessions with the AI coach, number of BP measurements). For the regression with percent weight change as the dependent variable, independent variables included participant demographics (age, sex), characteristics (initial BMI, starting SBP), and program engagement metrics (number of sessions with the AI coach, number of weight measurements). We examined these associations at month 3 instead of month 6 due to the larger sample size available at month 3 (for statistical power) and since most of the change in BP occurred by month 3 and was maintained through month 6 for participants who provided both measurements.

Statistical Analyses

We conducted all statistical analyses in RStudio 4.0.5. We compared participant demographic and characteristic data between subgroups categorized by baseline SBP classification. We used paired t tests to evaluate the change in BP and body weight between each pair of time points (baseline, 3 months, 6 months) to maximize the sample size available for each comparison (more participants had made it to 3 months in the program [N=864] compared to 6 months [n=717]). We conducted two separate regression analyses: (1) a multiple logistic regression to assess the effects of participant demographics, characteristics, and program engagement on participants’ likelihood of achieving a clinically meaningful drop in SBP of ≥5 mm Hg by month 3 in the program; and (2) a linear regression to assess the effects of participant demographics, characteristics, and program engagement on percent weight change by month 3 in the program. We conducted these analyses separately to consider each outcome independently and because not all participants had both BP and weight data available at 3 months. Engagement variables in both regressions had no issues of multicollinearity; all variance inflation factors in both models were <2. The results of the regression analyses suggested that percent weight change was a mediator of the relationship between program engagement (number of sessions with the AI coach) and SBP drop, so we conducted an exploratory full mediation analysis [23] to confirm this observation. The a priori α was ≤.05 for all statistical tests.

Results

Participant Demographics and Characteristics

There were significant differences across participants based on the SBP category for initial BMI (Table 1). Initial BMI increased, on average, by 1 unit for each increase in the SBP classification category.

Table 1. Baseline demographics and characteristics for all participants and grouped by starting systolic blood pressure.

<table>
<thead>
<tr>
<th>BPa category</th>
<th>All, mean (SE)c</th>
<th>Elevated, mean (SE)c</th>
<th>Stage 1 hypertension, mean (SE)c</th>
<th>Stage 2 hypertension, mean (SE)c</th>
<th>F test/chi-square (df)b</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>51.5 (0.34)</td>
<td>52.3 (0.54)</td>
<td>51.2 (0.55)</td>
<td>50.7 (0.70)</td>
<td>1.9 (2,847)</td>
<td>.14</td>
</tr>
<tr>
<td>Initial BMI (kg/m²)</td>
<td>34.0 (0.25)</td>
<td>33.2 (0.37)</td>
<td>34.2 (0.39)</td>
<td>35.2 (0.56)</td>
<td>5.4 (2,861)</td>
<td>.005</td>
</tr>
<tr>
<td>No. of BP readings included in baseline BP</td>
<td>3.6 (0.11)</td>
<td>3.5 (0.16)</td>
<td>3.9 (0.21)</td>
<td>3.3 (0.19)</td>
<td>2.6 (2,861)</td>
<td>.07</td>
</tr>
<tr>
<td>Baseline systolic BP (mm Hg)</td>
<td>134.5 (0.38)</td>
<td>125.0 (0.15)</td>
<td>134.3 (0.17)</td>
<td>149.5 (0.60)</td>
<td>1506.0 (2,861)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline diastolic BP (mm Hg)</td>
<td>85.3 (0.30)</td>
<td>81.4 (0.38)</td>
<td>85.4 (0.43)</td>
<td>91.4 (0.63)</td>
<td>110.5 (2,861)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female sexc</td>
<td>500/861 (58.1)</td>
<td>216/351 (61.5)</td>
<td>162/286 (56.6)</td>
<td>122/224 (54.5)</td>
<td>3.2 (2)</td>
<td>.21</td>
</tr>
<tr>
<td>White racec</td>
<td>370/499 (74.1)</td>
<td>157/207 (75.8)</td>
<td>128/168 (76.2)</td>
<td>85/124 (68.5)</td>
<td>2.7 (2)</td>
<td>.26</td>
</tr>
<tr>
<td>Taking BP meds</td>
<td>530/578 (91.7)</td>
<td>228/245 (93.1)</td>
<td>156/177 (88.1)</td>
<td>146/156 (93.6)</td>
<td>4.3 (2)</td>
<td>.12</td>
</tr>
</tbody>
</table>

aBP: blood pressure.

bChi-square is applicable only to female sex, White race, and taking BP meds. For the other demographics, F test is applicable.

cMean (SE) here is not applicable to categories of female sex, White race, and taking BP meds; for these categories, data are expressed as n/N (%).
Changes in BP

Participants provided a mean of 3.6 (SE 0.1) BP readings for the calculation of average starting BP, a mean of 15.0 (SE 1.2) readings for the calculation of average BP at month 3, and a mean of 17.0 (SE 1.6) BP readings for the calculation of average BP at month 6.

There was a significant overall drop of –5.4 mm Hg in mean SBP following 3 months ($t=9.54_{348}$; $P<.001$; 95% CI –6.5 to –4.3), and no change in SBP from 3 to 6 months for those who provided readings at both time points ($t=0.7_{139}$; $P=.49$; Table 2). Participants with a starting SBP classified as hypertension stage 2 had the greatest change in SBP at both time points, with a drop of –12.4 mm Hg (SE 1.2 mm Hg) by month 3 and a drop of –13.0 mm Hg (SE 1.6 mm Hg) by month 6.

Approximately half of the overall sample achieved a clinically meaningful SBP drop of ≥5 mm Hg by month 3 (178/349, 51%) and by month 6 (98/199, 49.2%). The drop in SBP resulted in 47.6% (166/349) of participants lowering their SBP by at least 1 classification category (eg, hypertension stage 2 to hypertension stage 1; hypertension stage 1 to elevated) by month 3.

### Table 2. Change in blood pressure from baseline to 3 and 6 months.

<table>
<thead>
<tr>
<th>SBP$^b$ (mm Hg)</th>
<th>Change in BP$^a$ at 3 months, $\Delta$mean (95% CI)$^b$</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
<th>With ≥5 mm Hg SBP$^b$ drop at month 3, n/N (%)</th>
<th>Change in SBP at 6+, $\Delta$mean (95% CI)$^b$</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
<th>With ≥5 mm Hg SBP drop at month 6, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>–5.4 (–6.5 to –4.3)</td>
<td>9.5 (348)</td>
<td>&lt;.001</td>
<td>178/349 (51.0)</td>
<td>–5.3 (–6.9 to –3.6)</td>
<td>6.3 (198)</td>
<td>&lt;.001</td>
<td>98/199 (49.2)</td>
</tr>
<tr>
<td>120-129</td>
<td>–1.1 (–2.5 to 0.4)</td>
<td>1.5 (148)</td>
<td>.14</td>
<td>51/149 (34.2)</td>
<td>0.6 (–1.7 to 2.8)</td>
<td>–0.5 (85)</td>
<td>.62</td>
<td>25/86 (29.1)</td>
</tr>
<tr>
<td>130-139</td>
<td>–5.2 (–6.8 to –3.7)</td>
<td>6.6 (106)</td>
<td>&lt;.001</td>
<td>53/107 (49.5)</td>
<td>–7.3 (–9.8 to –4.8)</td>
<td>5.8 (64)</td>
<td>&lt;.001</td>
<td>36/65 (55.4)</td>
</tr>
<tr>
<td>≥140</td>
<td>–12.4 (–14.9 to –10.0)</td>
<td>10.2 (92)</td>
<td>&lt;.001</td>
<td>74/93 (79.6)</td>
<td>–13.0 (–16.2 to –9.8)</td>
<td>8.2 (47)</td>
<td>&lt;.001</td>
<td>37/48 (77.1)</td>
</tr>
</tbody>
</table>

**DBP$^d$ (mm Hg)$^e$**

| Overall         | –1.3 (–2.1 to –0.5)                           | 3.1 (348)      | .002     | N/A$^e$                                      | –1.2 (–2.3 to –0.2)                            | 2.3 (198)      | .02      | N/A$^f$                                      |
| Elevated        | 0.6 (–0.6 to 1.7)                             | –1.0 (148)     | .34      | N/A$^e$                                      | 1.0 (–0.6 to 2.5)                             | –1.2 (85)      | .22      | N/A$^f$                                      |
| Stage 1         | –0.9 (–2.4 to 0.5)                            | 1.3 (106)      | .21      | N/A$^e$                                      | –2.4 (–4.2 to –0.7)                            | 2.8 (64)       | .007     | N/A$^f$                                      |
| Stage 2         | –4.6 (–6.2 to –3.0)                           | 5.8 (92)       | <.001    | N/A$^e$                                      | –3.5 (–5.7 to –1.3)                            | 3.2 (47)       | .002     | N/A$^f$                                      |

$^a$BP: blood pressure.

$^b$Negative Δ values indicate a drop in BP and positive values an increase.

$^c$SBP: systolic blood pressure.

$^d$DBP: diastolic blood pressure.

$^e$DBP categories based on initial SBP classification: elevated, hypertension stage 1, or hypertension stage 2.

$^f$N/A: not applicable.

**Associations With BP Drop and Weight Change**

Results of the multiple logistic regression for BP revealed associations of participant demographics, characteristics, and program engagement metrics with the likelihood of achieving a clinically meaningful drop of ≥5 mm Hg in SBP by month 3. The overall regression was statistically significant (log-likelihood –152.3; McFadden’s pseudo $R^2=0.18$; $P<.001$). Starting SBP, initial BMI, and percent weight change at month 3 were significantly associated with the likelihood of achieving a drop of ≥5 mm Hg in SBP (Table 3).

Of the participants who provided weigh-ins in the third month, 90.1% (374/415) remained weight stable or lost weight over the first 3 months of the program (Figure 2).

Results of the multiple linear regression for weight change revealed associations of participant demographics, characteristics, and program engagement metrics with the magnitude of percent weight change by month 3. The overall regression was statistically significant ($F_{7,397}=5.97$; $R^2=0.10$; $P<.001$). Initial BMI, the number of sessions with the AI coach, and the number of weigh-ins recorded in the first 3 months were significantly associated with percent weight change (Table 4).
The 2 regression models together demonstrated that percent weight change at month 3 was significantly associated with the likelihood of achieving a ≥5 mm Hg drop in SBP, and program engagement variables were significantly associated with the magnitude of percent weight change but not SBP drop. Thus, it was important to consider whether percent weight change acted as a statistical mediator between program engagement and SBP drop. The results of the mediation analysis indeed demonstrated that the effect of program engagement on the drop in SBP was fully mediated by percent weight change at month 3.

Table 3. Regression results of the likelihood of lowering ≥5 mm Hg in SBP by 3 months (n=268)a.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Standardized coefficient (β)</th>
<th>SE</th>
<th>Z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>.12</td>
<td>0.14</td>
<td>0.87</td>
<td>.38</td>
</tr>
<tr>
<td>Age</td>
<td>−.03</td>
<td>0.15</td>
<td>−0.24</td>
<td>.81</td>
</tr>
<tr>
<td>Male sex</td>
<td>−.19</td>
<td>0.14</td>
<td>−1.31</td>
<td>.19</td>
</tr>
<tr>
<td>Initial BMI (kg/m²)</td>
<td>−.56</td>
<td>0.15</td>
<td>−3.57</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percent weight change by 3 monthsb</td>
<td>−.36</td>
<td>0.15</td>
<td>2.43</td>
<td>.02</td>
</tr>
<tr>
<td>Starting SBPc</td>
<td>1.11</td>
<td>0.18</td>
<td>6.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No. of sessions with AI coach in first 3 months</td>
<td>−.04</td>
<td>0.16</td>
<td>−0.27</td>
<td>.79</td>
</tr>
<tr>
<td>No. of BP measurements recorded in first 3 months</td>
<td>.05</td>
<td>0.16</td>
<td>0.28</td>
<td>.78</td>
</tr>
</tbody>
</table>

aIncluded participants had to have both blood pressure and weight data available at 3 months.
bA negative sign for weight change indicates greater weight loss.
cSBP: systolic blood pressure.
dAI: artificial intelligence.

Figure 2. The number of participants and mean (SE) for each category of weight change: gained, stable, and lost for the 415 participants who provided weigh-ins at 3 months and the 186 who provided weigh-ins at 6 months.

As Figure 3 illustrates, the regression coefficient between percent weight change at month 3 and the drop in SBP was significant, even though the regression coefficient between the number of sessions with the AI coach and the drop in SBP was not. Although the total effect was therefore not significant, this is not considered a requirement for statistical mediation [23]. We tested the significance of the unstandardized indirect effect of the number of sessions with the AI coach on the change in SBP that occurred via the mediator percent weight change at month 3 using 1000 bootstrapped samples. The bootstrapped unstandardized indirect or average causal mediation effect was −0.0024 (95% CI −0.0052 to 0; P=.002).
Table 4. Regression results for associations of participant demographics, characteristics, and program engagement with the dependent variable percent weight change. For the dependent variable, weight change, a negative value indicates weight loss (n=400)a.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Standardized coefficient (β)</th>
<th>SE</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-1.57</td>
<td>0.15</td>
<td>10.26</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>.05</td>
<td>0.17</td>
<td>-0.30</td>
<td>.77</td>
</tr>
<tr>
<td>Male sex</td>
<td>.09</td>
<td>0.15</td>
<td>-0.59</td>
<td>.56</td>
</tr>
<tr>
<td>Initial BMI (kg/m²)</td>
<td>-.48</td>
<td>0.16</td>
<td>3.02</td>
<td>.003</td>
</tr>
<tr>
<td>Starting SBPb</td>
<td>.17</td>
<td>0.15</td>
<td>-1.09</td>
<td>.27</td>
</tr>
<tr>
<td>No. of sessions with AI coach in first 3 months</td>
<td>-.62</td>
<td>0.16</td>
<td>3.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No. of weight measurements recorded in first 3 months</td>
<td>-.44</td>
<td>0.16</td>
<td>2.78</td>
<td>.006</td>
</tr>
</tbody>
</table>

a Larger sample size due to removed requirement for blood pressure data at 3 months.

b SBP: systolic blood pressure.

c AI: artificial intelligence.

Figure 3. Percent weight change at 3 months as a mediator of the relationship between program engagement and change in SBP. A negative coefficient indicates that a greater number of sessions with the AI coach was significantly related to greater weight loss (represented by a negative sign). The positive coefficient for the significant relationship between percent weight change and change in SBP is because drops (improvements) in both are represented with a negative sign. AI: artificial intelligence; SBP: systolic blood pressure. *Unstandardized coefficients and significance level ≤.001.

Discussion

Principal Findings

The primary aim of this study was to assess changes in SBP following participation in an AI-powered hypertension care program. We further assessed changes in weight and associations of BP and weight change with participant characteristics and program engagement. In support of the primary hypothesis, participation in the AI-powered hypertension care program was associated with clinically meaningful reductions in SBP over 3 to 6 months, with larger drops observed in the subgroups of participants classified as stage 1 or 2 hypertension at baseline. More than half of all participants achieved a clinically meaningful drop in SBP of ≥5 mm Hg. The percentage of participants who achieved a clinically meaningful reduction was higher for those classified as hypertensive at baseline, with 79.6% (74/93) of participants with a starting SBP ≥140 mm Hg achieving a drop of ≥5 mm Hg by month 3 in the program. Percent weight change at month 3 was significantly associated with program engagement and the likelihood of achieving a clinically meaningful drop in SBP, and percent weight change mediated the relationship between program engagement and change in SBP.

The overall average reduction in SBP of −5.4 mm Hg in this study corresponded to roughly half of the participants lowering their initial SBP classification by at least 1 classification category by month 3. Key aspects of the program included reminders to monitor BP, medication adherence support, personalized in-the-moment feedback about progress, hypertension-specific nutrition coaching, stress-reduction coaching, and educational material about hypertension. Prior research has shown that this type of personalized and multifaceted intervention is critical for success in digital hypertension care programs [24]. Compared to individuals with normotensive BP, individuals with treated but uncontrolled hypertension are at a higher risk of cardiovascular, cerebrovascular, and all-cause mortality [25]. Lowering BP is of well-established importance for those with hypertension stage 2; however, lowering BP for individuals with elevated BP or hypertension stage 1 is also clinically meaningful because absolute reductions in the risk of stroke, major cardiovascular events, and cardiovascular and all-cause mortalities have been shown to be progressively lower with a lower attained value of SBP [26].

The observed change in systolic BP in this study is comparable to the drops reported in published human coach–led behavioral
lifestyle interventions. In the meta-analysis by Tucker et al [8], only 1 of 5 interventions that investigated self-monitoring alone showed a significant drop in SBP, with a pooled average of –1.0 mm Hg (95% CI –3.3 to 1.2). In contrast, self-monitoring with intensive coaching support via counseling or telecounseling showed statistically significant drops in SBP compared to a control group, with a pooled average reduction of –6.1 mm Hg (95% CI –9.0 to –3.2). The present study provides new evidence that members of a fully digital program powered by AI coaching experienced improvements in their BP while enrolled in the program.

Participants in this study were obese on average, with the overall initial BMI of 34.0 kg/m² falling into class I obesity [27]. There was a 1-unit increase in initial BMI for each increasing classification of starting SBP, with participants classified as elevated having an average BMI of 33.2 kg/m², hypertension stage 1 an average BMI of 34.2 kg/m², and hypertension stage 2 an average BMI of 35.2 kg/m² (class II obesity). Given that weight loss is associated with improvements in BP control [12,13], weight loss was a particularly important target for participants in this study. Percent weight change at month 3 was significantly associated with the likelihood of achieving a clinically meaningful drop in SBP of ≥5 mm Hg. Participants with a higher initial BMI were less likely to achieve this clinically meaningful drop. However, in the regression with percent weight change as the dependent variable, participants with a higher initial BMI lost a greater amount of weight. Taken together, it appears that there were some participants with a higher initial BMI that did not achieve a clinically meaningful reduction in BP. However, for the larger number of users analyzed in the weight change regression, having a higher initial BMI was associated with a greater percent weight loss.

There are multiple reasons for the observed relationship between percent weight change and achieving a clinically meaningful drop in SBP in this study. There are well-established physiological benefits of weight loss for hypertension, such as improvement in insulin sensitivity and a decrease in sympathetic nervous system activity and inflammation [12,13,28]. However, given that percent weight change was significantly associated with program engagement and statistically mediated the relationship between program engagement and SBP drop in this study, it may also be that percent weight change was an indicator of those participants who were more closely adhering to the recommendations of the AI coach and adopting the healthy lifestyle changes and behaviors (eg, diet, exercise) that are also known to lower BP [9,29]. Indeed, prior research has linked weight loss to behaviors such as frequent tracking of exercise and weight [30].

Study Strengths and Limitations
This was a single-arm study, preventing any determination of cause and effect. However, participants were real-world users of a commercially available digital health program designed for hypertension management; thus, this study provides evidence for the effectiveness of an AI-powered behavioral coaching program for lowering BP in the target population of interest. Participants were not required to provide socioeconomic information (eg, income, education), which limited insight into potential socioeconomic disparities. Although retention was lower than that in clinical efficacy studies, this is expected for digital health [31], and retention was substantially higher than what is commonly reported for similar programs in the literature [32]. Prior investigations have demonstrated that self-monitoring along with self-titration of medications in collaboration with a treating physician yields robust drops in BP and good retention [33]. Engaging physicians in the member experience could be one way to improve member retention. The exploratory mediation analysis had some inherent limitations: without the ability to infer causal relationships or directionality from the results of this study, this was not “true” mediation. Given the timing of the measurements, we cannot state that engagement caused weight loss, which then caused BP reductions. However, the alternative model (engagement → BP reduction → weight loss) was not significant, which supports the directionality of the relationship between engagement, percent weight loss, and BP change proposed in this study.

Future Directions
This study was an important first step in demonstrating changes in BP and body weight that occurred during a fully digital hypertension management program. Although we had information on other important BP management strategies at baseline (eg, medication status), we did not have the ability to track changes made to participants’ care management that might have occurred during the duration of the study. In future investigations, we intend to examine interactions between program participation and additional aspects of care. Evaluating medication adherence is a new feature within the app, and future investigations will examine whether participating in a fully digital hypertension management program results in improved adherence to prescribed medications. Finally, we did not separately consider coaching sessions per topic area (eg, diet) in the regression analyses due to collinearity issues. However, certain types of coaching may be more important than others. We plan to explore the different factors related to AI coaching in future investigations.

Conclusions
Members enrolled in a fully digital hypertension care program with coaching powered by AI who provided BP readings during their third and sixth months of program participation achieved clinically meaningful reductions in SBP. The magnitude of the drop depended on starting SBP, with participants classified as hypertension stage 2 experiencing the greatest drop. Most participants remained weight stable or lost weight by month 3 in the program, and the percent weight change at month 3 was significantly associated with program engagement and the likelihood of achieving a drop of ≥5 mm Hg in SBP. Taken together, these results provide formative evidence that members enrolled in an AI-powered hypertension care program who remain engaged experience clinically meaningful reductions in their systolic BP and body weight.
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Abstract

Background: Frequent interaction with mental health professionals is required to screen, diagnose, and track mental health disorders. However, high costs and insufficient access can make frequent interactions difficult. The ability to assess a mental health disorder passively and at frequent intervals could be a useful complement to the conventional treatment. It may be possible to passively assess clinical symptoms with high frequency by characterizing speech alterations collected using personal smartphones or other wearable devices. The association between speech features and mental health disorders can be leveraged as an objective screening tool.

Objective: This study aimed to evaluate the performance of a model that predicts the presence of generalized anxiety disorder (GAD) from acoustic and linguistic features of impromptu speech on a larger and more generalizable scale than prior studies did.

Methods: A total of 2000 participants were recruited, and they participated in a single web-based session. They completed the Generalized Anxiety Disorder-7 item scale assessment and provided an impromptu speech sample in response to a modified version of the Trier Social Stress Test. We used the linguistic and acoustic features that were found to be associated with anxiety disorders in previous studies along with demographic information to predict whether participants fell above or below the screening threshold for GAD based on the Generalized Anxiety Disorder-7 item scale threshold of 10. Separate models for each sex were also evaluated. We reported the mean area under the receiver operating characteristic (AUROC) from a repeated 5-fold cross-validation to evaluate the performance of the models.

Results: A logistic regression model using only acoustic and linguistic speech features achieved a significantly greater prediction accuracy than a random model did (mean AUROC 0.57, SD 0.03; \( P<.001 \)). When separately assessing samples from female participants, we observed a mean AUROC of 0.55 (SD 0.03; \( P=.01 \)). The model constructed from the samples from male participants achieved a mean AUROC of 0.57 (SD 0.07; \( P=.002 \)). The mean AUROC increased to 0.62 (SD 0.03; \( P<.001 \)) on the all-sample data set when demographic information (age, sex, and income) was included, indicating the importance of demographics when screening for anxiety disorders. The performance also increased for the female sample to a mean of 0.62 (SD 0.04; \( P<.001 \)) when using demographic information (age and income). An increase in performance was not observed when demographic information was added to the model constructed from the male samples.
Conclusions: A logistic regression model using acoustic and linguistic speech features, which have been suggested to be associated with anxiety disorders in prior studies, can achieve above-random accuracy for predicting GAD. Importantly, the addition of basic demographic variables further improves model performance, suggesting a role for speech and demographic information to be used as automated, objective screeners of GAD.

(JMIR Form Res 2022;6(10):e39998) doi:10.2196/39998
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Introduction

Anxiety disorders are characterized by an excessive and uncontrollable fear of what is to come and are associated with preparation for possible future adverse events [1]. Although anxiety is an important emotion that helps us prepare for future events, it limits the performance of day-to-day tasks when it becomes uncontrollable. Anxiety disorders are one of the most common mental health issues with an incidence of approximately 10% in the Canadian population [2]. Unfortunately, many Canadians affected by anxiety are unable to access psychological and psychiatric resources [3] due in part to the cost [4] and the general lack of availability [5]. Some of this deficit may be addressed using methods that automate certain aspects of the measurement and diagnosis of anxiety disorders.

In this study, we focused on generalized anxiety disorder (GAD) [6] and sought to automatically detect GAD from speech. We monitored speech because it is possible to passively and frequently sample ambient speech, ensuring that the privacy and confidentiality of the participants are appropriately handled. The capability to detect anxiety from ambient speech could be part of a system to automatically screen for anxiety, monitor treatment, and detect relapse.

We anticipated the following scenario for a system that included the capability to automatically predict anxiety from speech. Such a system would sample a sequence of the participant’s speech throughout the day and produce multiple predictions. Depending on the accuracy of individual predictions, the system could use multiple predictions to increase the overall accuracy of the final screening result. Note that this approach uses passively collected speech, which gives rise to its own challenges, including the need for a process of speaker identification to select words spoken by the participant.

Another motivation for pursuing the automatic detection of anxiety from speech is to avoid the subjectivity normally present in the screening and diagnosis of GAD. The current gold standard diagnosis for GAD is influenced by both the subject information supplied by a patient to a clinician and the subjective judgment of that information by the clinician. This subjectivity can lead to inaccurate diagnostic outcomes in patients [7]. There is a potential benefit of an objective marker of anxiety. In this study, we explored how well such a biomarker could be obtained from a person’s speech. Prior studies suggest that anxiety influences the acoustic features of speech [8], as these features are difficult for a person to control [9]. Moreover, anxiety may also manifest in the choice of words, which we refer to as linguistic features [10].

In an earlier study [11], we identified acoustic and linguistic features of speech that were correlated with anxiety as measured by the Generalized Anxiety Disorder 7-item (GAD-7) scale. Building on our earlier study and using the same participants and data, in this study, we aimed to build and measure the performance of a model that predicts whether participants are above or below the screening threshold for GAD on a much larger scale than what prior studies did. Previous studies validating the GAD-7 scale have shown that using a cut point of ≥10 optimizes sensitivity and specificity for identifying individuals with a diagnosis of GAD [12]. The model makes use of the previously identified features of speech together with the demographics of the participants.

This paper is organized as follows: the next subsection summarizes related work on anxiety prediction and proposes a hypothesis. The Methods section describes the speech sample collection methods, set of features used, and construction and evaluation of predictive models. The Results section presents the demographics of the participants and performance of the prediction model, while the Discussion section discusses the results and their implications for future research on anxiety detection.

Related Work

Several previous studies have measured the association between speech features and various forms of anxiety, and other efforts sought to automatically detect anxiety from acoustic and linguistic features of speech. The studies explored in this section examine a broader class of anxiety disorders, including internalizing disorders, social phobia or social anxiety disorders (SADs), panic disorder, agoraphobia, and GAD.

McGinnis et al [13] identified several acoustic characteristics of speech that can be used to detect anxiety disorders in children. They studied the speech of 71 participants between the ages of 3 and 8 years and were able to detect internalizing disorders (a collective term for anxiety and depression). The authors extracted and selected several acoustic features from the speech produced in a 3-minute task based on the Trier Social Stress Test (TSST) for children [14]. These features included the zero-crossing rate, Mel frequency cepstral coefficients [15], zero-crossing rate of the z score of the power spectral density, dominant frequency, mean frequency, perceptual spectral centroid, spectral flatness, and the skew and kurtosis of the power spectral density. Several models were built to predict...
whether children had an internalizing disorder (43/71, 61%) or were healthy. Both logistic regression (LR) and a support vector machine (SVM) analyses [16] achieved a classification accuracy of 80%.

Weeks et al [17] found a relationship between anxiety and voice alterations. Their study showed a link between vocal pitch (characterized by fundamental frequency [F0]) and SAD. They collected impromptu speech samples from 46 undergraduate students, 25 (54%) with a diagnosis of SAD and 21 (46%) healthy controls. The participants also completed the Beck Anxiety Scale as a measure of self-reported anxiety severity [18]. Their results indicated that the mean F0 was positively correlated ($r=0.72$; $P=0.002$) with anxiety severity in all male participants. However, the correlation in female participants was weaker ($r=0.02$; $P=0.92$), indicating possible sex differences in the relationship between anxiety severity and vocal pitch. In a related continuing study [19], the authors attempted to classify men with SAD using the mean F0. Using a mean F0 value of 122.78 Hz, they achieved a sensitivity of 89% (8/9 male patients with SAD correctly classified) and a specificity of 100% (4/4 male healthy controls correctly classified).

Salekin et al [20] explored methods for detecting social anxiety and depression from an audio clip of a person’s speech. Their data set included a 3-minutes speech sample from each of the 105 participants describing what they liked and disliked about college or their hometown. The participants were asked to report their peak levels of anxiety during the speech. The authors presented and used a novel feature modeling technique called NN2Vec that can identify the relationship between a participant’s speech and affective states. Using the features from NN2Vec and a bidirectional Long Short-Term Memory Multiple Instance Learning network, they were able to detect speakers with high social anxiety with an $F_1$-score of 90.1% and speakers with depression symptoms with an $F_1$-score of 85.4%.

Baird et al [21] explored the effect of anxiety on speech by attempting to predict anxiety using sustained vowels. Their data set comprised 239 speakers (69 male participants) aged 18 to 68 years who performed various vocal exercises, which included sustained vowel sounds. They used the Beck Anxiety Inventory (BAI) [22] questionnaire as a label for each participant. The BAI is also one of the scales used to screen for GAD. They used 4 classes of sustained (a) vowels from each participant: a sad phonation, a smiling phonation, a comfortable phonation, and a powerful or loud phonation. From the sustained vowels, they extracted acoustic features such as the SD of F0, intensity, and harmonic-to-noise ratio. Using these features and a BAI label, they trained a support vector regressor with a linear kernel and used Spearman correlation between the predicted and the actual label to evaluate the performance of their model. They split their data into training and test sets and achieved a Spearman correlation of 0.243 on the test data set. They reported a better performance of a Spearman correlation of 0.59 when they only considered the group with high BAI scores, indicating that the symptoms of anxiety are more observable in individuals with high anxiety.

Rook et al [23] hypothesized that the worrying behavior in GAD comes from the verbal linguistic process. They attempted to predict GAD using only linguistic patterns. A total of 142 undergraduate students (56 male and 86 female participants) were recruited and asked to recall and write down an anxious experience during their university life. Each participant filled out the GAD-7 scale score and the behavioral inhibition/behavioral approach scale (BIS/BAS) [24]. The Linguistic Inquiry and Word Count (LIWC) [25] method was used to extract features from the texts written by the participants. Another set of features was also used by combining the LIWC features with BIS/BAS scores. Several machine learning models were explored, including SVM with linear kernel, LR, naïve Bayes, and random forest. Their results showed that all the models performed significantly better than a random model. In addition, better performance was obtained from all the models except the SVM when the LIWC and BIS/BAS features were used together as inputs compared with using only the LIWC features.

Di Matteo et al [26] examined the relationship between passively collected audio data and anxiety and depression. Their study continued for 2 weeks, where 84 participants installed an app on their smartphone that collected the average volume of sounds (the average of 15-second audio collected every 5 minutes) and the presence or absence of speech in the environment. They then extracted 4 environmental audio-based features: daily similarity, sleep disturbance (on all nights and weeknights only), and speech-presence ratio. Their results showed that none of the extracted features were significantly correlated with anxiety. However, these features were significantly correlated with depression: daily similarities ($r=−0.37$; $P<.001$), sleep disturbance on weeknights ($r=0.23$; $P=.03$), and speech presence ($r=−0.37$; $P<.001$).

Di Matteo et al [27] also explored the relationship between linguistic features of speech and anxiety. They used passively collected intermittent samples of audio data from participants’ smartphones, which they converted to text. The authors used the LIWC approach [25] to classify words into 67 categories. They calculated correlations using 4 self-report measures: SAD, GAD, depression, and functional impairment. They observed a significant correlation between words related to perceptual process ($r=0.31$; $P=.003$) and words related to rewards with GAD ($r=−0.29$; $P=.007$).

In their third study, using the data collected from the 84 participants, Di Matteo et al [28] attempted to predict GAD, SAD, and depression from the smartphone-collected data. The features used in this study included daily similarity, speech presence, weeknight sleep disturbance, death-related words, number of locations visited, number of exits from home, screen use, and time in darkness. Although the models built on these features achieved an above-random prediction accuracy for SAD and depression, they did not observe above-random prediction accuracy for GAD.

Overall, prior studies suggest that it is possible to detect anxiety disorders from speech. However, the largest sample size among these previous studies was a total of 239, with an average of 115 participants, which limits the generalizability of the results. In addition, the number of participants might not be the only factor affecting generalizability. Apart from the studies by Di
Matteo et al [28] and Baird et al [21], the prior studies were mostly limited to very specific demographics: McGinnis et al [13] focused on children; Weeks et al [17], Salekin et al [20], and Rook et al [23] focused on undergraduate students at a university or college.

We hypothesized that by recruiting a substantially larger cohort (N=2000) with broader demographic characteristics than that in prior studies, it is possible to achieve above-random prediction accuracy in screening for GAD using acoustic and linguistic features that have been previously suggested.

**Methods**

**Data Collection**

**Recruitment and Demographics**

We must note that the participants recruited and the data used in this study are the same as those in our earlier study [11], which focused solely on the correlations between acoustic and linguistic features of speech and the GAD-7. This study used those features and additional demographics to construct a predictive model. Participants were recruited from a nonclinical population using Prolific [29], a web-based human participant recruitment platform. The inclusion criteria for this study were an age range of 18 to 65 years, fluency in English, English as a first language, and at least 10 previous studies completed on Prolific, with 95% of these previous Prolific tasks completed satisfactorily (as labeled by the study author). The Prolific platform also provided several relevant demographics of the participants, including their age and income. The data set was also balanced for sex (50% female and 50% male).

Participants who completed the study were paid £2 (approximately CAD $3.41; US $2.74) for approximately 15 minutes of work. They completed the entire study remotely, using their PCs.

**Study Procedure**

Participants were recruited on Prolific for a 10- to 15-minute task implemented through a custom website. Our earlier paper on the correlates of anxiety [11] described the data collection procedure in detail. Parts of the data collection procedure that are relevant for the purpose of this study are described in the following sections.

On the Prolific platform, individuals who met the inclusion criteria were presented with the opportunity to participate in this study. Those who wished to participate clicked on the study link, which brought them to a consent form that described the procedure and goals of the study and provided information on data privacy. If a participant provided consent, a hyperlink brought them to an external web app that implemented the tasks described in further sections.

Participants were asked to fill out the standard GAD-7 questionnaire [12] described in more detail in the Anxiety Measures section. They were then asked to perform a speech task, which was recorded using their computer microphone. The speech task followed a modified version of the widely used TSST [30], which aimed to evoke a moderate amount of stress from each participant. Prior studies [31,32] have shown higher activation (cardiovascular, skin conductance, and plasma levels of norepinephrine and testosterone) in participants with relatively higher anxiety after exposure to moderate stress induced by the TSST.

In the modified version of TSST, participants were told to imagine that they were job applicants invited for an interview with a hiring manager. They were told to imagine that it was a job that they really wanted—their so-called “dream” job. They were given a few minutes to prepare—to choose their “dream” job—and to think about how they would convince an interviewer that they were the right person for that position. Participants were also told that the recorded video would be viewed by researchers studying their behavior and language. Participants were then asked to speak for 5 minutes, making the case for themselves to be hired for that dream job.

Note that in the original TSST [30], participants would normally deliver their speech in front of a live panel of judges. If a participant finished their delivery in <5 minutes, the judges in the original TSST design would encourage the participant to speak for the full 5 minutes. For example, a statement of encouragement in the original TSST was, “What are your personal strengths?” In the modified TSST, we implemented a similar method to encourage participants to speak for the full 5 minutes; when our system detected silence (the absence of speech for >6 seconds), it would display several different prompts inviting participants to keep speaking on different topics related to the task. Finally, the modified TSST only included the first part of the original TSST, not the second task, which involved the performance of mental arithmetic.

**Anxiety Measures**

We aimed to predict, based on features of the speech, if a participant is above or below the screening threshold for GAD based on the GAD-7 scale. The GAD-7 [12] scale is a 7-item questionnaire that asks participants how often they were bothered by anxiety-related problems during the previous 2 weeks. Although the 2-week time period suggests that the GAD-7 measures a temporary condition, this is in contrast to the fact that a GAD diagnosis requires a 6-month duration of symptoms [33,34]. However, the GAD-7 has been validated as a diagnostic tool for GAD using a cutoff threshold of 10, with a sensitivity of 89% and specificity of 82% [12]. Thus, we chose to use the GAD-7 threshold of 10 to obtain a binary label of GAD as the indicator of anxiety.

Each of the 7 questions on the GAD-7 has 4 options for the participant to select, indicating how often they have been bothered by anxiety-related problems during the scale. These options and their numerical ratings are as follows: 0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day. The final GAD-7 score is a summation of the values for each question, giving a severity measure for GAD ranging from 0 (no anxiety symptoms) to 21 (severe anxiety symptoms).

**Separation of Data for Analysis**

Certain demographic attributes were directly indicative of anxiety. For example, sex is known to influence the prevalence of anxiety [35]. In addition, both age [36] and income [37]...
influence anxiety. Owing to the strong effect of sex and our interest in analyzing the effect of anxiety on both the sexes separately, we created a separate data set for female and male participants, in addition to the combined data set.

**Inputs to the Classification Model**

The inputs to our models were acoustic and linguistic features that were determined in a previous study [11] to have a statistically significant correlation with the GAD-7. These features were found to be correlated with the GAD-7 after controlling for demographic variables such as age, sex, and personal income. These features are presented in Table 1 as all-sample, female sample, and male sample data sets. The definitions of these features are presented in Multimedia Appendix 1.

In addition to the acoustic and linguistic features, we explored the use of demographic information, such as age, sex, and personal income, as input features to the model. We decided to use these demographics as features in the model because they were available to us from the Prolific recruitment platform [29]. Should the model be used as a diagnostic screener in the future, it should be possible to obtain these demographics.
Table 1. Correlation of statistically significant acoustic and linguistic features with Generalized Anxiety Disorder-7 item (GAD-7) scale—results taken from earlier study (N=1744).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Data set</th>
<th>All-sample</th>
<th></th>
<th>Female sample (n=862)</th>
<th></th>
<th>Male sample (n=882)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value</td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
</tr>
<tr>
<td>AllPunc</td>
<td></td>
<td>–0.12</td>
<td>&lt;.001</td>
<td>–0.13</td>
<td>&lt;.001</td>
<td>–0.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WC</td>
<td></td>
<td>–0.11</td>
<td>&lt;.001</td>
<td>–0.14</td>
<td>&lt;.001</td>
<td>–0.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Speaking duration</td>
<td></td>
<td>–0.13</td>
<td>&lt;.001</td>
<td>–0.13</td>
<td>&lt;.001</td>
<td>–0.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Period</td>
<td></td>
<td>0.08</td>
<td>&lt;.001</td>
<td>0.08</td>
<td>&lt;.001</td>
<td>0.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>assent</td>
<td></td>
<td>0.10</td>
<td>&lt;.001</td>
<td>0.10</td>
<td>.004</td>
<td>0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>negemo</td>
<td></td>
<td>0.11</td>
<td>&lt;.001</td>
<td>0.11</td>
<td>&lt;.001</td>
<td>0.08</td>
<td>.01</td>
</tr>
<tr>
<td>relativ</td>
<td></td>
<td>–0.09</td>
<td>&lt;.001</td>
<td>–0.09</td>
<td>&lt;.001</td>
<td>–0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>motion</td>
<td></td>
<td>–0.10</td>
<td>&lt;.001</td>
<td>–0.09</td>
<td>&lt;.001</td>
<td>–0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shimmer</td>
<td></td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>swear</td>
<td></td>
<td>0.10</td>
<td>&lt;.001</td>
<td>0.10</td>
<td>&lt;.001</td>
<td>0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>anger</td>
<td></td>
<td>0.08</td>
<td>&lt;.001</td>
<td>0.11</td>
<td>.002</td>
<td>0.10</td>
<td>.004</td>
</tr>
<tr>
<td>mfcc_std_2</td>
<td></td>
<td>–0.09</td>
<td>&lt;.001</td>
<td>–0.09</td>
<td>&lt;.001</td>
<td>–0.09</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>mfcc_std_3</td>
<td></td>
<td>–0.09</td>
<td>&lt;.001</td>
<td>–0.09</td>
<td>&lt;.001</td>
<td>–0.09</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>focusfuture</td>
<td></td>
<td>0.01</td>
<td>&lt;.001</td>
<td>0.01</td>
<td>&lt;.001</td>
<td>0.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>mfcc_mean_2</td>
<td></td>
<td>–0.11</td>
<td>&lt;.001</td>
<td>–0.11</td>
<td>&lt;.001</td>
<td>–0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>adverb</td>
<td></td>
<td>–0.10</td>
<td>&lt;.001</td>
<td>–0.10</td>
<td>&lt;.001</td>
<td>–0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>time</td>
<td></td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>function</td>
<td></td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>negate</td>
<td></td>
<td>0.08</td>
<td>&lt;.001</td>
<td>0.08</td>
<td>&lt;.001</td>
<td>0.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>prep</td>
<td></td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WPS</td>
<td></td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>anx</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>f0_std</td>
<td></td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>hear</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>mfcc_std_5</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>death</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ipron</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>see</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>affect</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>i</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>family</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>mfcc_std_4</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>sad</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ppron</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>space</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>article</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>leisure</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>friend</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>lpcc_std_6</td>
<td></td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
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## Construction and Evaluation of Classification Models

In this study, we aimed to evaluate the performance of a binary classifier that predicts if a person’s speech sample is in the “anxious” or “nonanxious” class based on the features of speech. The binary classification label is determined by processing the GAD-7 scale (which ranges from 0 to 21 in value) into 2 classes, anxious (GAD-7≥10) and nonanxious (GAD-7<10), where 10 is a well-established screening threshold [12] for GAD.

An LR model was trained on the training data to make predictions between the 2 classes. The construction and evaluation steps were as follows. First, the input features were normalized, so that each feature would have a mean of 0 and an SD of 1. Next, the data were undersampled to equalize the representations from both the anxious and nonanxious classes. This avoided the problem of class imbalance, which, if occurred, caused low predictive accuracy for the minority class (which was the anxious class in our case). Therefore, samples were randomly selected and removed from the majority class until the majority class had an equal number of samples to the minority class.

The model construction and training step used 3 data sets: a training data set, which was used to train the model; a validation data set, which was used to select the best hyperparameters during training; and a test data set, which was used to evaluate the performance of the trained model using area under the receiver operating characteristic (AUROC) metrics. These data sets were created within each sampling of the cross-validation (CV) scheme described next.

### Feature Selection

During the construction of the model, a subset of features was selected from the features listed in Table 1. The goal of feature selection was to avoid using duplicate information (where the same information was present in different features) and maximize the prediction performance of our model.

To avoid the use of duplicate information, we first calculated the intercorrelations between all the features presented in Table 1.
We then used only one of each pair of the highly correlated ($r>0.8$) features.

In the model construction, it might not always be true that using all the available features maximizes the prediction accuracy; doing so may actually reduce accuracy owing to overfitting [39]. Thus, to maximize the prediction performance of our model, we selected a subset of features using the following method: we began with the single feature that had the highest correlation with the GAD-7 and then measured the prediction performance of a trained model (on a validation data) using only that feature. Subsequent features were then added one-by-one in order of correlation until all the significant features (presented in Table 1) were used (ie, until adding 1 more feature no longer improved the prediction performance).

**Statistical Analysis**

To evaluate the performance of the prediction models, the mean AUROC of the 35 models was compared with the mean AUROC of a model that made a random prediction (ie, mean AUROC close to 0.5) using a modified 1-tailed $t$ test developed by Bouckaert and Frank [40]. The modified $t$ test considers the fact that the individual AUROC values are not independent from each other, whereas in the original $t$ test, the samples are expected to be independent. In our case, because the AUROC generated from a model shared some training data (owing to multiple undersampling and the 5-fold CV) with another, the AUROC values were not independent of each other. In our results, we considered a statistically significant difference at a $P$ value significance level of .05.

**Ethics Approval**

This study was approved by the University of Toronto Research Ethics Board (protocol #37584).

**Results**

**Recruitment and Data Inclusion**

A total of 2000 participants provided acceptable submissions from November 23, 2020, to May 28, 2021, and thus received payments. We reviewed the input data and audio for quality and included 1744 participants in the analysis. A detailed description of recruitment and data quality filtering was provided in our previous study [11].

**Data Overview and Demographics of Participants**

Of the 1744 participants, 540 (30.96%) were above the GAD-7 screening threshold of 10 and 1204 (69.04%) were below the GAD-7 screening threshold of 10. Hereon, we will refer to those participants with a GAD-7 score $\geq$10 as the *anxious class* and those with a GAD-7 score $<$10 as the *nonanxious class*.

Table 2 shows participant demographics obtained from the Prolific recruitment platform. Column 1 of Table 2 provide the names of demographic attributes and each category, while columns 2 and 3 give the number (and percentage) of participants with that attribute in the anxious and nonanxious groups, respectively. The last column gives the $P$ values for the chi-square test of the null hypothesis that the difference in categories is independent, to determine if there is a significant difference between the anxious and nonanxious groups, for each categorical factor.
Table 2. Demographics split by anxious and nonanxious label and chi-square test (N=1744).

<table>
<thead>
<tr>
<th>Demographic factors</th>
<th>Anxious, n (%) (n=540)</th>
<th>Nonanxious, n (%) (n=1204)</th>
<th>Chi-square test, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>229 (26)</td>
<td>653 (74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>311 (36.1)</td>
<td>551 (63.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported ongoing mental health illness or condition</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>297 (48.8)</td>
<td>311 (51.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>243 (21.4)</td>
<td>893 (78.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Personal income (£a)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>181 (39.2)</td>
<td>281 (60.8)</td>
<td></td>
</tr>
<tr>
<td>10,000-19,999</td>
<td>112 (35)</td>
<td>208 (65)</td>
<td></td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>92 (26.2)</td>
<td>259 (73.8)</td>
<td></td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>60 (24.6)</td>
<td>184 (75.4)</td>
<td></td>
</tr>
<tr>
<td>40,000-49,999</td>
<td>36 (24.8)</td>
<td>109 (75.2)</td>
<td></td>
</tr>
<tr>
<td>50,000-59,999</td>
<td>20 (21.3)</td>
<td>74 (78.7)</td>
<td></td>
</tr>
<tr>
<td>≥60,000</td>
<td>39 (30.5)</td>
<td>89 (69.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-19</td>
<td>27 (38)</td>
<td>44 (62)</td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>239 (38.7)</td>
<td>379 (61.3)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>162 (32.7)</td>
<td>334 (67.3)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>67 (23.4)</td>
<td>219 (76.6)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>39 (22.8)</td>
<td>132 (77.2)</td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>6 (5.9)</td>
<td>96 (94.1)</td>
<td></td>
</tr>
</tbody>
</table>

a £=US $1.37.

Classification Model Performance

In this section, the mean AUROC of a binary classification model that classified between anxious and nonanxious classes is presented. The following subsections summarize our main empirical results for different types of inputs to the classification models.

Acoustic and Linguistic Features as Input

The mean AUROC for the model constructed using a subset of the acoustic and linguistic features selected using the feature selection method described in the Methods section is reported. As described in the Methods section, the features that contain very similar information were not used based on the intercorrelation between the features. Table 3 presents the features with high intercorrelation (r>0.8) between the features presented in Table 1. We only considered using one of each pair of the highly intercorrelated features.

Table 3. Features with high intercorrelation (similar features) with each other.

<table>
<thead>
<tr>
<th>Sample and feature</th>
<th>r</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All samples</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AllPunc, Period</td>
<td>0.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>i, ppron</td>
<td>0.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Female samples</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AllPunc, Period</td>
<td>0.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intensity_mean, intensity_std</td>
<td>0.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Male samples</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AllPunc, Period</td>
<td>0.93</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
As described in the Methods section, the acoustic and linguistic features starting with the feature with the highest correlation were included in the model, incrementally, if they showed improvement in the performance of the model. Table 4 shows the subset of features used for the 3 data sets, and Figure 1 shows the mean AUROC as a function of the number of selected features. Using the feature selection method discussed in the Methods section, the number of features required to produce the maximum mean AUROC was 11 for the all-sample, 7 for the female sample, and 11 for the male sample data set, as shown in Table 4. The best model is the one that included all the features listed in Table 4 (according to the data set).

Table 4 shows the mean AUROC across the 35 data splits, as described in the Methods section. It also provides results of the 1-tailed t test comparison of the best model with that of a random model.

Table 4. Subset of acoustic and linguistic features used in the 3 models after feature selection.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Data set</th>
<th>All-sample</th>
<th>Female sample</th>
<th>Male sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
</tr>
<tr>
<td>AllPunc</td>
<td>0.13</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Assent</td>
<td>0.1</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Relativ</td>
<td>-0.09</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Motion</td>
<td>-0.08</td>
<td>&lt;.001</td>
<td>-0.1</td>
<td>.003</td>
</tr>
<tr>
<td>mfcc_std_2</td>
<td>-0.08</td>
<td>.002</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>mfcc_std_3</td>
<td>-0.07</td>
<td>.002</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Focusfuture</td>
<td>-0.07</td>
<td>.003</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>mfcc_std_5</td>
<td>-0.06</td>
<td>.01</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Death</td>
<td>0.06</td>
<td>.01</td>
<td>0.07</td>
<td>.04</td>
</tr>
<tr>
<td>See</td>
<td>-0.06</td>
<td>.01</td>
<td>-0.09</td>
<td>.006</td>
</tr>
<tr>
<td>mfcc_std_4</td>
<td>-0.05</td>
<td>.045</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Period</td>
<td>—</td>
<td>—</td>
<td>0.16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dic</td>
<td>—</td>
<td>—</td>
<td>-0.08</td>
<td>.02</td>
</tr>
<tr>
<td>Power</td>
<td>—</td>
<td>—</td>
<td>0.07</td>
<td>.03</td>
</tr>
<tr>
<td>lpcc_std_10</td>
<td>—</td>
<td>—</td>
<td>-0.07</td>
<td>.03</td>
</tr>
<tr>
<td>speaking_duration</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Leisure</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Time</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ppron</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Negemo</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Article</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>mfcc_mean_5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>f1_mean</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*aNot available because the correlation was not significant.
Figure 1. Mean area under the receiver operating characteristic (AUROC) as a function of the number of selected features.

Table 5. Mean area under the receiver operating characteristic (AUROC) of a model trained using the subset of features (N=1744).

<table>
<thead>
<tr>
<th>Data set</th>
<th>AUROC, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-sample</td>
<td>0.59 (0.02)</td>
<td>4.93 (34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female sample (n=862)</td>
<td>0.60 (0.04)</td>
<td>4.25 (34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male sample (n=882)</td>
<td>0.61 (0.06)</td>
<td>4.21 (34)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Using Participants’ Demographics

This section presents the performance of the model when augmented with age, sex, and income demographic information. Table 6 shows the mean AUROC of the LR model that used both demographic information and acoustic and linguistic features. It also included a modified t test comparison with a random model.

Table 6. Mean area under the receiver operating characteristic (AUROC) of a model trained using demographic information (age, sex, and income) in addition to the acoustic and linguistic features and comparison with a random model (N=1744).

<table>
<thead>
<tr>
<th>Data set</th>
<th>AUROC, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-sample</td>
<td>0.64 (0.03)</td>
<td>6.21 (34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female sample (n=862)</td>
<td>0.66 (0.04)</td>
<td>5.89 (34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male sample (n=882)</td>
<td>0.62 (0.07)</td>
<td>4.36 (34)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 7 shows the results of the t test between the model with only acoustic or linguistic features and the model that also used demographic information. Table 8 separates each of the demographic features and shows the mean AUROC of these models when using a single demographic at a time, together with the acoustic and linguistic features.

Table 7. Comparison of model trained using only acoustic or linguistic features with model that also uses demographic information (N=1744).

<table>
<thead>
<tr>
<th>Data set</th>
<th>AUROC&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics, acoustic and linguistic features</td>
<td>0.64 (0.03)</td>
<td>4.01 (34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Acoustic and linguistic features</td>
<td>0.59 (0.02)</td>
<td>4.21 (34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>All-sample</td>
<td>0.60 (0.04)</td>
<td>4.01 (34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female sample (n=862)</td>
<td>0.62 (0.07)</td>
<td>0.76 (34)</td>
<td>.45</td>
</tr>
<tr>
<td>Male sample (n=882)</td>
<td>0.61 (0.06)</td>
<td>0.76 (34)</td>
<td>.45</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating characteristic.
The main objective of this study was to investigate the prediction performance of a model that screens for GAD from acoustic and linguistic features of impromptu speech. To do so, we have explored an LR model, and in the following subsections, we discuss the findings presented in the Results section, as well as the limitations of this study.

### Principal Findings

**Recruitment and Data Inclusion**

As the study continued from November 23, 2020, to May 28, 2021, the recruitment took place during the global COVID-19 pandemic. We speculated that this might have resulted in an above-normal number of participants who work remotely using their personal computers, hence making web-based recruitments relatively quicker.

**Demographics of Participants**

The percentage of anxious and nonanxious participants shows that the anxious group made up to 30.96% (540/1744) of the total, which is much higher than the general population rate of 10% [2]. Previous studies [11,26-28,41] that also used participants recruited from Prolific showed a higher number of anxious participants in the recruitment pool. Table 2 sheds some light on this difference, showing that a similarly high fraction of participants self-reported on their Prolific profile that they have an ongoing mental health condition.

We also aimed to obtain broader demographics than those in the prior study. Most prior studies focused on a certain type of demographics, such as the study by McGinnis et al [13], which focused on children, and the studies by Week et al [17], Salekin et al [20], and Rook et al [23], which focused on undergraduate students. Both these types significantly limited the age range of the participants. The data presented in Table 2 show that the age range of our participants had a broader distribution. The data presented in Table 2 show that the age range of our participants had a broader distribution. The age range is relatively quicker.

**Acoustic and Linguistic Features as Input**

The LR used statistically significant acoustic and linguistic features selected by the feature selection method discussed in the Methods section and presented in Table 4. Although the correlation between the features used and the GAD-7 was very small (the highest being 0.13), the model built using these features was able to perform significantly better (with $P<0.05$) than a random model. The mean AUROC results presented in Table 5 suggest that there is some signal to be detected from the combined effect of the acoustic and linguistic features of speech.

Although it is possible to use the GAD-7 scale to screen for GAD (it has a sensitivity of 89% and a specificity of 82% [12]), it cannot serve the purpose of our study, which is a continuous and passive monitoring of a participant. By contrast, an automated screener that listens passively to speech has the potential to frequently monitor speech samples from participants. Furthermore, the probability of correct prediction can be improved by using multiple measurements under the assumption that each measurement from different speech is relatively independent.

This enhanced accuracy could be achieved by considering the model’s native accuracy as follows: let the accuracy of a correct prediction from a single measurement be $a$, and we take $N$ successive measurements, based on $N$ successive speech samples, using our model. As a decision procedure, we would decide that most of the measurement is correct—whichever result, anxious or nonanxious, happens in more than $N/2$ of the measurements. We were interested in the probability that this decision procedure will produce a correct result. The probability that $n$ or more of the $N$ measurements would have a correct prediction can be calculated using the cumulative binomial distribution function (Inline graphic 1). Given the decision procedure of taking the correct result to be the majority result of the $N$ trials, we set the value of $n$ to be $N/2$, which computes the probability of more than $N/2$ correct answers. As long as the single prediction $a$ is $>0.5$, the computed probability $A$ will be $>a$. It should be noted that this result does rely on the assumption that the measurements are independent when, in reality, they are not because the measurements were taken from the same person. However, the set of words coming from the person was different, and more spaced-out measurements might have reduced the dependency between the samples. To summarize, it is possible to increase the accuracy of correct predictions by taking multiple measurements and taking the class (anxious or nonanxious) that has been predicted most of the time as the final predicted value.

**Participants’ Demographics as Input Features**

In a scenario in which an anxiety screening or prediction model can be deployed, an individual’s demographic information can easily be collected. Thus, it is reasonable to explore the predictive capability of this additional information. Table 6

---

### Table 5

<table>
<thead>
<tr>
<th>Data set</th>
<th>AUROC of model using acoustic and linguistic features (N=1744)</th>
<th>Mean AUROC (SD)</th>
<th>Sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-sample</td>
<td>0.59 (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female sample (n=862)</td>
<td>0.66 (0.04)</td>
<td>0.6 (0.05)</td>
<td></td>
</tr>
<tr>
<td>Male sample (n=882)</td>
<td>0.62 (0.07)</td>
<td>0.61 (0.06)</td>
<td></td>
</tr>
</tbody>
</table>

**Note**: N/A: not applicable.

---

### Table 8

<table>
<thead>
<tr>
<th>Data set</th>
<th>AUROC of model using acoustic and linguistic features and including only one of the demographics</th>
<th>Mean AUROC (SD)</th>
<th>Income</th>
<th>Sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-sample</td>
<td>0.6 (0.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female sample (n=862)</td>
<td>0.6 (0.05)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male sample (n=882)</td>
<td>0.61 (0.06)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

The percentage of anxious and nonanxious participants shows that the anxious group made up to 30.96% (540/1744) of the total, which is much higher than the general population rate of 10% [2]. Previous studies [11,26-28,41] that also used participants recruited from Prolific showed a higher number of anxious participants in the recruitment pool.
shows that a model built using demographic information as input in addition to the acoustic and linguistic features was still able to perform significantly better than a random model. Table 7 compares this model with a model that used only acoustic and linguistic features as input. The results show that the demographic information significantly improved the mean AUROC of the models built on the all-sample and female sample data sets but failed on the model built on the male sample data set.

The impact of each demographic variable was explored separately. Table 8 shows the mean AUROC of the model when only one of the demographics was used together with the acoustic and linguistic features. The addition of age affected the prediction performance of the model, whereas the addition of either sex or income did not show a significant improvement. In addition, the fact that the addition of age affected the prediction performance for the model built on female participants suggests that their anxiety depends on age compared with anxiety in male participants.

Comparing our results with a prior study that aimed to predict GAD, there were studies that achieved the above-random prediction for GAD [21,23], and there were studies that did not [28]. Our models performed significantly better than the random model, and we speculated that this might be attributed to the larger and demographically broad sample size that enabled our model to learn a large amount of information in predicting GAD. We also note that a prior study that did not succeed in predicting GAD [28] did, in fact, succeed in predicting SAD. They believed that the symptoms of SAD might be more manifested in the participants' behavior and, therefore speech, compared with GAD. Other studies focusing on SAD have also been successful in above-random prediction [17,20].

Limitations
A limitation of this study arises from the data collection method used with respect to the scenarios of use that were described in the Introduction section. We suggested that the prediction of anxiety from speech could be applied to passively collected speech data gathered while the patient is going through their daily activities. This could help in automated anxiety screening, treatment monitoring, and relapse detection. However, the data used in this study were actively collected when the participants spoke in front of a camera, and it may be substantially different from such passively collected speech. Future studies could investigate the models that we suggest using passively collected speech.

Another limitation was the use of a web-based participant recruitment method. Individuals willing to work on a web-based participant recruitment platform may be limited to a particular type of demographics in a certain society. For example, we noted that in our recruitment pool, there was a higher percentage of anxious participants compared with the general population. In our study, we sought generalizability, and even though our participants were more diverse in terms of demographics compared with prior studies, it could be more generalizable if we recruited participants from sources other than the web-based recruitment.

Another limitation was the artificial setup used to replicate the original TSST. In the original TSST, participants described their dream job in front of a live panel of judges. Owing to the restrictions that the COVID-19 pandemic had caused, we were not able to recruit participants for an in-person study; instead, we had participants describe their dream job in front of a camera at their own location (with different recording devices). Despite its limitations, this approach also had important benefits because it enabled us to recruit a large number of participants, which would otherwise have been extremely difficult for an in-person study.

Conclusions
In this study, we developed a model to predict the presence or absence of GAD based on the speech features. These speech features were chosen because prior studies have suggested that they are associated with other types of anxiety disorders including GAD. Our results have shown that it is possible to achieve the above-random prediction accuracy for GAD from the acoustic and linguistic features of speech while using a larger and more generalizable sample size. Prediction accuracy can also be further improved by adding basic demographic information. Even though we have investigated adding 3 different types of demographic variables (age, sex, and income), the most influential variable that showed improvement in prediction accuracy was age.

Furthermore, we have discussed that the results from multiple measurements have the possibility to improve prediction accuracy. Therefore, we recommend that future studies explore the collection of multiple speech samples sampled throughout the day or week and investigate the extent to which the prediction accuracy can be improved. This will allow for the acoustic and linguistic features of speech, together with basic demographic information, to be used in a system to trigger early intervention, monitor treatment responses, or detect relapses.
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Abstract

Background: Variation in family therapeutic intervention fidelity has an impact on outcomes. The use of video conferencing technology can strengthen therapist fidelity to family therapeutic interventions.

Objective: This article explores indicators of feasibility and acceptability for a video-delivered family therapeutic intervention for perinatal women with depressive symptoms and family conflict. The objectives of this article are to describe indicators of feasibility, including therapist fidelity to the intervention and technological factors that relate to implementation of the intervention, as well as indicators of acceptability for participants of the intervention.

Methods: The data included in this article are from an ongoing randomized trial of the Resilience Enhancement Skills Training (REST) video-delivered family therapeutic intervention. Participant recruitment and data collection are still underway for this clinical trial. Of the 106 participants who are currently enrolled in this study, 54 (51%) have been randomized to receive REST from May 2021 through July 2022. Currently, 2 therapists are delivering the intervention, and the training procedures for therapists are summarized herein. Therapist fidelity to the family therapeutic intervention was assessed in 67 audio recorded sessions. The training procedures were summarized for use of video conferencing technology by therapists and the 54 study participants. Knowledge of the video conferencing technology features was assessed in therapists and study participants by the number of attempts required to use the features. Participant responsiveness to the intervention was assessed by the percentage of attended sessions and percentage of complete homework assignments.

Results: To date, both therapists have demonstrated high fidelity to the family therapeutic intervention and used all video conferencing technology features on their first attempt. The current participants required 1 to 3 attempts to use 1 or more of the video conferencing technology features. About 59% (n=32) of the current participants immediately accessed the features on the first attempt. Our results show that perinatal women attended all sessions, and their family members attended 80% of the sessions. To date, participants have completed 80% of the homework assignments.

Conclusions: These early findings describe indicators of the feasibility and acceptability of the video-delivered family therapeutic intervention for use with this high priority population. Upon completion of recruitment and data collection, a subsequent article will include a mixed methods process evaluation of the feasibility and acceptability of the video-delivered family therapeutic intervention.

Trial Registration: ClinicalTrials.gov NCT04741776; https://clinicaltrials.gov/ct2/show/NCT04741776

doi:10.2196/41697
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Introduction

The federal home visiting program is a voluntary program that provides parenting education to pregnant and postpartum women and their families [1]. Several studies have shown that over a third of home visited mothers (pregnant and postpartum) report clinically significant depressive symptoms [2-4]. Home visited mothers infrequently obtain treatment due to barriers (eg, lack of childcare, lack of transportation, stigma [4,5]) that are significantly greater in rural regions. Nonviolent family conflict, defined as expressed anger, criticism, and arguments [6] worsens depressive symptoms in perinatal women [7-10]. Yet, the research is limited on family therapy interventions that address depressive symptoms in perinatal populations with family conflict [11-13].

The use of HIPAA (Health Insurance Portability and Accountability Act)-compliant video conferencing technology (VCT) to deliver family therapeutic interventions that address perinatal depressive symptoms and family conflict may be a feasible strategy to increase access to treatment. However, research is limited on the feasibility of using VCT to deliver family therapeutic interventions to this population [11-13]. While the use of VCT is not new to the field of family therapy, most studies have examined the feasibility and effectiveness of interventions that primarily target parenting skills for youth with specific mental health problems (eg, [14-18]).

The rapid shift from in-person to VCT sessions during the COVID-19 pandemic created fidelity challenges in the implementation of many family therapy models that address family conflict [eg, 17]. Variation in intervention fidelity can have unintended impacts on outcomes [19,20]. Implementation science research shows that several factors (eg, therapist training, frequency of supervision, etc) contribute to intervention fidelity [19,20]. Technology influences how the therapist and family interact in sessions, which can impact adherence to the model and family outcomes [16]. Therapists who lack specific guidance on delivering models using VCT may experience problems with delivering the model as intended. For example, low bandwidth can lead to frustration in therapists and families due to having to repeat themselves, as well as omission of some session content due to reduced audio quality [18]. Thus, model developers that aim to use VCT for session delivery need to include specific steps for therapists to manage technological challenges that could interfere with session quality.

Concordantly, families need to be trained in how to use VCT to participate in the sessions. A recent systematic review [16] on the use of VCT for couple and family therapies showed that of the 37 included studies, only 3 [12,21,22] reported that families were specifically trained in the use of the VCT. Given that many families seek family therapy to address conflict, lack of clarity on how to use VCT to join the session could lead to arguments before the session even starts or cause them to miss sessions.

This study builds on prior research of a video-delivered family therapeutic intervention called Resilience Enhancement Skills Training (REST) [12,23], which aims to reduce perinatal depressive symptoms and family conflict in home visited families in rural areas. REST is based on general systems theory [24] and informed by family-oriented Dialectical Behavior Therapy Skills Training [25]. REST is not a parenting skills program. It was developed prior to the COVID-19 pandemic and leverages VCT to increase access to treatment [12]. Implementation of REST requires training of the therapist and families to ensure correct use of VCT in sessions [12].

Objectives

This article explores indicators of feasibility and acceptability from an ongoing randomized trial of REST. The article has 2 objectives: the first is to describe 2 indicators of feasibility that include therapist fidelity to REST and technology factors relating to the implementation of REST, and the second is to describe 2 indicators of acceptability that include session attendance and homework completion.

Methods

Study Design

This ongoing study uses an effectiveness-implementation hybrid type 1 design with a pilot randomized trial of REST compared to standard of care video-delivered problem solving therapy (V-PST) (eg, [26]). Mothers are randomly assigned to receive REST or V-PST. Both interventions are delivered using VCT and include a total of 10 weekly 45-minute sessions. The mother participates in REST sessions with a family member, whereas the mother participates alone in the V-PST sessions. This article focuses on indicators of feasibility and acceptability of REST and only uses the current data from that arm of the trial.

Ethics Approval

This trial was approved by an institutional review board (STUDY02000691) at an academic medical center in New England. Study participants provided consent for the eligibility screen and study enrollment, including consent for audio recorded sessions.

Participant Eligibility

Each family consists of the mother and her family member, defined as her adult relative or current intimate partner. Based on information from the participating home visiting agencies that most mothers had 1 eligible family member, we limited the number of family members to just 1. A research team member schedules separate phone calls with the mother and her family member to obtain electronic consent for the eligibility screen interview. The eligibility screen interview phone call is done separately with each mother and her family member because
the interview for mothers includes the Abuse Assessment Screen [27] to screen for domestic violence, and family conflict is assessed separately using the Perceived Hostility Survey (PHS) [28].

Mothers are eligible for participation in this study if they meet the following inclusion criteria: (1) enrolled in home visiting at a participating agency; (2) in any trimester of pregnancy and up to 18 months postpartum; (3) at least 15 years old; (4) fluent in English with at least an eighth-grade education, as intervention materials are written in English for this level of education; (5) experiencing moderate-to-severe depressive symptoms, with scores of at least 20 without suicidal ideation on the Beck Depression Inventory-Second Edition (BDI-II, [29]); (6) experiencing moderate to high conflict (PHS ages 18 + raw scores of at least 16; PHS ages 15-17 years old raw scores of at least 14) [30] with the selected family member with whom they live in the same home or have at least weekly contact, and (7) have consistent internet access on a cell phone, tablet, or computer with a working camera and microphone. This study includes a detailed protocol for mothers who report suicidal ideation on the BDI-II (rating of 2 or 3 on item 9), and they are provided with emergency assistance. Mothers who report current domestic violence in their homes or histories of domestic violence with the selected family member on the Abuse Assessment Screen are ineligible for participation in this study. This study includes a detailed protocol for mothers who report domestic violence, and they are provided with emergency assistance by local service providers who address domestic violence.

Family members are eligible for participation if they meet the following inclusion criteria: (1) are the mother’s adult relative or current intimate partner; (2) at least 15 years old; (3) fluent in English with at least an eighth-grade education, as intervention materials are written in English for this level of education; 4) experiencing moderate to high family conflict with the mother (PHS ages 18 + raw scores of at least 16; PHS ages 15-17 years old raw scores of at least 14 [30]); and (5) have consistent internet access on a cell phone, tablet, or computer with a working camera and microphone.

Recruitment

Participants are recruited from participating home visiting agencies that serve low-income families in New England. Home visitors use depression screening and referral procedures to refer mothers to the study [12]. Participant recruitment began in April 2021 and is still underway. The goal is to achieve a sample size of 160 individuals (80 families). As of July 2022, 106 participants have enrolled in the study, and 54 (51%) of them are assigned to REST.

Overview of REST

REST includes a total of 10 weekly 45-minute sessions delivered by a licensed mental health professional using VCT. In this study, 2 masters-level licensed social workers are currently delivering REST to participants. REST is based on general systems theory [24] and informed by family-oriented Dialectical Behavior Therapy (DBT) skills training [25]. REST uses interventions informed by general systems theory [24] to change dynamics that produce family conflict. REST is informed by DBT core skills to improve regulation in cognition (mindfulness), emotions (behavioral activation and cognitive restructuring), and behavior (boundaries) [25]. Similar to DBT skills training [25], REST uses a psychoeducational format to teach skills to families. Most families consider REST sessions to be educational classes.

REST requires the therapist’s use of 2 documents that pertain to session content and quality: (1) the REST therapist manual (including safety protocols for depression and family conflict) and (2) the skills book for families. The therapist asks participants to select up to 3 goals that pertain to their relationship and mood in the first session. Similar to DBT skills training [25], REST includes sessions that are devoted to teaching participants new skills and some that are devoted to reviewing learned skills. The skill introduction sessions require the therapist to use the screen share feature in the VCT (which allows participants to view a document on the therapist’s computer screen during the session) to read content from the skills book on the purpose and use of the skill to participants. All sessions include a mindfulness exercise, a session goal that includes a summary of the activities, and an explanation of the ways in which the skills relate to the participants’ goals. Nearly all sessions include skill practice exercises. Therapists verbally communicate participant strengths in at least 8 sessions. Nine sessions include planned skill application questions to help participants prepare for homework assignments. The skill application elements of REST are flexible and allow therapists to work with families to apply the skills to aspects of their relationships based on each family’s preferences. Participants receive homework assignments in 9 sessions. Although REST was originally designed for families, we anticipated that some family members would miss sessions. For this reason, practice exercises that involve role-plays and some of the skill application questions were modified for use in sessions only attended by the mother.

Training Procedures

REST Training

The primary aim of REST training is to teach therapists how to deliver session content to participants. The first author (FC-K) trained both therapists in the implementation of REST during a 6-hour virtual training session. The training session included 2 parts: (1) 2 hours of didactic instruction on the REST therapist manual and practice exercises for the skills, and (2) 4 hours of role-plays with feedback to allow therapists to demonstrate use of the REST therapist manual for skill application for cognitive, emotion, and behavior regulation in different family scenarios. Role-plays were conducted so that therapists could practice delivering REST using VCT. The first author then provided feedback to therapists during role-plays. Supervision sessions are devoted to reinforcing content from the 6-hour training session. The first author supervises each REST therapist separately on a weekly basis using VCT. Results from ongoing fidelity assessments are used to continuously monitor their adherence to the model, and corrective feedback is provided as needed.
Technology Training

REST requires therapists and participants to use VCT for sessions. WebEx (Cisco) [31] is the VCT used to deliver REST in this study. The technology requirements for therapists include a computer with a working microphone and camera, a word processing program to open the skills book, and consistent, secure internet access (eg, ethernet connection) with a WebEx account. Technology requirements for participants include consistent internet access (eg, subscription to an internet service provider) on an electronic device (eg, cell phone, tablet, or computer) with a working camera and microphone, along with the WebEx app to participate in sessions.

Each therapist underwent a separate training session to learn how to download and install the VCT software on the computer and use all features, including scheduling sessions, audio, video, screen share, and audio recording. One therapist required a single 15-minute training session and the other required a single 30-minute training session on the use of VCT. The second therapist’s training was longer because she had recently purchased a new laptop computer and was still in the process of learning how to use it. In this study, 1 therapist used the split screen feature on her computer to view the REST therapist manual on one side of the screen and the skills book for the screen share for participants on the other side. The other therapist did not want to use the split screen feature and chose to place a hard copy of the REST therapist manual on a stand beside her computer and the skills book content on her computer for the screen share element in sessions.

Each participant received an individualized training session on use of the VCT for sessions. In this study, the first author trained the participants in use of the VCT. Each participant was emailed a link to join the VCT demonstration meeting and instructed to click the link to download and install the VCT app on the selected device (cell phone, tablet, or computer). Next, the participant followed the prompts to log in to join the meeting. When the participant joined the meeting, instructions were provided to click the microphone icon for audio and the camera icon for video.

Therapists received ongoing guidance on managing technology challenges that could occur in sessions. Problems with low bandwidth can result in poor audio quality. In these instances, therapists were directed to turn off the video feature and to ask participants to turn off theirs as well. Participants could still see the therapist’s screen shared document when the videos were turned off. Turning off the video worked adequately in nearly all instances when low bandwidth was the problem. In the limited instances that turning off the video did not improve the audio quality, therapists were directed to use the phone call feature in the VCT and continue to use the video feature for only the screen shares in sessions. In the rare instance of significant internet service interruptions (eg, power outage due to a storm), therapists were instructed to continue the sessions using only the phone call feature in the VCT. Additional guidance was provided to therapists after we discovered that some participants with specific types of cell phones experienced significant reduced audio quality (low volume and choppy audio) when they used the ignore feature to avoid incoming phone calls during sessions. In these instances, therapists instructed participants to exit the session and rejoin it.

Data Collection

Research staff verbally administered the baseline questionnaires to mothers and family members, separately, prior to the first session and entered the data in REDCap (Research Electronic Data Capture) [32,33]. In this article, there are 2 indicators of feasibility, which include (1) REST fidelity, defined as the therapist’s knowledge of REST and adherence to session content [34], and (2) knowledge of VCT in therapists and participants. The 2 indicators of acceptability center on participant responsiveness and include (1) session attendance and (2) homework completion [34].

Fidelity was assessed by therapist knowledge of and adherence to the REST therapist manual. For therapist knowledge of REST, the first author (FC-K) rated therapists’ knowledge of the cognitive, emotion, and behavior regulation skills on the REST knowledge test during the role-plays during the REST training. Therapists were not allowed to deliver REST until they earned 100% on the test. To monitor therapist fidelity to REST session content in the ongoing trial, sessions are audio recorded. The first author developed the REST fidelity measure to rate therapist adherence to REST session content in the audio recorded sessions, and both authors (FC-K and MTH) use the measure to monitor fidelity in this study. Therapists are rated on the quality of content delivery for each session. For all sessions, therapists are rated in content categories on a scale that ranges from 0 to 2 (0: no content delivered, 1: partial content delivered, and 2: all content delivered). The maximum number of points for each session varies depending on the skill content. The level of fidelity is assessed to ensure that each therapist achieves at least 80% on the REST fidelity measure for each session, and data from these ongoing assessments are used in weekly supervision.

The current trial includes a 2-phase fidelity monitoring process for REST. In phase 1, both authors assessed fidelity in audio recorded sessions for the first 2 families assigned to each REST therapist. Fidelity was assessed following each session and before the next scheduled session so that the first author could immediately provide corrective feedback to REST therapists as needed. Both authors discussed and resolved any discrepancies in these fidelity assessments.

In phase 2, the second author (MTH) assesses fidelity in 10% of randomly selected audio recorded REST sessions that were originally assessed by the first author. Phase 2 is ongoing, as this study is still underway. The level of fidelity is continuously assessed to ensure that each therapist achieves at least 80% adherence to REST with each family. Both authors discuss and resolve any discrepancies in the fidelity assessments as needed.

The first author assessed therapist knowledge of VCT by observing their use of the audio, video, screen share, and recording features on their computers during the training. The first author also assessed participant knowledge of VCT by observing whether they joined the demonstration meeting and used the audio and video features on their electronic device (cell phone, tablet, or computer).
For participant responsiveness, data were collected on participant session attendance and homework completion from the therapists’ session notes. Therapists were instructed to document attendance and homework completion in the session notes. The session notes do not contain identifying information about the participants, and all notes are stored on a password-protected, secure site within the medical center network.

**Analytic Plan**

Univariate statistics are used to characterize REST participants’ demographic and psychosocial information. This article includes demographic characteristics of participants who enrolled in the trial and were randomized to REST from May 2021 to July 2022.

For therapist knowledge of REST, the first author calculated the number of times it took each therapist to demonstrate correct use of the REST skills during role-plays. For adherence, Cohen Kappa was used to assess inter-rater reliability of the REST fidelity measure. A K value of at least 0.80 suggests sufficient inter-rater reliability [35]. The mean adherence score (percent) for delivery of session content was calculated using the average adherence score divided by the total possible score. The item mean was calculated for adherence to REST session components, and the percentage for all content delivered (rating of 2 on the REST fidelity measure) was calculated for each component. The number of sessions that included lack of adherence to REST and deviations were calculated, and the reasons were recorded.

For knowledge of VCT, univariate statistics were used to summarize the number of attempts needed by each therapist and study participant to access and demonstrate use of the audio and video features in the VCT. For therapists only, the number of attempts needed to correctly use the screen share and audio recording features in the VCT were calculated. For study participants only, the number of attempts needed to join the VCT demonstration meeting were calculated.

For participant responsiveness, the total number of attended sessions were calculated separately for mothers and their family members. The proportion of attended sessions to expected sessions (total of 10) was calculated. The proportion of completed homework assignments to expected homework assignments (total of 9) was calculated.

**Results**

**Therapist Characteristics**

Both therapists are female licensed social workers with over 10 years of experience working with home visited families. One therapist identifies as more than 1 race, and the other identifies as Caucasian. Both therapists have knowledge of general systems theory and cognitive-behavioral family therapies.

**Participant Characteristics**

This trial is ongoing, and recruitment and data collection are still underway. For the purpose of this article, this section describes the demographic and psychosocial characteristics at baseline for the 54 participants who enrolled in the study and were randomly assigned to REST from May 2021 to July 2022. The race representation of the 54 participants included 72% (n=39) White non-Hispanic, 11% (n=6) more than 1 race, 9% (n=5) Asian, 4% (n=2) American Indian, and 4% (n=2) Black or African American. For highest level of education, 20% (n=11) of participants reported they did not graduate from high school, 43% (n=23) had high school degrees, 17% (n=9) had some college but no degree, and 20% (n=11) had higher education degrees. About 89% (n=48) of the family members were the mother’s current intimate partner. On average, mothers were 26.35 (SD 4.90) years old, and their family members were 32.15 (SD 13.20) years old at baseline. Of the 27 mothers assigned to REST, about 15% (n=4) were pregnant at baseline. The baseline mean BDI-II score for mothers was 29.85 (SD 5.69), indicative of severe depressive symptoms. The baseline mean PHS uncorrected T-score for mothers was 58.7, indicative of moderately high conflict with family members. The baseline mean PHS uncorrected T-score for family members was 60.1, indicative of high conflict with mothers.

**Feasibility**

**Fidelity**

Each therapist earned 100% on the REST knowledge test on the first attempt in demonstration of cognitive, emotion, and behavior regulation skills in role-plays. Both authors assessed therapist adherence to REST session content using the REST fidelity measure. The authors established sufficient inter-rater reliability (κ=0.91) on the REST fidelity measure for the 67 audio recorded sessions. The average session length was 43 (SD 17.07) minutes. Three families experienced significant childcare interruptions, which extended the length of some sessions by 15 to 30 minutes.

One therapist achieved 90% adherence to REST in the sessions with the first 2 families to which she was assigned. She did not deliver some content in a few sessions (described below), but on average, she has adhered to 90% of REST content in the 32 audio recorded sessions assessed by the authors. As previously mentioned, the other therapist experienced some technological problems with her computer in sessions with the first family to which she was assigned, which resulted an adherence score that fell below 80% in the first 4 sessions. In these instances, she delivered content to the family that was missed in subsequent sessions. After her computer was fixed, she achieved 90% adherence to REST in sessions with the second and third families to which she was assigned. She did not deliver some content in a few sessions (described below), but on average, she has adhered to 88% of REST content in 35 audio recorded sessions assessed by the authors. Table 1 includes the average adherence for all content by session number and number of audio recordings assessed by the authors.

Table 2 includes the average adherence to REST session components for both therapists combined.

---
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Both therapists did not deliver some content in 7 sessions (1 session per family), which resulted in session adherence scores below 80%. Lack of adherence to content occurred in 4 sessions when participants arrived over 15 minutes late, and the therapists skipped the explanation of how the skills related to a participant goal, did not verbalize a participant strength, or partially delivered the planned skill application content due to time limitations. To prevent this from occurring again, the authors informed both therapists to reschedule the session if they have back-to-back sessions scheduled and a family does not arrive within 15 minutes of the set time. Lack of adherence to the planned skill application content occurred in 3 sessions with mothers of older children who frequently interrupted sessions with requests for privileges (eg, requests to play video games).

Other minor deviations occurred in sessions, but therapists still achieved at least 80% adherence to the session content. For example, a total of 5 sessions included participants who were diagnosed with significant medical (nonpsychiatric) problems, and they processed their thoughts and feelings at the beginning of the sessions. In these instances, the therapists validated the participants’ thoughts and feelings, reinforced the importance of talking with their medical providers about medical treatment options, and redirected to them to the session content.

### Knowledge of VCT

Both REST therapists demonstrated use of the audio, video, screen share, and audio recording features in the VCT on the first attempt during the training. One therapist initially had difficulty with consistently accessing the screen share feature in 4 sessions with the first family she served because the mouse pad on her laptop worked inconsistently. The COVID-19 pandemic caused a shipping delay for the external mouse that was compatible with her computer, but when she transitioned to the use of an external mouse, she did not experience any other technological problems in sessions. The therapists initially had some difficulties with the audio recording feature in the first session with a total of 3 families, in that they realized they were not audio recording about 10 minutes into the session.

On average, the training in use of VCT for participants was 10 minutes. All participants were able to download and install the VCT app on their devices on the first attempt. About 87% (n=47) of participants chose to install it on their cell phones, while 2% (n=1) chose to install it on a desktop computer, 4% (n=2) on a tablet, and 7% (n=4) on a laptop computer. About 70% (n=38) of participants immediately joined the demonstration meeting on the first attempt. Moreover, 59% (n=32) of participants immediately accessed the audio and video features on the first attempt. About 6% (n=3) participants
required 2 attempts to access the audio feature, and 4% (n=2) participants required 2 attempts to access the video feature. Approximately 2% (n=1) of participants accessed the audio feature on the third attempt, and 24% (n=13) joined the demonstration meeting and accessed the audio and video features on the second attempt. About 6% (n=3) of participants joined the meeting and accessed the audio and video features on the third attempt.

To date, 9% (n=5) of participants who used cell phones to participate in the sessions experienced instances of low volume when they ignored incoming phone calls during sessions. The therapists asked the participants to exit the session and rejoin it, which resolved the issue in nearly all instances. In a total of 3 sessions, 2 participants used the phone call feature due to low bandwidth.

### Acceptability

#### Participant Responsiveness

To date, 31 participants have completed REST, and it is currently in progress for 18 participants. Of the 54 participants assigned to REST, 2 dropped out prior to the second session due to busy work schedules and 2 dropped out prior to the fourth session because they moved to a different state. One family member discontinued REST prior to the second session due to a need for intensive medical treatment.

To date, all 16 mothers have attended all 10 sessions. On average, family members attended 80% of the sessions. However, 33% (5 out of 15) of family members had to miss at least 1 session due to variable work schedules or increased work hours. The participants who completed REST also completed 80% of the homework assignments. COVID-19 and other physical illnesses in participants and their children were primary reasons why they did not complete homework assignments.

### Discussion

#### Principal Results

Our findings suggest that we have identified feasible strategies to facilitate REST’s fidelity. REST is a highly structured psychoeducational intervention that requires the therapist to use basic technological skills (knowledge of VCT software features, average typing speed) to deliver it to families. These preliminary results suggest that the therapists have achieved high fidelity to REST. To date, the findings also suggest that REST is acceptable to families, in that mothers have attended all sessions and family members have attended 80% of sessions. Given the psychoeducational format of REST, participants consider sessions to be classes to learn new skills. To date, the participants who have completed REST have also completed 80% of the homework assignments.

Both therapists mastered use of the audio, video, screen share, and audio recording features in the VCT on the first attempt. About 70% of REST participants joined the VCT demonstration meeting on the first attempt. Over half (59%) of REST participants accessed the audio and video features in the VCT on the first attempt. To date, REST participants that required 2 or more attempts to access audio or video features in the training have been able to access these features on the first attempt to join the sessions. Therapists have been provided with specific guidelines to prevent and manage potential technology interruptions, which has been helpful in maintaining participant engagement in the sessions. The guideline that is most often used by therapists pertains to poor audio quality that occurs when participants mute incoming phone calls during sessions. To resolve this problem, therapists ask the participants to exit the session and rejoin it.

#### Comparison With Prior Work

These early findings on the indicators of feasibility and acceptability of REST align with those of previous research on REST [12,23]. REST has been delivered using 2 types of VCT: Vidyo [36] in the preliminary study [12] and WebEx in this study. The early findings of this study suggest that masters-level therapists can deliver REST with high fidelity. To date, findings that pertain to session attendance are consistent with those previously reported in the preliminary pilot study of REST [12], in that mothers have attended all 10 sessions and family members have attended 80% of sessions. In the preliminary pilot study of REST [12,23], the therapist and home visitors reinforced participants’ use of the skills, but only therapists reinforced participants’ use of the skills in this trial. The decision to eliminate home visitor reinforcement of REST skills in this study was based on home visiting agency staff reports that they did not have enough time to complete this task during home visits. We do not believe this change has impacted the homework completion rates. Unlike the preliminary pilot study of REST [12], this study is being conducted during a pandemic, and some participants were unable to complete homework assignments due to COVID-19 and other physical illnesses in themselves or their children.

#### Limitations

This study is ongoing, and more data are needed to gain a comprehensive knowledge of the feasibility and acceptability of REST. The study is currently in phase 2 of the fidelity monitoring plan, and a subsequent article will include the complete findings on therapist adherence to REST. Since recruitment and data collection are currently underway, outcome data that compare REST to the standard of care (V-PST) will be included in a future publication.

#### Conclusions

This article explored indicators of feasibility and acceptability of REST. Evidence of feasibility and acceptability is important in justifying REST’s potential for scalability. Upon completion of data collection, a mixed methods process evaluation will be conducted to fully explore the feasibility and acceptability of REST. The findings on therapist fidelity and family perceptions of REST will be used to guide interpretation of REST’s preliminary effectiveness to inform a larger trial.
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Abstract

Background: Medicine use is the most common intervention in health care. The frequency with which medicines are used means medication-related problems are very common. One common type of medication-related problems is adverse drug events, which are unintended and harmful effects associated with use of medicines. Reporting of adverse drug events to regulatory authorities is important for evaluation of safety of medicines; however, these adverse effects are frequently unreported due to various factors, including lack of consumer-friendly reporting tools.

Objective: The aim of this study was to develop a user-friendly digital tool for consumers to report medication-related adverse effects.

Methods: The project consisted of 3 parts: (1) content development, including a systematic literature search; (2) iterative system development; and (3) usability testing. The project was guided by participatory design principles, which suggest involving key stakeholders throughout the design process. The first 2 versions were developed as a mobile app and were tested with end users in 2 workshops. The third version was developed as a web application and was tested with consumers who were taking regular medicines. Consumers were asked to complete a modified version of the mHealth app usability questionnaire (MAUQ), an 18-item questionnaire with each item scored using a 7-point Likert scale ranging from 0 (strongly disagree) to 7 (strongly agree). The MAUQ assessed 3 subscales including ease of use (5 items), interface and satisfaction (7 items), and usefulness (6 items). Continuous variables were reported as mean (SD) values, whereas categorical variables were presented as frequencies (percentages). Data analysis was conducted in Microsoft Excel.

Results: The content for the system was based on a systematic literature search and short-listing of questions, followed by feedback from project team members and consumers. Feedback from consumers in the 2 workshops were incorporated to improve the functionality, visual design, and stability of the third (current) version. The third version of the system was tested with 26 consumers. A total of 79% (N=307/390) of all responses on the MAUQ were scored 6 or 7, indicating that users generally strongly agree with the usability of the system. When looking at the individual domains, the system had an average score of 6.3 (SD 0.9) for “ease of use,” 6.3 (SD 0.8) for “interface and satisfaction,” and 5.2 (SD 1.4) for “usefulness.”

Conclusions: The web-based system for medicine adverse effects reporting is a user-friendly tool developed using an iterative participatory design approach. Future research includes further improving the system, particularly the usefulness of the system, as well as testing the scalability and performance of the system in practice.

(JMIR Form Res 2022;6(10):e37605) doi:10.2196/37605
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Introduction

Adverse drug events refer to the unintended and harmful effects associated with the use of medicines. Adverse drug reaction (ADR) is a subset of adverse drug events, where there is a causal relationship between the medicines and the adverse effects [1]. Adverse drug events add a significant burden to the health care system due to increased hospital admissions or emergency department visits; prolonged hospital stays; more complex patient management; complications, including disability and death; and potential prescribing cascade, where another medication is prescribed to ‘treat’ the adverse effects [2-6]. In Australia, we estimate that approximately 250,000 hospital admissions annually are medicine-related, costing AUD $1.4 billion annually [7-9], and that at least one million people have experienced an ADR in the past 6 months [7].

Although some medication-related adverse effects such as fatigue and dizziness may not be considered serious, these adverse effects can have a profound impact on patients’ quality of life [5,10]. Further, these seemingly mild adverse effects have the potential to lead to more serious adverse events, such as falls, fractures, and hospitalizations. Recognizing and preventing medication-related adverse effects is therefore important, so that patients do not suffer from avoidable harms, with more serious adverse events also being preventable, resulting in fewer complications and a reduction in health care costs.

At the population level, reporting of ADRs to regulatory authorities is crucial for effective safety monitoring of medicines. Reporting rates of ADRs are however very low; up to 95% of ADRs are not reported to regulatory authorities [11]. In Australia, reporting of serious ADRs and adverse events to regulatory authorities is mandatory for pharmaceutical companies but voluntary for health care professionals and patients. Most of ADR reports are made by pharmaceutical companies, about 20% are from health care professionals, and less than 5% are from patients [12]. Many interventions have been developed to improve ADR reporting rates but have shown mixed results [13]. Most interventions targeted only health care professionals [13]. Reports from patients are increasingly recognized as important sources of information about ADRs [14]. Previous studies have shown that patients are able to detect ADRs first [15,16], and that patient ADR reports alert regulatory authorities to new and previously unknown ADRs [17]. However, barriers such as lack of awareness of the importance of ADR reporting, difficulty using existing reporting systems due to complicated language and cumbersome interfaces, and negative reporting experiences mean that ADR reporting rates from patients remain very low [11,18,19].

The aim of our study was to develop a user-friendly digital tool (SideRep) to report medication-related adverse effects, primarily for consumer use. This paper describes the development, design, and usability of the SideRep system.

Methods

The SideRep project consisted of 3 parts: (1) content development, (2) iterative system development, and (3) usability testing (Figure 1). The 3 phases were conducted in South Australia between January and August 2020. The project was guided by participatory design principles [20], which suggest involving key stakeholders throughout the design process. Our project team consisted of researchers with backgrounds in communication design, pharmacy, and software development.
questionnaire. One study investigator (RL, a clinical pharmacist) reviewed all short-listed questionnaires to extract possible questions for inclusion in our system, with the understanding that the questions may change following feedback from project team members and consumers during the second part of the study (ie, iterative system development).

**Iterative System Development**

An iterative approach to the development of SideRep was taken, drawing on principles of participatory design [20] and human-centered design [22]. This was in recognition that research of this kind is both socially situated and socially constructed, where end users, as experts of their own experience, should be directly involved in the design decision-making that affects their experience. In the first 2 versions, the systems were developed to run on desktops and various mobile platforms (tested on iPad and Samsung Galaxy 7). The layered architecture of SideRep system allowed some flexibility—the first and second versions were mainly desktop oriented, making use of bespoke JavaScript and designed as a mobile app and desktop application. This dichotomy became a hindrance when moving more heavily to the mobile platform. The development team moved to React library, React Redux toolkit, React Hook Form, Material-UI, Yarn, and Axios for the front end (Figure 2); the third (current) system was hosted and supported by Amazon Web Services (Figure 3).

**User Testing**

The first 2 SideRep versions were tested in 2 separate workshops each with 3 end user participants. Participants were recruited from members of the University of Third Age in South Australia, a volunteer organization for people over the age of 50 years. Participants were included if they were taking any regular medications, had access to internet, and agreed to download the app on their phones. The workshops consisted of several stepped activities, where the participants first downloaded the app from the Apple App Store or the Google Play Store, created an account, signed in, and ‘reported’ 3 different and detailed but fictitious adverse events. Each participant was asked to ‘report’ the same adverse effects (ie, headache, skin rash, and indigestion), and therefore, complete the same sequence of events. Participants were observed completing the tasks and were asked a range of semistructured interview questions that aimed to gather data about their experience using the app (eg,
ease of use, design, functionality, and language or terminology). A further set of more probing, unstructured, or informal discussion questions were then asked, giving participants the opportunity to share their opinions and ideas for future design development at greater length (eg, the functions they thought might be useful to include or unnecessary features that might otherwise be removed). Observing how participants interacted with the app and talking to them during and after testing helped the researchers understand any perceived difficulties in use or comprehension, so as to incorporate their critical feedback into the third version of the system.

The third (current) version of the SideRep system was tested with consumers who were taking regular medicines. Participants were recruited from people attending public health talks presented by one of the project team members (RL). Participants were invited to trial the SideRep system and complete a modified version of the mHealth app usability questionnaire (MAUQ) [23] after using the system. The MAUQ is an 18-item questionnaire that evaluates the usability of the mobile health app [23]. The MAUQ assessed 3 subscales including ease of use (5 items), interface and satisfaction (7 items), and usefulness (6 items). Each item is scored with a 7-point Likert scale ranging from 0 (strongly disagree) to 7 (strongly agree), with an additional “not applicable” option if the question does not apply to the participants’ experience. Since the third version of the SideRep system was a multiplatform web-based application (ie, not a mobile app), we replaced the word “app” in the MAUQ with “system.”

Data Analysis
Continuous variables were reported as mean (SD), whereas categorical variables were presented as frequencies (percentages). To aid interpretation of the usability testing data, results were presented both as mean (SD) and as numbers (percentages) of people who answered “strongly agree” (ie, scores of 6 or 7) to each MAUQ item. Data analysis was conducted in Microsoft Excel.

Ethics Approval
The project was approved by the University of South Australia Human Research Ethics Committee (202532).

Results

Content Development
The initial content for the SideRep system was primarily based on findings from our systematic review. Detailed findings of the review have been published elsewhere [21]. Of the 19 questionnaires identified, 15 were for a specific condition or medication, and 4 were general questionnaires applicable to any medication [21]. Two of the generic questionnaires, developed by Jarensiripornkul et al [24] and de Vries et al [25], were considered the most relevant for our study objective. Both questionnaires had a comprehensive list of symptoms categorized in body categories but were lengthy questionnaires. For example, the questionnaire by de Vries [25] took a median of 30 minutes to complete for patients reporting at least one adverse drug event. The length of time needed to complete the questionnaire was considered too long by the project team. The questionnaires were therefore reviewed to extract only questions deemed important and relevant for our study purpose.

After a review by the project team members, the following 5 main questions were extracted for inclusion in the SideRep system: (1) medication(s) recently started, including the date it started (and the date it stopped, if applicable); (2) whether the participants had been taking the medication as prescribed; (3) symptom change experienced in the last 4 weeks, with options classified by body categories; (4) the degree of bothersome symptoms (eg, not at all bothersome, and minimally, moderately, or severely bothersome); and (5) whether the participants had or planned to inform their health care professionals about the symptoms.

Iterative System Development
The second part of the project involved iterative system development and workshops with small groups of 3 end users each. Participants from the first workshop thought that the SideRep app was easy to use, and they had no problem reporting medicine adverse effects. They provided the investigators with a list of desired features and highlighted design issues that could be improved. This led to the second version, which focused mainly on the functionality and visual design of the app and improving the stability of the app (Figure 4). Feedback was again that the “app was easy to use” and that the longest time taken was for the app download, registration, and log-in. Participants also gave suggestions on the kind of questions to include.
The third (current) version was developed as a cloud-hosted web-based application with no requirement to download and install an app or to register an account (Figure 5). This immediately mitigated the set of procedures new users found most complex and time-consuming and minimized further risk of error or frustration in user experience. User feedback and consultation within the project team resulted in several minor changes to the final structure and sequence of the questions.

There were 8 main questions in the third version of SideRep web system, as follows: (1) what medication(s) was recently used, including the date it started (and the date it stopped, if applicable); (2) symptom change experienced in the last 4 weeks, with options classified by body categories; (3) the degree of discomfort caused by the symptoms; (4) whether the participants had or planned to inform their health care professionals about the symptoms; (5) whether the participants had been taking the medication as prescribed; (6) whether the problem resolved if the participants indicated they stopped taking the medicine; (7) participant characteristics, including age and sex; and (8) free text to include additional information.
Usability Testing

The third (current) version of the SideRep system was tested with 26 participants. The average age was 45 (SD 11.8) years. A total of 16 (61%) participants were female, 8 (31%) were male, and 2 (8%) preferred not to specify. The SideRep system received an average MAUQ score of 6.1 (SD 1.1), and 79% of all responses were scored 6 or 7, indicating that users generally strongly agree with the usability of the system. When looking at the individual domains, the SideRep system had an average score of 6.3 (SD 0.9) for “ease of use,” with 90% (n=109) of the responses being “strongly agree.” In terms of “interface and satisfaction,” the average score was 6.3 (SD 0.8), and 85% (n=155) of the responses were “strongly agree.” In the “usefulness” domain, the average score was 5.2 (SD 1.4), with 50% (n=43) of the responses being “strongly agree.” The mean (SD) scores and number (%) of “strongly agree” responses for each statement can be seen in Table 1.
### Table 1. Usability of the SideRep system as assessed using the modified version of the mHealth app usability questionnaire (N=26).

<table>
<thead>
<tr>
<th>Domain and statements</th>
<th>Mean (SD)</th>
<th>Strongly agree, n/N (%)</th>
<th>Not applicable</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ease of use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The system was easy to use.</td>
<td>6.5 (0.6)</td>
<td>24/26 (92)</td>
<td>c</td>
</tr>
<tr>
<td>It was easy for me to learn to use the system.</td>
<td>6.5 (0.6)</td>
<td>25/26 (96)</td>
<td></td>
</tr>
<tr>
<td>The navigation was consistent when moving between screens.</td>
<td>6.4 (1.1)</td>
<td>23/26 (88)</td>
<td></td>
</tr>
<tr>
<td>The interface of the system allowed me to use all the functions (such as entering information, responding to reminders, and viewing information) offered by the system.</td>
<td>6.2 (0.7)</td>
<td>23/26 (88)</td>
<td></td>
</tr>
<tr>
<td>Whenever I made a mistake using the system, I could recover easily and quickly.</td>
<td>6.1 (1.2)</td>
<td>14/17 (82)</td>
<td>9</td>
</tr>
<tr>
<td>Overall score</td>
<td>6.3 (0.9)</td>
<td>109/121 (90)</td>
<td></td>
</tr>
<tr>
<td><strong>Interface and satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like the interface of the system.</td>
<td>6.1 (0.8)</td>
<td>23/26 (88)</td>
<td></td>
</tr>
<tr>
<td>The information in the system was well organized, so I could easily find the information I needed.</td>
<td>6.1 (0.9)</td>
<td>21/26 (81)</td>
<td></td>
</tr>
<tr>
<td>The system adequately acknowledged and provided information to let me know the progress of my action.</td>
<td>6.0 (1.0)</td>
<td>18/26 (69)</td>
<td></td>
</tr>
<tr>
<td>I feel comfortable using this system in social settings.</td>
<td>6.6 (0.7)</td>
<td>23/26 (88)</td>
<td></td>
</tr>
<tr>
<td>The amount of time involved in using this system has been fitting for me.</td>
<td>6.5 (0.8)</td>
<td>24/26 (92)</td>
<td></td>
</tr>
<tr>
<td>I would use this system again.</td>
<td>6.4 (0.7)</td>
<td>22/26 (85)</td>
<td></td>
</tr>
<tr>
<td>Overall, I am satisfied with this system.</td>
<td>6.4 (0.6)</td>
<td>24/26 (92)</td>
<td></td>
</tr>
<tr>
<td>Overall score</td>
<td>6.3 (0.8)</td>
<td>155/182 (85)</td>
<td></td>
</tr>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The system would be useful for my health and well-being.</td>
<td>5.2 (1.2)</td>
<td>7/17 (41)</td>
<td>9</td>
</tr>
<tr>
<td>The system improved my access to health care services.</td>
<td>5.1 (1.6)</td>
<td>6/11 (55)</td>
<td>15</td>
</tr>
<tr>
<td>The system helped me manage my health effectively.</td>
<td>5.1 (1.5)</td>
<td>9/17 (53)</td>
<td>9</td>
</tr>
<tr>
<td>This system has all the functions and capabilities I expected it to have.</td>
<td>4.9 (1.3)</td>
<td>9/26 (35)</td>
<td></td>
</tr>
<tr>
<td>I could use the system even when the Internet connection was poor or not available.</td>
<td>5.5 (1.6)</td>
<td>5/6 (83)</td>
<td>20</td>
</tr>
<tr>
<td>This system provides an acceptable way to receive health care services, such as accessing educational materials, tracking my own activities, and performing self-assessment.</td>
<td>5.7 (0.8)</td>
<td>7/10 (70)</td>
<td>16</td>
</tr>
<tr>
<td>Overall score</td>
<td>5.2 (1.4)</td>
<td>43/87 (49)</td>
<td></td>
</tr>
</tbody>
</table>

aN=26 participants except where participants answered “not applicable” to the question.
bNumber of participants who answered “not applicable” for that statement.
cNo participants answered “not applicable” to the question.

### Discussion

#### Principal Findings

In this paper, we described the development and design of a consumer-friendly digital tool to report medication-related adverse effects and tested the usability of the system in participants who were taking medicines. We drew on principles of participatory design and were guided by a human-centered design methodology, including an iterative design process, and the inclusion of stakeholders, including consumers at key stages of SideRep’s development. Consumer feedback was used to improve the system design and content. The third (current) version of the system was tested in a group of participants. Most users (>85%) strongly agreed that the system was easy to use and were satisfied with the system, with an average score of 6.3 for both “ease of use” (SD 0.9) and “interface and satisfaction” (SD 0.8). About half of the participants strongly agreed that the system was useful, with an average score of 5.2 (SD 1.4) for the “usefulness” domain.

From the earliest applications of user-centered design, the concern has been to learn about and prioritize the needs and preferences of people who will interact with the designed object [22]. This deep understanding is essential to designing digital health systems, like SideRep, that will improve their ease of use and comprehension. One key insight gained through this iterative design process was that an app platform was too
limiting and rigid to accommodate the SideRep system. By the nature of smart device apps, users must download software updates to keep the platform active. They also require user log-ins; that can make users reluctant to create a personalized account, and they may also fear for the safety of their data and personal information. These are all factors that may de-incentivize people from reporting ADRs. The consumer workshops also revealed that individuals may lack the level of digital literacy needed to complete prerequisite tasks such as finding, downloading, and setting up the app on their smart device, and that this may inadvertently exclude consumers from using the system. In response to these issues and to avoid problematic, confusing, and time-consuming activities that may deter people from reporting ADRs [11,18], SideRep was transitioned from a smart device app to a web-based platform. Importantly, a web-based platform is still accessible on mobile devices as well as laptop and desktop computers; however, websites allow for more fluid, seamless, and responsive updating of the content (eg, adding new medicines, improving clarity of language, and site structure) at a lower cost to developers. This effectively removed the procedural barriers of finding, downloading, and updating an app and enabled an anonymous method of reporting without the burden of individual accounts or log-ins. Furthermore, as web technologies change, a server-based deployment enables the updating and improvement of system performance without the need for end users to be involved. This provides an effective means of future-proofing at a lower overall cost to developers and without the risk of deterring existing or new users. As a result, the usability survey showed high ease of use and participation satisfaction with the reporting system.

Many interventions have been developed to improve the rates of spontaneous ADR reporting to regulatory authorities [13,26,27]. These interventions aim to increase use of spontaneous reporting systems but do not address underlying reasons for low system uptake such as lack of time, difficulty accessing or using the system, negative reporting experience, and lack of feedback on submitted reports [11,18,28]. Many factors may influence acceptability and use of an ADR reporting system, including the number of questions, the way the questions are formulated, the options provided (eg, free text vs menu), and the language used (eg, the use of jargon when the target audience is consumers) [29,30]. In mid-2015, the European Union’s WEB-RADR (or Recognizing Adverse Drug Reactions) project developed and launched a new mobile app to improve reporting of ADRs from patients and health care professionals [31]. The app was developed following focus groups and interviews with potential users. Several desired functionalities were incorporated including 2-way exchange of safety information (ie, users could receive safety alerts and news in addition to reporting ADRs) [31]. Despite this, the uptake was low; between 2015 and 2017, only 838 ADR reports were submitted through the app in countries where the app was launched (ie, United Kingdom, Netherlands, and Croatia) [31]. The effects of making access to the SideRep system more straightforward, that is, without needing to install an app, on system uptake will need to be tested in practice.

Limitations

We tested the first and second versions of the SideRep system with only a small group of end users (ie, 2 workshops each with 3 end user participants). We had originally intended to conduct face-to-face workshops in the second quarter of 2020, with 10 participants at each workshop. However, due to restrictions following the COVID-19 pandemic, we submitted an ethics amendment to conduct the workshops via web-based videoconferencing. As a result, we had to limit the number of participants at each workshop because it would be too difficult to manage a large number of participants in a web-based workshop. This meant that we received feedback from only a small number of participants for the first and second versions. However, feedback from all consumers during the workshops were generally positive. We did not perform causality assessment to determine whether the adverse effects reported by the consumers were attributed to the medicines, that is, whether or not the effects were ADRs. Causality assessment is an important component for medicine safety signal detection; however, the purpose of our study was to first determine whether an alternative system for reporting medication-related adverse effects was feasible. Thus, causality assessment was considered beyond the scope of our project. Finally, we do not yet know how this system will be implemented in practice and whether it will lead to increased consumer-led ADR reporting to regulatory authorities. It will be important to test how the information reported by consumers can be used by regulatory authorities and health professionals. The next step would include testing the SideRep system in practice using real-world situations.

Conclusions

The SideRep web-based system for medicine adverse effects reporting is a user-friendly tool developed using an iterative participatory design approach. Future research should include further improving the system, particularly the usefulness of the system, as well as testing the scalability and performance of the system in practice. Successful implementation of the system has the potential to allow for early detection and prevention of medicine-induced harms, and it could increase consumer ADR reporting to regulatory authorities.
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Abstract

Background: There has been an exponential growth in the availability of apps, resulting in increased use of pregnancy apps. However, information on resources and use of apps among pregnant women is relatively limited.

Objective: The aim of this study is to map the current information resources and the use of pregnancy apps among pregnant women in Flanders.

Methods: A cross-sectional study was conducted, using a semistructured survey (April-June 2019) consisting of four different domains: (1) demographics; (2) use of devices; (3) sources of information; and (4) use of pregnancy apps. Women were recruited by social media, flyers, and paper questionnaires at prenatal consultations. Statistical analysis was mainly focused on descriptive statistics. Differences in continuous and categorical variables were tested using independent Student t tests and chi-square tests. Correlations were investigated between maternal characteristics and the women’s responses.

Results: In total, 311 women completed the entire questionnaire. Obstetricians were the primary source of information (268/311, 86.2%) for pregnant women, followed by websites/internet (267/311, 85.9%) and apps (233/311, 74.9%). The information that was most searched for was information about the development of the baby (275/311, 88.5%), discomfort/complaints (251/311, 80.7%) and health during pregnancy (248/311, 79.7%), administrative/practical issues (233/311, 74.9%), and breastfeeding (176/311, 56.6%). About half of the women (172/311, 55.3%) downloaded a pregnancy app, and primarily searched app stores (133/311, 43.0%). Pregnant women who are single asked their mothers (22/30, 73.3%) or other family members (13/30, 43.3%) for significantly more information than did married women (mother [in law]: 82/160, 51.3%, P=.02; family members: 35/160, 21.9%, P=.01). Pregnant women with lower education were significantly more likely to have a PC or laptop than those with higher education (72/73, 98.6% vs 203/237, 85.5%; P=.008), and to consult other family members for pregnancy information (30/73, 41.1% vs 55/237, 23.1%; P<.001), but were less likely to consult a gynecologist (70/73, 95.9% vs 198/237, 83.5%; P=.01). They also followed more prenatal sessions (59/73, 80.8% vs 77/237, 32.5%; P=0.04) and were more likely to search for information regarding discomfort/complaints during pregnancy (65/73, 89% vs 188/237, 79.5%; P=.02). Compared to multigravida, primigravida were more likely to solicit advice about their pregnancy from other women in their social networks (family members: primigravida 44/109, 40.4% vs multigravida 40/199, 20.1%; P<.001; other pregnant women: primigravida 58/109, 53.2% vs multigravida 80/199, 40.2%; P<.03).
Conclusions: Health care professionals need to be aware that apps are important and are a growing source of information for pregnant women. Concerns rise about the quality and safety of those apps, as only a limited number of apps are subjected to an external quality check. Therefore, it is important that health care providers refer to high-quality digital resources and take the opportunity to discuss digital information with pregnant women.

(KEYWORDS: pregnancy app; mobile app; questionnaire; pregnancy; pregnant; mHealth; mobile health; cross-sectional; user need; user expectation; survey; maternal; maternity; user experience)

Introduction

Access to reliable information is critical to women’s experiences and well-being during pregnancy and childbirth [1,2]. Information and education help women understand what is happening and what can happen during their pregnancy [3] and can improve women’s satisfaction with the childbirth experience [4]. Pregnant women seek information to feel more confident and comfortable in their communication with health care providers, to make decisions during the perinatal period, and to prepare themselves for their maternal responsibilities [4-8]. Fulfiling a woman’s information needs depends on her access to adequate resources and her ability to comprehend what has been presented to her [7]. In the current context of our information-rich society, women are exposed to a wide range of information sources. This includes information sources from the health care system, conventional sources (eg, family, peers, and books), and digital information sources (eg, websites, apps, and social media) or eHealth [9,10].

The term eHealth refers to the application of electronic information and communication techniques in health care, primarily intended to improve patients’ health and the quality of care. eHealth is one of the fastest growing domains within health care [11,12]. Mobile health (mHealth) is a component of eHealth and is defined as the use of mobile technologies such as smartphones, tablets, computers, and other wireless devices (eg, pedometers, smartwatches) to support health services and improve the quality and efficiency of care [11,13-15].

mHealth is on the rise in health care, resulting in the exponential growth of mHealth apps [12,14,16]. The largest group of smartphone users are Millennials, those currently aged 18-34 years, which aligns with the time when many first experience pregnancy and parenthood [17,18]. Therefore, it is not surprising that there is a wide range of mobile apps on the topics of pregnancy, birth, and parenthood, with more than 1000 pregnancy apps available in the various app stores [19-23]. In line with the general trend in mHealth apps, an increase in the use of pregnancy apps has been observed [21,24,25]. The vast majority of pregnant women download on average 3 apps during pregnancy [24], and nearly one-quarter use these apps almost daily [22]. However, health care professionals are concerned about the quality, validity, and accuracy of information freely available through mobile apps [22,24-30] and the reliability and safety of these apps [22,24,25,27,28]. Further, the women may not be able to determine the accuracy of the information, as well as the accessibility and readability of online resources [29]. Research has showed a low level of concern about the validity of the information in the pregnancy apps, since 74% of users did not check the sources of information [22]. Incorrect and contradictory information can introduce unnecessary confusion, worries, anxiety, and uncertainty among pregnant women [29,31].

Considering the widespread use of the internet and smartphones as means to access health care information and as tools for health care management, it is interesting to know why and how pregnant women use online tools and what kind of information and features they are looking for [21]. However, the actual usage patterns and characteristics of women using pregnancy apps are relatively unknown [30]. In addition, information on information sources and the experience of women in Flanders (the northern Dutch-speaking region of Belgium) using digital tools during pregnancy is lacking. Therefore, the objective of this study was to map the current information resources of pregnancy apps and the use of pregnancy apps among pregnant women in Flanders.

Methods

Study Design and Population

A cross-sectional study was conducted, using a semistructured questionnaire that was distributed in Flanders from April 2019 to June 2019. This questionnaire was developed by researchers of Odisee University of Applied Sciences (Sint-Niklaas) and the Limburg Clinical Research Center/Mobile Health Unit (University of Hasselt – ZOL), based on literature and pre-existing questionnaires. Four different domains were questioned: (1) demographics of the pregnant women; (2) use of devices; (3) sources of information; and (4) use of pregnancy apps. A convenience sampling method was used to collect the data. Pregnant women were recruited through two different methods. The first method was the use of flyers in the waiting room of prenatal consultations. If pregnant women were interested in participating in this study, they received a paper questionnaire that they could fill in and return to the midwife at the prenatal consultation. The other method used was an online call for participation on the social media accounts of the participating hospital and universities. This online flyer contained a web-based link to an online survey. The same questions were asked in the online and paper questionnaires.

Pregnant women were recruited by researchers of the Limburg Clinical Research Center/Mobile Health Unit (group 1) and Odisee University of Applied Sciences (group 2). Data from group 1 was received via the prenatal ward of the Ziekenhuis Oost-Limburg (ZOL, Genk, Belgium), a tertiary hospital in Limburg. The Limburg Clinical Research Center/Mobile Health
Unit is a part of the University of Hasselt. Data from group 2 were received via the prenatal ward of VITAZ (Sint-Niklaas, Belgium), a secondary hospital in East Flanders. The data collection at this hospital was performed by Odisee University.

**Data Exclusion**

A total of 331 answers were received (group 1: n=268, 81%; group 2: n=63, 19%), of which 20 (6%) were not completely filled in (all from group 1). Therefore, 311 questionnaires (94%) were analyzed, of which 92.5% were from group 1 and 7.5% from group 2. Responses were compared online to verify and possibly exclude duplicates. No duplicates were retained.

**Statistical Analysis**

Statistical analyses were performed with SPSS (version 22.0; IBM Corp). The statistical analyses were mainly focused on descriptive statistics (frequencies, percentages). Normality was tested by the Shapiro-Wilk test. Differences in continuous and categorical variables were tested using independent Student t tests and chi-square tests, respectively. Correlations were investigated between the characteristics of the pregnant women (marital status, educational level, occupation, gravidity) and their responses. All statistical analyses were done at nominal level $P=.05$.

**Ethical Considerations**

The study was approved by the Medical Ethics Committees of the hospital (Ziekenhuis) Oost-Limburg (ZOL; Genk; no. 19/0026U, eudract/B-no. B371201939699) and Ghent University Hospital (EC 2018/0120, B-no. B670201835156). The survey was anonymous. An information letter was added to the survey to explain the context of the study. By completing the questionnaires, the participants automatically agreed to the terms of the study.

**Results**

**Participant Demographics**

In total, 311 questionnaires were completed and returned (group 1: 248/311, 79.7% vs group 2: 63/311, 20.3%). There were no significant differences in characteristics between the two groups, except for education level; group 2 had a significantly higher prevalence of participants with a high school and/or university education compared to group 1 (92.1% vs 72.2%; $P=.004$). In both groups, the mean age of the women was 30 years. Most of the women were married or in a civil partnership with their partner, were employees, and multigravida. The details of the characteristics are presented in Table 1. The difference in educational level did not influence the results of this study, so the results of the total study population will be discussed (and will not be divided by group).

**Table 1. Characteristics of the women.**

<table>
<thead>
<tr>
<th></th>
<th>Group 1 (n=248)</th>
<th>Group 2 (n=63)</th>
<th>$P$ value (2-tailed)</th>
<th>Total (group 1 + group 2), N=311</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.76 (4.08)</td>
<td>30.13 (4.06)</td>
<td>.27</td>
<td>30.63 (4.08)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>131 (52.8)</td>
<td>31 (49.2)</td>
<td>162 (52.1)</td>
<td></td>
</tr>
<tr>
<td>Living together</td>
<td>94 (37.9)</td>
<td>25 (39.7)</td>
<td>119 (38.3)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>23 (9.3)</td>
<td>7 (11.1)</td>
<td>30 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower secondary school and/or higher secondary school</td>
<td>68 (27.4)</td>
<td>5 (7.9)</td>
<td>73 (23.5)</td>
<td></td>
</tr>
<tr>
<td>High school and/or university</td>
<td>179 (72.2)</td>
<td>58 (92.1)</td>
<td>237 (72.6)</td>
<td></td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>17 (6.9)</td>
<td>7 (11.1)</td>
<td>24 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Employee</td>
<td>185 (74.6)</td>
<td>49 (77.8)</td>
<td>234 (75.2)</td>
<td></td>
</tr>
<tr>
<td>Worker</td>
<td>21 (8.5)</td>
<td>3 (4.8)</td>
<td>24 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Housewife</td>
<td>9 (3.6)</td>
<td>0 (0)</td>
<td>9 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>5 (2)</td>
<td>2 (3.2)</td>
<td>7 (2.3)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>5 (2)</td>
<td>0 (0)</td>
<td>5 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>6 (2.4)</td>
<td>1 (1.6)</td>
<td>7 (2.3)</td>
<td></td>
</tr>
<tr>
<td>Primigravida, n (%)</td>
<td>82 (33.1)</td>
<td>28 (44.4)</td>
<td>.09</td>
<td>110 (35.4)</td>
</tr>
</tbody>
</table>

**Use of Electronic Devices**

In this manuscript, a computer/laptop is defined as “an electronic device for storing and processing data, typically in binary form, according to instructions given to it in a variable program,” while a mobile phone is defined as “a telephone with access to a cellular radio system so it can be used over a wide area, without a physical connection to a network.” A smartphone/iPhone is defined as “a mobile phone that performs many of the functions of a computer, typically having a...”
touchscreen interface, internet access, and an operating system capable of running downloaded apps,” and a tablet PC/iPad/iPod is defined as “a wireless touch screen personal computer (PC) that is smaller than a notebook but larger than a smartphone… modern tablets are built with wireless Internet or local area networks (LAN) and a variety of software applications, including business applications, Web browsers and games.”

The first domain of the questionnaires was about device use as well as the frequency of use (Table 2). The majority of devices were used daily by the women (computer/laptop: 127/311, 40.8%; mobile phone: 251/311, 80.7%; and smartphone/iPhone: 303/311, 97.4%).

### Table 2. The use of devices and the frequency of use (n=311).

<table>
<thead>
<tr>
<th>Device, n (%)</th>
<th>Every day</th>
<th>Several times per week</th>
<th>Several times per month</th>
<th>Once per month</th>
<th>Less than once per month</th>
<th>Never</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer/laptop</td>
<td>127 (40.8)</td>
<td>83 (26.7)</td>
<td>39 (12.6)</td>
<td>21 (6.8)</td>
<td>29 (9.3)</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>251 (80.7)</td>
<td>2 (0.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (0.3)</td>
<td>46 (14.8)</td>
</tr>
<tr>
<td>Smartphone/iPhone</td>
<td>303 (97.4)</td>
<td>3 (1)</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Tablet PC/iPad/iPod</td>
<td>61 (19.6)</td>
<td>60 (19.3)</td>
<td>34 (10.9)</td>
<td>13 (4.2)</td>
<td>48 (15.4)</td>
<td>78 (25)</td>
</tr>
</tbody>
</table>

### Sources of Information

Of the 311 respondents, 267 women (85.9%) reported that they searched online for information about pregnancy. Table 3 gives an overview of the manner in which they gathered information about pregnancy. The obstetrician was their first source of information (268/311, 86.2%), followed by websites/the internet (267/311, 85.9%), and apps (233/311, 74.9%). The midwife was in fifth place (284/311, 59.3%), after friends (194/311, 62.4%).

The information that they sought was mostly about the following themes: development of the baby (276/311, 88.5%), discomfort/complaints during pregnancy (251/311, 80.7%), health during pregnancy (248/311, 79.7%), administration and practical matters (233/311, 74.9%), and breastfeeding (176/311, 56.6%).

### Table 3. Sources of information accessed by participants (n=311).

<table>
<thead>
<tr>
<th>Source of information</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obstetricians</td>
<td>268 (86.2)</td>
</tr>
<tr>
<td>Websites/the internet</td>
<td>267 (85.9)</td>
</tr>
<tr>
<td>Apps</td>
<td>233 (74.9)</td>
</tr>
<tr>
<td>Friends</td>
<td>194 (62.4)</td>
</tr>
<tr>
<td>Midwife</td>
<td>184 (59.2)</td>
</tr>
<tr>
<td>Mother (in law)</td>
<td>172 (55.3)</td>
</tr>
<tr>
<td>Media</td>
<td>155 (49.8)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>142 (45.7)</td>
</tr>
<tr>
<td>Other pregnant women</td>
<td>138 (44.4)</td>
</tr>
<tr>
<td>Books</td>
<td>131 (42.1)</td>
</tr>
<tr>
<td>Infosessions for future parents</td>
<td>111 (35.7)</td>
</tr>
<tr>
<td>Partner</td>
<td>103 (33.1)</td>
</tr>
<tr>
<td>Child and family</td>
<td>100 (32.2)</td>
</tr>
<tr>
<td>Other family members</td>
<td>84 (27)</td>
</tr>
<tr>
<td>Sisters</td>
<td>76 (24.4)</td>
</tr>
<tr>
<td>No information searched</td>
<td>2 (0.6)</td>
</tr>
</tbody>
</table>

### Use of Pregnancy Apps

Of the 311 women, 55.3% downloaded a pregnancy app (172/311). The mean number of downloaded apps was 1.59 (SD 0.96), with a maximum number of 7 apps. The top 3 reasons for downloading a pregnancy app were (1) to have a calendar to follow the growth and development of the baby (104/149, 69.8%); (2) to receive push messages with information, advice, and tips about the pregnancy on a daily/weekly basis (103/149, 69.1%); and (3) to have checklists (for baby names, baby layettes, etc; 38/189, 25.5%). The top 5 ways that women were informed about the existence of the apps were (1) a search in app stores (74/172, 43.0%); (2) friends (13/172, 7.6%); (3) a
Correlations With Maternal Factors

Differences between maternal characteristics (marital status, education, and gravidity) and use of devices, source of information, and use of pregnancy apps were investigated. Only significant results will be discussed below. A detailed overview of all results is provided in Multimedia Appendices 1-3.

Marital Status

There is a significant association between the source of information and a woman’s marital status: single women were significantly more likely to ask their mothers (73.3%) or other family members (43.3%) for information than were married pregnant women (mother [in law]: 51.3%; \(P=.02\)).

Education

Pregnant women with a lower education level (lower secondary school and/or higher secondary school) were significantly more likely to use a PC or laptop in their occupation than pregnant women who had a higher education level (high school and/or university; 98.6% vs 85.5%; \(P<.01\)). They also were more likely to consult other family members for information about their pregnancy (41.1% vs 23.1%; \(P<.01\)) and less likely to consult their gynecologist (95.9% vs 83.5%; \(P=.001\)). In addition, they followed more prenatal sessions (80.8% vs 32.5%; \(P=.04\)) and searched more for specific information about their discomfort and complaints during pregnancy (89% vs 79.5%; \(P=.02\)).

Gravidity

Compared to multigravida, primigravida were more likely to ask for advice about their pregnancy from those in their vicinity, such as family members (primigravida: 40.4% vs multigravida: 20.1%; \(P<.001\)) and other pregnant women (primigravida: 53.2% vs multigravida: 42.2%; \(P=.03\)). Primigravida also searched for more specific information about their pregnancy compared to multigravida. The specific significant results are general health (primigravida: 64.2% vs multigravida: 41.2%; \(P<.001\)), health during pregnancy (primigravida: 89% vs multigravida: 75.9%; \(P=.01\)), sexuality (primigravida 37.6% vs multigravida 10.6%; \(P<.001\)), emotions, experiences and mood (primigravida: 37.6% vs multigravida: 25.1%; \(P=.02\)), and administrative and practical matters (primigravida: 82.6% vs multigravida: 71.9%; \(P=.04\)).

Discussion

Principal Results and Comparison With Prior Work

There is relatively little known about the sources of information in pregnancy apps and actual use of these apps by pregnant women, including their characteristics. To our knowledge, this is the first study that sought to map the current information resources and use of websites and mobile apps of Flemish women and their needs and expectations regarding digital information.

The use of websites and mHealth is becoming an increasingly important way for women to receive information about their pregnancy [21,24,25]. Our study showed that most devices (computer/laptop, mobile phone, and smartphone/iPhone) were used daily by women. More than half of the women downloaded a pregnancy app (55.3%), with an average of 1 or 2 apps per pregnancy. This is in line with a study by Lee et al [24], who reported that the average number of free apps downloaded was 2.4 (SD 1.57) [24].

The 3 most common reasons that women in our study downloaded an app were (1) follow-up of the growth and development of the baby (69.8%), (2) daily/weekly notifications based on push messages with information, tips, and advice about the pregnancy (69.1%), and (3) use of checklists (25.5%). A possible reason for this is that this kind of information is easy to explain and very accessible for everyone. In addition, women’s care providers (eg, obstetrician, midwife) are not available at every moment of the day, but an app is. In studies by Wang et al [23] and Lupton and Pederson [22], the most reported reason for app usage was for monitoring fetal development (81.5% and 86%, respectively). In addition, the need for tailored advice and tracking of pregnancy changes, enabled by notifications, is another important reason for app usage. Further research is needed to gain insight into reasons for app usage, how app functions meet the expectations of women during pregnancy, and to what extent apps can be complementary to and integrated into current prenatal care.

The majority of women in our study (85.9%) searched for information on the internet, particularly information regarding fetal development, health and complaints during pregnancy, and practical and financial issues. This is in line with other studies showing that 65% [20] and 97% [32] of women sought digital health information. We also found that the obstetrician was the main source of information for many women (86.2%), followed by websites/internet (85.9%) and apps (74.9%). The midwife was in fifth place (59.3%). Our results seem to support those of previous studies [23,29,31,33,34], in which it was found that digital resources are a major source of information during pregnancy and childbirth, in combination with information and support from family, friends, and health professionals. We assume that the underlying reason for this is that online searches of apps are available at any time and place, and they are also accessible for questions that pregnant women might not want to ask their care providers about (eg, sensitive questions about finances).
Health care professionals are concerned about the quality, validity, and accuracy of digital information resources [22,24,25,27,28]. Previous research showed that women did not discuss information they found online with their midwife or doctor and between 8%–12% of women were unsure, worried, or confused about this information [29]. Findings were similar in a study by Wang et al [23] where women expressed the need for information about future apps from health care providers as well as the need to discuss contradictory information with health care providers. However, in our study, only 1.7% (3/172) of the women used an app on the advice of their health care provider, which is a lower percentage compared to a study by Mackintosh et al [29], where 30% of the women used websites or apps recommended by their midwife or doctor [29]. It seems that the recommendation of apps is not yet naturalized in the Flemish field of obstetrics, but this also indicates how important it is that health care providers refer women to high-quality digital resources such as websites and apps and take the opportunity to discuss digital information during consultations. Similar to Buchanan et al (2021) [30] and Vogels-Broeke et al (2022) [34], our study also highlighted the importance of interpersonal resources such as peers, friends, and family for health- and parenting-related information. However, dependency on information from the internet and relatives can be problematic, particularly when this advice conflicts with recommendations from health professionals. Therefore, it may be recommended to disseminate digital health resources such as mobile apps to the social networks and family members of pregnant women to increase the likelihood of positive health outcomes [30].

Further, our study showed differences in sources of information depending on marital status, educational level, and gravidity. Single women were significantly more likely to ask their relatives for information (ie, their mother or other family members) than were married or cohabiting pregnant women, probably due to the fact that they do not have a partner to turn to with their questions and concerns. Pregnant women with a lower education level were significantly more likely to have a PC or laptop than those with higher education; they also were more likely to consult other family members for information about their pregnancy, followed more prenatal sessions, and searched more for online information on discomfort and complaints during pregnancy. This is in contrast with the results of Buchanan et al (2021) [30], who found that women from a lower socioeconomic background had lower rates of pregnancy app uptake, and were less likely to use written or online resources and digital technologies to search for health information [30]. A study by Vogel-Broeke et al [34] found that the use of websites was lower among women who had a low level of education versus those with a middle or high level of education. However, education level appeared to play little part in the online practices of women in the study by Mackintosh et al [29].

Finally, our study showed that primigravida asked for more advice about their pregnancy from those in their families and social circles compared with multigravida. Primigravida consulted their family members or other pregnant women and also searched for more specific information regarding general health information, health during pregnancy, sexuality, emotions and mental well-being, and administrative and practical issues. This could be because multigravida have already experienced a pregnancy, and learned a lot from that experience. The need for advice and information is lower compared to primipara. These findings are consistent with other literature indicating that women have the greatest need for information during their first pregnancy and are more likely to use health apps as a source of information [30,31,34]. This emphasizes the importance of customized information, adjusted to the needs of pregnant women. Maternal characteristics need to be considered when developing mobile apps to ensure uptake among pregnant women from broader sociodemographic backgrounds [30].

Strengths and Limitations

To our knowledge, this is the first study that sought to map the current information resources and use of websites and mobile apps of Flemish women and their needs and expectations regarding digital information. Another strength of this study is that the survey was developed based on existing questionnaires and prior, similar investigations among postnatal women. However, the psychometric properties of the questionnaire were not determined.

This study has several limitations that need consideration. Given the small sample size and the fact that pregnant women were recruited in only two Flemish regions (Genk and Sint-Niklaas), findings may not be generalizable to all Belgian women. Second, there were two versions of the questionnaire: a web-based questionnaire and a paper-based questionnaire. We mainly recruited women through social media, which means that we probably reached women who are more digitally skilled and therefore more familiar with digital technologies. It is known that digital (health) literacy is limited among vulnerable people. A recent report on digital inclusion found that 32% of Belgians have weak digital skills. This value increases up to 75% for people with a low income and low educational level [35]. It is likely that vulnerable pregnant women are underrepresented in our study. We tried to overcome this issue by using paper-based questionnaires, but we are aware of the fact that this could lead to bias in the answers (eg, limited time on the prenatal ward, less privacy). Further, we measured the use of pregnancy apps at one time point, regardless of gestational age. It has been demonstrated that sources of information vary over the course of pregnancy and app use declines as pregnancy progresses [23]. Vogels-Broeke et al [34] also found differences in the use of (digital) information resources between early and late pregnancy. Therefore, a longitudinal approach to studying the use of digital resources among pregnant women is recommended. Finally, we only investigated the needs, expectations, and app usage of pregnant women; it would be interesting to investigate the attitudes and experiences of partners as well as health care professionals.

Recommendations for Further Research

Health care professionals must be aware that women search for pregnancy information online. Further research is needed to establish how health care professionals can support women’s digital use during pregnancy and how digital information resources can be integrated into daily practice. Studies on health
care professionals’ attitudes, needs, feasibility, and acceptability toward digital resources are recommended, as well as studies investigating how they are engaging and dealing with pregnancy and parenting apps in clinical practice. In addition, it would be interesting to investigate the experiences and actual app usage of partners. Further insights are needed on how pregnant women select apps, use them through the different trimesters, and evaluate their quality and usefulness.

**Conclusions**

Health care professionals need to be aware that mobile health apps and the internet are important and growing sources of information for pregnant women—as shown in our study, they are the second and third most common sources of information. It is likely that this digital trend will continue in the future and will become even more important. Concerns arise about the quality and safety of such apps, as only a limited number of apps are subjected to an external quality check. Therefore, it is important that health care professionals refer patients to high-quality digital resources and take the opportunity to discuss digital information with pregnant women. The availability of high-quality, evidence-based, and customized mobile pregnancy apps represents an important opportunity to optimize maternal and birth outcomes. Efforts should be made by health care professionals, app developers, and policy makers to ensure the quality of health apps and their integration into maternal care.
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Abstract

Background: Digital technologies are transforming the health care system. A large part of information is generated as real-world data (RWD). Data from electronic health records and digital biomarkers have the potential to reveal associations between the benefits and adverse events of medicines, establish new patient-stratification principles, expose unknown disease correlations, and inform on preventive measures. The impact for health care payers and providers, the biopharmaceutical industry, and governments is massive in terms of health outcomes, quality of care, and cost. However, a framework to assess the preliminary quality of RWD is missing, thus hindering the conduct of population-based observational studies to support regulatory decision-making and real-world evidence.

Objective: To address the need to qualify RWD, we aimed to build a web application as a tool to translate characterization of some quality parameters of RWD into a metric and propose a standard framework for evaluating the quality of the RWD.

Methods: The RWD-Cockpit systematically scores data sets based on proposed quality metrics and customizable variables chosen by the user. Sleep RWD generated de novo and publicly available data sets were used to validate the usability and applicability of the web application. The RWD quality score is based on the evaluation of 7 variables: manageability specifies access and publication status; complexity defines univariate, multivariate, and longitudinal data; sample size indicates the size of the sample or samples; privacy and liability stipulates privacy rules; accessibility specifies how the data set can be accessed and to what granularity; periodicity specifies how often the data set is updated; and standardization specifies whether the data set adheres to any specific technical or metadata standard. These variables are associated with several descriptors that define specific characteristics of the data set.

Results: To address the need to qualify RWD, we built the RWD-Cockpit web application, which proposes a framework and applies a common standard for a preliminary evaluation of RWD quality across data sets—molecular, phenotypical, and social—and proposes a standard that can be further personalized by the community retaining an internal standard. Applied to 2 different case studies—de novo—generated sleep data and publicly available data sets—the RWD-Cockpit could identify and provide researchers with variables that might increase quality.

Conclusions: The results from the application of the framework of RWD metrics implemented in the RWD-Cockpit application suggests that multiple data sets can be preliminarily evaluated in terms of quality using the proposed metrics. The output

https://formative.jmir.org/2022/10/e29920
scores—quality identifiers—provide a first quality assessment for the use of RWD. Although extensive challenges remain to be addressed to set RWD quality standards, our proposal can serve as an initial blueprint for community efforts in the characterization of RWD quality for regulated settings.

(JMIR Form Res 2022;6(10):e29920) doi:10.2196/29920
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Introduction

Background

Real-world data (RWD) is defined as health care data generated outside of randomized controlled trials (RCTs) [1]. Real-world evidence (RWE) regarding the use, benefits, and risks of medications is obtained through comprehensive analyses and validation of RWD. Examples of RWD include electronic health records, prescription and billing data, insurance claims, genetic and molecular biobanks, medical-related products, disease registries, and patient-generated health data collected through a variety of sources and digital devices such as wearables and smartphones [2,3]. RWD emerged through the widespread use of health-related apps, implementation of electronic health records in hospitals, and routine genetic testing. Recently, these data were recognized as a valuable resource for biopharmaceutical companies to reduce research and development expenditures, and this has been primarily implemented by regulatory agencies in postmarket analysis of medical products [4].

RWE can supplement, and has often served as, primary data to inform on regulatory decisions such as alternative drug indications and is used in orphan and oncological disease studies [5]. In response to this trend, regulatory agencies such as the US Food and Drug Administration (FDA) and European Medicines Agency (EMA) have implemented strategies for the inclusion of RWD and RWE as part of their regulatory approach to digitalization in health care to inform regulatory decisions such as late-term adverse effects or stratifying clinical trial population groups with the US 21st Century Cures Act [6] and the EMA Regulatory Science to 2025 strategy [7]. Several studies have shown that the use of RWD in determining patient health status, especially in cases of progressive or chronic diseases such as Alzheimer disease and Parkinson disease, can greatly affect current diagnosis and prognosis as well as optimize disease management [3,8]. The use of RWE is also crucial for assessing the safety and effectiveness of processes that cannot be appropriately addressed in an RCT, such as surgical procedures [9]. Ongoing efforts by the regulatory agencies have already seen practical implementations of RWD used to receive regulatory approval as an alternative to RCTs. For example, Prograf (tacrolimus), a drug initially approved to prevent organ rejection in liver transplantations, has received FDA approval for use in kidney and heart transplantations [10] and similar approvals in Europe [11]. These cases and others reflect how well-designed studies relying on fit-for-purpose RWD can be considered adequate under FDA and EMA regulations [12]. To maximize the implementation of RWE, an important challenge currently is to find data that provide the most suitable measurements for biopharmaceutical companies and regulatory agencies [13].

Objectives

The sources and types of RWD are diverse, ranging from medication orders to patient-generated (eg, PatientsLikeMe and Carenity), digitally collected (fitness trackers), and social media data [14]. However, the criteria used by the biopharmaceutical industry to select appropriate data sets for different applications compared with traditional RCTs are unclear [12]. In addition, data origin, diversity, and complexity make it difficult to consistently rank and assess RWD quality [15]. Lack of standardization and structure among data sets augments and lengthens the process of identifying the right fit-for-purpose RWD and generating meaningful analyses [16]. Carefully curated, validated, standardized, and high-quality data are needed to generate widely accepted RWE that can bridge the knowledge gap between standardized RCTs and the real world. To date, there are neither clear standards nor available tools to assess RWD quality [17]. To address these challenges (Figure 1), we have created an easy-to-use, accessible web application tool that assesses RWD data sets using a customizable selection of proposed standard variables: the RWD-Cockpit (Figures 2 and 3).
Figure 1. Challenges in the transformation of real-world data (RWD) to real-world evidence (RWE).

Figure 2. Screenshot of the Statistics tab of the RWD-Cockpit web-application of the overall score of RWD data sets. A data set tree map allocated under the general statistics bar chart enables the sequential selection of the type of data, its complexity, assessment and other parameters for the identification of the RWD and the quality needed.
Methods

Overview

A total of 106 RWD data sets were selected as a target sample group for the development of a scoring method in the RWD-Cockpit to assess RWD data sets. The metadata of these data sets and publications were investigated with regard to data quality to devise a scoring method to assess the quality of RWD. The scoring method takes into account seven variable metrics for data-quality assessment:

1. Manageability specifies the access rights that users may or may not have for a data set as well as whether the data have been published in a peer-reviewed journal.
2. Complexity defines whether the data set is univariate, multivariate, or longitudinal.
3. Sample size defines the sample size of a given data set.
4. Privacy and liability stipulates privacy rules according to the data context of use.
5. Accessibility specifies how the data set can be accessed and to what granularity.
6. Periodicity specifies how often the data set is updated.
7. Standardization specifies whether the data set adheres to any specific technical or metadata standard.

For each variable, there are several associated descriptors that define specific characteristics of the data set. The descriptors are explained in detail in Table 1. The RWD scoring formula subsequently averages the performance of variables for a given data set to assign a final score. A specific score (0 to 100) is assigned to each variable’s descriptor. Each variable can have >1 descriptor (eg, the data set contains longitudinal and multivariate data), and an average score for each variable is taken. In the Complexity variable, multivariate or univariate can be chosen. Subsequently, a cumulative average is calculated for all variables. This cumulative average is normalized to a score from 1 to 5, with 5 being the best quality for a data set. This score is called the quality identifier and is displayed and associated with each data set. The normalization is performed by dividing the cumulative score by 7 (number of descriptors), then dividing by 100 and multiplying by 5. An example of the scoring methodology for 2 data sets is shown in Table 2.
Table 1. Variable and descriptor definitions and real-world data examples.

<table>
<thead>
<tr>
<th>Variable and descriptor (scored highest to lowest)</th>
<th>Definition</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Manageability</strong>: describes the level of data management, such as whether the data are protected; have been peer reviewed and published; and require paid access, registration, or are freely available to users</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protected and peer reviewed</td>
<td>Only selected users have access, or data set has been published in a peer-reviewed journal</td>
<td>SwissRDL [18], Cancer Registry of Norway [19], and EHRs&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Attributed</td>
<td>User must register to access the data, and the source is referenced</td>
<td>Kaggle [20], Google Dataset Search [21], European Union OpenData.swiss [22], and University of California Irvine Machine Learning Repository [23]</td>
</tr>
<tr>
<td>Regulated</td>
<td>User must register to be able to access the data and has no further reference to the generation of the data (eg, scientific publication)</td>
<td>—</td>
</tr>
<tr>
<td>Free</td>
<td>Access is open source, and data are freely available</td>
<td>—</td>
</tr>
<tr>
<td><strong>Complexity</strong>: describes the extent of complexity within a data set (eg, whether the data set contains single, multiple, or longitudinal measurements)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Longitudinal</td>
<td>Univariate or multivariate, measured repeatedly over defined time intervals</td>
<td>Panel study of income dynamics [24]</td>
</tr>
<tr>
<td>Multivariate</td>
<td>Multiple columns or variables (table containing more information than univariate)</td>
<td>—</td>
</tr>
<tr>
<td>Univariate</td>
<td>Only 1 column or variable</td>
<td>Home blood pressure–monitoring pilot: NYU Langone Health EHR [25]</td>
</tr>
<tr>
<td><strong>Sample size</strong>: describes the number of samples in the data set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>The sample size is 1</td>
<td>Height weight single-variable data [26]</td>
</tr>
<tr>
<td>Small</td>
<td>The sample size is 2 to 100</td>
<td>—</td>
</tr>
<tr>
<td>Medium</td>
<td>The sample size is 101 to 1,000,000</td>
<td>National Health and Nutrition Examination Survey 2013-2014 [27]</td>
</tr>
<tr>
<td>Large</td>
<td>The sample size is &gt;1,000,000</td>
<td>—</td>
</tr>
<tr>
<td><strong>Privacy and liability</strong>: describes how well the data set addresses privacy concerns, such as use of encryption, anonymization of participants, and other privacy factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encrypted</td>
<td>Data set has been processed through an encryption algorithm and can only be read by authorized parties with the encryption key, and privacy is assured and risk is minimized</td>
<td>Measuring the quality and completeness of medication-related information derived from hospital EHR database (derived data) [28]</td>
</tr>
<tr>
<td>Derived</td>
<td>Data have been analytically preprocessed; there are no privacy and anonymization issues, and liability is minimal; and derived data (not the heart rate of all patients but an average)</td>
<td>—</td>
</tr>
<tr>
<td>Anonymized</td>
<td>Data do not have any identifying particulars or details that would lead to participant identification and have minimal liability</td>
<td>Twitter data (private) [29]</td>
</tr>
<tr>
<td>Private</td>
<td>User has private rights or has an established collaboration to access the data (physician with patient data), and liability is reduced because of exclusive rights to the data, but user is responsible for data privacy and safety as determined by law</td>
<td>—</td>
</tr>
<tr>
<td>Open</td>
<td>Data have no protection measures implemented that protect user identity or privacy; thus, users are responsible for the integrity of the data because there is no information on how they were gathered or managed</td>
<td>—</td>
</tr>
<tr>
<td><strong>Accessibility</strong>: describes how the data set can be accessed, such as from a direct download from the web or as a hard copy document</td>
<td></td>
<td></td>
</tr>
<tr>
<td>API</td>
<td>Data are accessed through API, and specific data sets are queried and requested by the user and acquired</td>
<td>OpenML (download and API) [30] and OpenData.swiss (API) [22]</td>
</tr>
<tr>
<td>Download</td>
<td>Data are downloadable from the web, but there is minimal functionality (ie, querying is minimal and usually limited in terms of the number of data sets available)</td>
<td>—</td>
</tr>
<tr>
<td>Soft copy</td>
<td>Data are digitally available</td>
<td>USB drive, CD, portable storage, and hard disk</td>
</tr>
<tr>
<td>Hard copy</td>
<td>Data are available only as paper documents</td>
<td>Paper documents</td>
</tr>
<tr>
<td><strong>Periodicity</strong>: describes whether the data set is a single snapshot (collected once) or it is designed to be collected and released continuously or periodically</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> EHRs: Electronic Health Records
Examples

Variable and descriptor (scored highest to lowest) | Definition | Examples
--- | --- | ---
Sequential | Data are measured in a specified periodic or continuous manner | Pervasive computing technologies to continuously assess Alzheimer disease progression and intervention efficacy [31]
Ad hoc | Data are measured multiple times when necessary (eg, during sickness) | —
Repeated | Data are generated based on >1 measurement taken at random times | Population census data
Single | Data are generated based on 1 measurement | —

Standardization: describes whether the data set adheres to, for example, a common international standard or a specific organization

| Open metadata | Data are organized according to official standards (eg, Health Level Seven and National Council for Prescription Drug Programs) | A validated smartphone-based assessment of gait and gait variability in Parkinson disease [32] |
| Self-metadata | Data are organized using specific descriptors from data providers that describe the structure of the data in detail | — |
| Structured | Data are organized in a streamlined and easily interpretable format, but this does not follow any international data set guidelines | Emails, word-processing documents, photographs, and presentations |
| None | Data have no clear organization or standardization | — |

Table 2. Case study of quality-assessed de novo–generated real-world data⁴.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Descriptor</th>
<th>Descriptor score</th>
<th>Variable score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manageability</td>
<td>Protected</td>
<td>100</td>
<td>100 / 1 = 100</td>
</tr>
<tr>
<td>Complexity</td>
<td>Longitudinal+ multivariate</td>
<td>100+50</td>
<td>(100 + 50) / 2 = 75</td>
</tr>
<tr>
<td>Sample size</td>
<td>Small</td>
<td>33</td>
<td>33 / 1 = 33</td>
</tr>
<tr>
<td>Privacy and liability</td>
<td>Anonymized</td>
<td>50</td>
<td>50 / 1 = 50</td>
</tr>
<tr>
<td>Accessibility</td>
<td>Application programming interface (API)</td>
<td>100</td>
<td>100 / 1 = 100</td>
</tr>
<tr>
<td>Periodicity</td>
<td>Sequential</td>
<td>100</td>
<td>100 / 1 = 100</td>
</tr>
<tr>
<td>Standardization</td>
<td>Self-metadata</td>
<td>66</td>
<td>66 / 1 = 66</td>
</tr>
</tbody>
</table>

⁴Cumulative score = 100 + 75 + 33 + 50 + 100 + 100 + 66 = 524; quality identifier = (524 / 7) / 100 × 5 = 3.74.

The RWD-Cockpit system is based on a database that manages the available data sets as well as the scoring of data sets. Data sets are assigned descriptors using database object relations. When querying data sets, related flags are automatically fetched for each data set; the data set score is calculated simultaneously and then displayed to users. This simultaneous scoring mechanism allows for assessments to change dynamically over time if there are changes to the variables or the scores. In addition, personal data sets and data sets not provided by the application can also be self-scored through the Help link in the application. A user can click on Enable score calculator and easily choose the appropriate descriptors for a data set, after which a score is generated automatically.

Furthermore, a statistics page was designed to provide an internet-based chart of the data sets within the application to track global trends in RWD quality assessments from several sources (eg, Kaggle). The global average quality identifier scores of all available data sets and for each type—molecular, phenotypical, and social—are displayed. In terms of technology, the RWD-Cockpit system is developed as an Angular web application on top of a Loopback server, and the data are stored in a MongoDB database. This architecture is robust and straightforward to deploy and maintain. The RWD-Cockpit web application is free to use, and users are encouraged to input their data set descriptions and add their data sets in the database. For data sets associated with a publication, the publication reference is cited.

De Novo–Generated RWD as a Case Study

The measurements were performed with a ribbon containing electrodes that is placed underneath a fitted sheet in a bed at chest height. The electrodes quantitatively measure humidity, which is correlated to sweat, during sleep (Multimedia Appendix 1). In addition, the sensor measures the temperature at the ribbon and in the room using a printed circuit board (Multimedia Appendix 2 and Multimedia Appendix 3). Resistance and temperature measurements are taken throughout the night by 2 electrodes within the ribbon, and the values collected are
transferred to a moisture sensor connected to a printed circuit board (Multimedia Appendix 4).

Results

A Straightforward Web Tool That Assesses RWD Data Sets

Many challenges [33] and information parameters to guide RWD appropriateness for research questions have been proposed [34]. However, a framework that translates information (eg, quantifying parameters such as the importance of longitudinal data, accessibility, and publication as a metric that indicates quality [34]) into an evaluation framework is still missing. We created the RWD-Cockpit [35], a straightforward web tool that assesses RWD data sets using standard and customizable variables (Figures 2 and 3). This web application provides a platform to search for, and view, quality-scored RWD data sets. Furthermore, it provides a flexible benchmarking data quality–scoring tool for new user-acquired RWD data sets. Users can search for RWD data sets that fulfill user-selected quality variables and score criteria, as well as set a standard that other users within the same institution or across institutions or regulatory agencies may use. Currently, 106 quality-scored RWD data sets from a variety of sources and areas are available through the RWD-Cockpit, and more are continually added. As new guidelines and laws are passed concerning the use of RWD, novel variables and descriptors can be added as needed by the administrators.

In the RWD-Cockpit, RWD data sets were scored based on 7 variables that were identified to be important metrics in determining data quality to address the challenges in adopting RWD for regulatory decision-making [11,36]. The proposed variables are manageability, complexity, sample size, privacy and liability, accessibility, periodicity, and standardization, and they are described in detail in Table 1. Each variable contains 3 to 5 descriptors that describe specific characteristics that apply to a data set, such as multivariate or longitudinal measurements (Table 1). Each variable has been identified based on its impact on the overall usability of data. Because of the broad landscape of potential use cases for RWD, the identified variables do not consider case-specific suitability or content but create a generalized framework to assess RWD. Manageability is an important variable necessary because of the broad diversity and almost nonexistent limitations on what data identify as RWD (Table 1). The level of data management [36] can be related to the general quality and trustworthiness of the data. A higher score is proposed for either peer-reviewed data sets or data that require additional efforts with regard to data management. The complexity of data extends the use-case coverage of the data sets. Univariate data might offer a base to solve single research questions but lack the depth of potential insights. A proposed option to achieve an increased score for complexity is to provide or generate diverse data, enabling the data to be integrated into a broader field of use cases. The variable sample size is of great importance because RWD are intended to show real-world insights. Real-world behavior can be reflected better in data from large numbers of individuals compared with information on a single individual. The sample size of a data set can be increased at any time, given that the circumstances of the data acquisition, such as used devices, remain the same for each data point. The level of compliance with given data privacy regulations, as represented in the variable privacy and liability, can provide further insights on data quality and trustworthiness. Open RWD without data protection measures have a high potential of being simulated data, whereas reliable data sources are compelled to comply with given regulations. The application of data anonymization or encryption measures and compliance with European Union standards (General Data Protection Regulation) or US standards (Health Insurance Portability and Accountability Act) results in a higher assigned score. The state in which data are being transferred and stored takes on a relevant role when intending to extract RWE from RWD; thus, the variable accessibility has been identified as a relevant factor. Hard copy of data might provide a wide range of content but increases efforts in preprocessing and requires the transformation from analog to digital. The most efficient method to implement the accessibility variable is to provide the data through an application programming interface. Using an application programming interface allows users to specifically query the data of interest and, furthermore, provides direct digital access to the data. Similar to complexity and sample size, periodicity has been identified as a relevant parameter because of the depth of information. Single snapshots of individuals reflect acute states, whereas data acquired at different points in time of the same individual can generate deeper insights, which indicates reproducibility of the method. Collecting data from individuals repeatedly according to a defined time plan leads to a 2-fold benefit: first, the ability to create an average overview on individuals, and second, the ability to identify time-related patterns or progression. The last variable standardization is required to further increase trustworthiness and practicality. Applying state-of-the-art health care data standards to RWD generates a more direct path to use the data, whereas unstructured data or data that follow nonconventional standards require increased efforts with regard to their understanding and use. To achieve a higher score in standardization, it is proposed to identify potential community standards or frameworks and apply these to the data set.

The overall average score of all data sets in the RWD-Cockpit application was 2.80, with social data sets scoring 2.90, molecular data sets scoring 2.86, and phenotypical data sets scoring 2.83.

Case Studies

To provide a practical example on the benefits of using the RWD-Cockpit, quality metrics were calculated in two case studies: (1) a practical case study using temperature data during sleep and (2) two of the publicly available data sets in the database.

To evaluate the applicability and usability of the RWD-Cockpit web application on de novo–generated data, a case study was performed to generate temperature RWD during sleep [37]. The RWD generators were asked to use the RWD-Cockpit application on their data sets, determine the value the application provided, and use it to find quality-scored data sets that were useful for their company. Their preliminary data sets scored
3.74 out of 5, which is determined to be good within the application (Table 2). On the basis of this score, the data generators identified variables that can be improved upon within their data set, such as increasing the sample size, publishing the data in a peer-reviewed journal, encrypting the data, and organizing the data according to officially recognized standards, such as Health Level Seven. These developments will increase the quality of their data set, making it more likely to be adopted in a health care environment as a novel digital biomarker for health and to be accepted as a health tool. Furthermore, the data generators identified within the RWD-Cockpit application several scored RWD data sets related to sleep and health that were meaningful and independently collected to further develop their product. This case study validated the purpose and value of the RWD-Cockpit web application for use.

We selected and scored 2 different health care–related data sets to demonstrate how their respective scores reflect the low and high quality of the RWD Table 2 and Table 3. The first data set, named Height Weight Single Variable data, studies the relationship between the height and weight of a person, predicting the probabilistic weight for a given height from a list of heights and weights [26]. The second RWD data set, National Health and Nutrition Examination Survey 2013-2014, consists of health measurements and surveys (eg, demographics and laboratory measurements) of approximately 5000 individuals across the country over a 2-year period conducted by officials at the US Centers for Disease Control and Prevention [27]. These data include measurements conducted by physicians and laboratories, as well as self-reported measurements. When quality identifiers are compared between the 2 data sets, the second data set scores higher at 3.67 versus the score of 1.47 of the first data set Table 3. The major differences between the 2 data sets are primarily visualized in 5 of the 7 variables: manageability, complexity, sample size, periodicity, and standardization. Whereas the first data set contains only 35 different samples, the second data set has collected data from 5000 different samples, resulting in a higher score. Regarding complexity, the first data set is univariate, whereas the second data set is both longitudinal and multivariate, thus scoring higher than the first data set. Additional differences in descriptors and scores are detailed in Table 1.

The score of the Height Weight Single Variable data set can be improved on various aspects. The data set can be extended with additional individuals to increase the sample size variable from small to medium, and further information related to these individuals can also be used as an extension of the data set. Furthermore, a structured plan can be applied to measure the required information for the data set at specific time points, further increasing the periodicity score of the data set. The periodicity variable provides the ability to data providers to define the time ranges and number of independent measurements without constraints, allowing measurements on the same day to be graded repeatedly or even ad hoc. In addition, when repeated measurements of the same individuals are performed multiple times, the complexity score is affected as well, moving from univariate to longitudinal. On the basis of the additions to the data set, an overall data dictionary can be created to improve the standardization score from the current structured to self-metadata. The extended data set can further be used to conduct research on, granting the option to receive peer reviews on the data set or to move the manageability score from free to either attributed or peer reviewed. With regard to privacy and liability and accessibility, anonymized and download already provide high scores while covering the variables appropriately for this kind of data set; thus, further improvements are not necessarily required.

The described adjustments and additions to the data set can cause a significant impact on the overall score of the data set. The Height Weight Single Variable data set can increase its score from 1.47, considered a poor data set by the platform, to 3.60, reaching the classification good. Besides raising the score, the proposed adjustments strongly improve the usability and reliability of the data set. The data set can cover a much wider range of use cases and gain trust of stakeholders. A complete overview of potential improvements to the data set is shown in Table 3.

This simple scoring of RWD enables investigators and health care stakeholders to get a general overview of the suitability of the data sets in relation to the decisions the data will affect. It also allows users to apply the same standards for assessing RWD quality. For high-impact health-related decisions, RWD should be of high quality and scrutinized for validity. The ability to add new potential descriptors to any variable or add completely new variables makes the RWD-Cockpit dynamic and adaptable. In addition, new governmental regulations can be implemented easily by adding new variables. Scoring can be adjusted according to the regulations for each country or specific regulatory or industry-specific requirements. By using the RWD-Cockpit, a fast evaluation of RWD quality can be achieved and the data sets can be scored depending on the fulfilled requirements for further consideration.
### Setting Standards for RWD: Opportunities and Challenges

Digital technological advancements such as measurement of digital biomarkers [13], wide implementation and use of electronic health records, and social media have generated a wealth of health-related data that can potentially be leveraged to generate valuable RWE. Biopharmaceutical companies have already begun to harvest the plethora of data and to integrate the data for new drug applications and postmarket analysis of various therapeutics [4]. Integration of RWD is valuable and has the potential to reduce the huge health care expenditure costs without lowering the standards for evidence [38]. Regulatory authorities such as the FDA or the EMA face challenges when it comes to consider the quality of evidence generated from RWD in regulatory decision-making and drug approval [2,11]. Some of the challenges [33] the agencies must overcome are related to ensuring the quality of data and providing frameworks for consideration. Without guiding regulations, the currently expanding use of RWD in studies [26,39] fails to follow industry standards. In addition, a robust standard for data sets must be implemented following the Findability, Accessibility, Interoperability, and Reusability (FAIR) principles [40]. However, these principles are related to data upstream the RWD quality assessment, and there are no guidelines from federal agencies on how to standardize data sets or individual data points. Several attempts are being made by groups such as the Observational Medical Outcomes Partnership, the Sentinel System, and the National Patient-Centered Clinical Research Network to partially address standardization by using systems such as the common data models that standardize terminology and transform databases into a similar format and representation [41]. Another strategy is to evaluate apps that generate the RWD [42,43]; however, this would translate into a discrepancy in the quality evaluation process that would reflect on, and differ in, the steps specific to the application areas of disease and usability. In contrast, information regarding RWD quality in the community is mainly reported in the form of characterization [34], which lacks the formality of a metric.

The complexity of RWD could be greatly reduced by providing a standard for the industry and other health care stakeholders. For RWD to be accepted into mainstay biopharmaceutical pipelines, regulatory agencies must first begin defining and setting standards on what data can be considered valid to be used for health-related decisions. Up to this point, no tools have been provided for the quality assessment of RWD. In addition, generation of RWD is still relatively siloed, with industry-sponsored studies being the main contributors [39]. To harness the creative power of the broader community (eg, academic centers that do not have the resources to generate such data themselves), the process of identifying and assessing the quality of RWD must be streamlined [13]. Nevertheless, considering RWD as a source of evidence in clinical or regulatory decision-making is a process under development. Different variables for the consideration of RWD in making health-related decisions are important and need to be identified appropriately for a variety of end-use analyses. In addition, participants and patients involved in studies that generate RWD must provide complete and trustworthy information. When collecting RWD data sets outside of RCTs, assurance must be given on, for example, data reliability, integrity, availability, and, not least, completeness. The RWD-Cockpit provides an easy-to-use and traceable first general assessment of RWD quality, which is applicable to a wide variety of data sets. Current regulations do not provide a sufficient framework for inclusion of RWD in studies investigating diseases other than orphan diseases or oncological diseases [44-46]. However, the value and possibilities when considering RWD during the whole product lifecycle instead of only postmarket authorization are

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Score</th>
<th>Improvement</th>
<th>Value after improvement</th>
<th>Score after improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manageability</td>
<td>Free</td>
<td>0</td>
<td>Move from providing the data freely to attributed access or publish the data in a peer-reviewed journal</td>
<td>Attributed</td>
<td>66</td>
</tr>
<tr>
<td>Complexity</td>
<td>Univariate</td>
<td>0</td>
<td>Extend the data set by collecting more information on participants at different time points</td>
<td>Longitudinal</td>
<td>100</td>
</tr>
<tr>
<td>Sample size</td>
<td>Small</td>
<td>33</td>
<td>Increase the number of individuals included in the data set to &gt;100 participants</td>
<td>Medium</td>
<td>66</td>
</tr>
<tr>
<td>Privacy and liability</td>
<td>Anonymized</td>
<td>75</td>
<td>Privacy and liability are already handled appropriately</td>
<td>Anonymized</td>
<td>75</td>
</tr>
<tr>
<td>Accessibility</td>
<td>Download</td>
<td>66</td>
<td>Access through download is appropriate for data such as these</td>
<td>Download</td>
<td>66</td>
</tr>
<tr>
<td>Periodicity</td>
<td>Single</td>
<td>0</td>
<td>Develop a plan for when the participants will be examined again and extend the data set in defined time steps</td>
<td>Ad hoc</td>
<td>66</td>
</tr>
<tr>
<td>Standardization</td>
<td>Structured</td>
<td>33</td>
<td>Create a data dictionary clearly stating the structure of the data set</td>
<td>Self-metadata</td>
<td>66</td>
</tr>
</tbody>
</table>

*aScore before changes: 1.47; score after changes: 3.60.*

### Discussion

Table 3. Potential improvements to a case study of publicly available real-world data
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recognized across disease areas. The RWD-Cockpit enables health care stakeholders to obtain preliminary quality information across RWD data sets. Users can use this preliminary criterion when searching for, and selecting, specific data sets for consideration in investigations. The web-based RWD-Cockpit application might provide an initial standard blueprint for regulatory authorities considering preliminary approval of the use of RWD in different settings.

The RWD-Cockpit allows users to score data sets independently, where they can assess the scores according to the RWD formula and further choose whether they wish to publish these data sets in the RWD-Cockpit. In addition, the results of the case studies demonstrate the applicability and usability of the RWD-Cockpit application to the wider community. Future versions of the RWD-Cockpit or frameworks for the assessment of RWD quality before further selection and analyses might also consider additional information on the data-generation process, including variables focusing on used devices or firmware. Furthermore, information can be included on whether the data have been centralized by a single institution or person or distributed and combined from multiple sources. Another potential improvement to the RWD-Cockpit could result from the automation of the scoring process. An automated machine-performed grading mechanism could potentially lead to an increase in consistency compared with the current manual grading by an individual. Another potential future useful feature could enable users to score their own RWD data sets based on their own criteria and similarly apply these quality criteria across a single institution or through multiple institutions.

**Conclusions**

The RWD-Cockpit web application is designed to enable a fast and reliable scoring system for evaluating the multi-metric quality of RWD data sets. It aims to reduce preliminary issues related to quality assessment of RWD and streamline the discovery of valuable RWD data sets, and it has the potential to be used in clinical settings. The application of this tool in the context of RWD is diverse and expandable, as demonstrated through the case studies. With the advent of digital medicine and the increasing challenges in data and metadata standards of RWD, there is a pressing need to develop frameworks and tools that represent RWD quality in a metric, comprehensible, and traceable manner and can serve as a standard across data sources and disease areas. The RWD-Cockpit represents a first metric proposal in this direction; however, further community efforts are urgently needed.
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**Multimedia Appendix 1**

The Q-Strip is connected to a printed circuit board where the resistance between 2 electrodes is measured. The data collected are sent to a secure database.

[ PNG File, 306 KB - formative_v6i10e29920_app1.png ]

**Multimedia Appendix 2**

The Q-Strip is placed at chest height in a bed to measure nocturnal sweat best accurately.

[ PNG File, 54 KB - formative_v6i10e29920_app2.png ]

**Multimedia Appendix 3**

The longitudinal data are collected and then visualized in the Q-Strip software. The x-axis represents date and time and the y-axis represents the resistance value corresponding to amount of sweat detected.

[ PNG File, 222 KB - formative_v6i10e29920_app3.png ]

**Multimedia Appendix 4**

Example of quality-assessed real-world data.

[ PDF File (Adobe PDF File), 113 KB - formative_v6i10e29920_app4.pdf ]

**Multimedia Appendix 5**
Q-strip product is a ribbon that contains electrodes which measure humidity. The resistance between the 2 electrodes within the strip measure humidity which is then correlated to sweat. [PNG File, 226 KB - formative_v6110e29920_app5.png]
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Abstract

Background: An increasing number of mental health apps (MHapps) are being developed for youth. In addition, youth are high users of both technologies and MHapps. However, little is known about their perspectives on MHapps. MHapps might be particularly well suited to reach the youth underserved by traditional mental health resources, and incorporating their perspectives is especially critical to ensure such tools are useful to them.

Objective: The goal of this study was to develop and pilot a process for eliciting youth perspectives on MHapps in a structured and collaborative way. We also sought to generate learnings on the perspectives of Latinx youth on MHapps and their use in ways that might facilitate discovery, activation, or engagement in MHapps, especially in Latinx populations.

Methods: We created a series of focus groups consisting of 5 sessions. The groups introduced different categories of MHapps (cognitive behavioral therapy apps, mindfulness apps, and miscellaneous apps). Within each category, we selected 4 MHapps that participants chose to use for a week and provided feedback through both between-session and in-session activities. We recruited 5 youths ranging in age from 15 to 21 (mean 18, SD 2.2) years. All the participants identified as Hispanic or Latinx. After completing all 5 focus groups, the participants completed a brief questionnaire to gather their impressions of the apps they had used.

Results: Our focus group methodology collected detailed and diverse information about youth perspectives on MHapps. However, we did identify some aspects of our methods that were less successful at engaging the youth, such as our between-session activities. The Latinx youth in our study wanted apps that were accessible, relatable, youth centric, and simple and could be integrated with their offline lives. We also found that the mindfulness apps were viewed most favorably but that the miscellaneous and cognitive behavioral therapy apps were viewed as more impactful.

Conclusions: Eliciting youth feedback on MHapps is critical if these apps are going to serve a role in supporting their mental health and well-being. We refined a process for collecting feedback from the youth and identified factors that were important to a set of Latinx youth. Future work could be broader, that is, recruit larger samples of more diverse youth, or deeper, that is, collect more information from each youth around interests, needs, barriers, or facilitators or better understand the various impacts of MHapps by using qualitative and quantitative measures. Nevertheless, this study advances the formative understanding of how the youth, particularly Latinx youth, might be viewing these tools.

(JMIR Form Res 2022;6(10):e40726) doi:10.2196/40726
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Introduction

Background

Numerous health apps exist, with estimates of just over 350,000 health apps in 2020, with 18% of those being for stress and wellness and 5% for mental health conditions [1]. Despite this large number of available mental health apps (MHapps), few are downloaded, and those that are downloaded rarely have long-term, sustained use. A review of MHapps targeting depression and anxiety found that the top 3 most downloaded apps accounted for 90% of all downloads and that 63% of depression apps and 56% of anxiety apps had no regular users over a month period [2]. Another study found that the median retention rate for MHapps 15 days after downloading was 3.9%, and by 30 days, it dropped to 3.3% [3]. Thus, app discovery (ie, finding useful MHapps), app activation (ie, initiating the use of an MHapp), and app engagement (ie, sustained and effective use of an MHapp over time) are all major barriers to ensuring that MHapps can provide the most impact on consumers’ lives.

It is often proposed that MHapps could have a significant impact on youth [4-6]. Most mental health disorders emerge in adolescence or early adulthood, suggesting that youth is a critical transitory period for mental health [7]. Youth face many barriers to care that include structural and perceptual barriers, including perceptions of both mental health problems and services [8]. Youth of color experience even more barriers to care. They are less likely to live in communities with mental health providers [9] and to receive traditional mental health care than their White counterparts [10,11]. Even when providers and treatments are available, providers are less likely to match their racial and ethnic backgrounds, and culturally relevant care is rarely available [12,13]. For youth with mental health needs, parents and other adults are often the gatekeepers to care. As such, youth often seek care through informal sources first, which includes family and friends but increasingly includes internet-based information and interventions [14]. Seeking informal sources of support before engaging in traditional care might be even more common among Black and Latinx youth than among their White counterparts [15].

MHapps are a potentially useful way to reach youth and provide mental health support and interventions. Smartphone ownership increases substantially from age 11 to 18 years. With over half of youth aged 11 years and 91% of those aged 18 years owning smartphones [16]. As such, youth are quite comfortable using technology, and most report using them almost constantly to access the internet and communicate with peers [17]. Many youth also report that they are using or have used health apps. A recent representative survey of those aged 14 to 22 years found that 69% report having used a health app, a number that climbs to 75% among the youth with moderate to severe symptoms of depression [18]. In this survey, many of the categories of apps youth reported using were related to mental health, including sleep (27%), meditation or mindfulness (17%), stress reduction (14%), mood tracking (10%), depression (9%), and alcohol or substance use (5%). Thus, MHapp use among youth seems common.

MHapps might be particularly useful to provide mental health resources for traditionally underserved groups, such as racial and ethnic minorities [19,20]. First, as mentioned earlier, a sufficient workforce that mirrors the racial and ethnic diversity of the population in need does not exist. As an example, in California, Latinxs represent 38% of the state’s population but only 4% of its psychiatrists and 8% of its psychologists [21]. Investment in developing a better pipeline to train and retain diverse mental health providers should be a priority, although this process will take time and resources are needed today to help those in need. Second, MHapps can overcome geographic barriers and can be deployed more effectively where gaps in service provision exist. More than 80% of counties in the United States are designated as mental health professional shortage areas [22], and again, youth of color are less likely to live in areas with access to care [9]. Third, technology might be seen as a more desirable resource either because of the ease of access, overcoming barriers such as transportation or stigma [20], or just because some people might be more inclined to use an MHapp rather than traditional care. Calls to use technology for mental health service delivery have emphasized the need to broaden the portfolio of available mental health resources to promote market segmentation; that is, identifying targeted groups of consumers to better tailor products, such as mental health resources, to those populations. Even when racial and ethnic minorities receive traditional mental health services, they tend to receive fewer sessions [23]. Therefore, in addition to considering how to better engage racial and ethnic minorities in care, we must also consider how to design care that will better serve them when they get there. MHapps might be one such solution to help address this challenge.

Although robust literature exists to suggest that MHapps are effective [24,25], reviews specifically focused on apps for youth have shown that research in this space is sparse [26,27] but have demonstrated some indications of positive benefits [28]. In addition to there being fewer studies that address the effectiveness of MHapps for youth, most of the studies conducted focus on the early feasibility or acceptability of apps that never make it into the hands of consumers. For example, Grist et al [27] found in their systematic review that of the 15 apps described in 24 eligible studies, only 2 were available to download. Studies on MHapps for youth have been characterized by poor uptake and engagement, lack of specification of procedures such as human support, and a lack of research on younger children or traditionally marginalized populations [29]. Given the lack of empirical evidence to speak of the effectiveness of MHapps for racial and ethnic minority youth, processes to better elicit their perspectives and views could be useful to inform the adoption and deployment of MHapps among such populations.

Thus, a gap exists between the use and enthusiasm of MHapps for youth and our understanding of the actual impact on this group. It is worthwhile to better understand youth’s impressions, especially youth of color, of MHapps to understand what they would use and why, potentially leading to better design and dissemination of MHapps for youth and youth of color.
Including Youth Perspectives in the Research Process

One way to address this gap and provide information to better design studies to investigate the potential effectiveness of MHapps for youth is to incorporate youth’s perspectives on MHapps, especially those currently available to youth, into research [30]. Indeed, research has taken different approaches to consider the youth perspective, including expert opinions, app reviews, and working with youth themselves. One study conducted a workshop with psychologists with experience working with youth to identify different youth media preferences and then analyzed app features to identify the presence of these media preferences [31]. Media preferences included strategies of social connectivity, use of videos, tailorability, and rich interactions. However, they found that the use of these strategies was limited in apps available for youth, with social connectivity being the most used but with few examples of interactive multimedia experiences. Several studies have worked with youth to co-design digital mental health interventions [32-35], including MHapps, but these studies have often resulted in early-stage ideas or functional prototypes that, although sometimes are evaluated, rarely make it to app stores or other places where youth could access them. Finally, many studies have focused on trying to understand MHapps from app store user reviews [36,37]. Although these studies have not focused specifically on MHapps for youth people or on reviews coming only from youth, given that youth are using these tools, it is possible that some of these reviews come from youth. Overall, these studies demonstrate findings similar to other evaluations that leverage expert opinions or content analysis. Users appreciate apps that are esthetically pleasing and functionally diverse while allowing opportunities for personalization and tailoring. In addition, users dislike apps with poor usability and pricing models that focus on freemium models or emergent costs. However, a limitation of these reviews is that these prompts are general and may not elicit feedback on the aspects of MHapps that might best support their design and implementation.

Diverse methods exist to gather people’s impressions of digital products and to team with potential users in ways to better create technologies that meet their needs. These methods, leveraged from the field of human-centered design, have been used in various projects working to develop MHapps for the youth or to understand the needs and interests of the youth when interacting with technologies. Applying such techniques to better understand the impressions of existing apps is also useful to understand what are the affordances of these technologies as well as where such technologies are lacking. In our study, we drew on synchronous methods, used focus groups, and adapted asynchronous remote community (ARC) methods to inform the aspects of our study design. ARC includes a collection of methods intended to facilitate group-based research at a given distance [38]. ARC has been used in various apps, especially for working with populations in which in-person coordination might be challenging, such as populations with rare diseases [39] or stigmatized populations [40]. ARC methods have also been used with teens to leverage digital communication using platforms familiar to teens (eg, social media and asynchronous communication) and to balance their busy schedules [41].

Despite the creation of ARC methods before the pandemic, these methods are also useful for conducting remote design work that is necessary, given the need to follow physical distancing protocols.

In this study, we attempted to develop a process for incorporating youth perspectives on MHapps in a structured and collaborative way. We sought to pilot our methods with a small group of youth while also attempting to learn their perspectives on available MHapps. We were particularly interested in the views of youth from traditionally underserved and marginalized populations (given the potential of MHapps to overcome barriers they face and the relative lack of knowledge of MHapps for these populations in comparison with their White counterparts) and therefore worked with a sample of youth with a Latinx background. We conducted a 5-week focus group with a set of youth aged 15 to 21 years to refine a process for incorporating app feedback into their views on MHapps and to identify some characteristics of MHapps that might serve as barriers to or facilitators of discovery, activation, or engagement. As such, we framed our work in contributing both our methodologies and some formative learnings from our small pilot of these methods.

Methods

Recruitment

We recruited participants through a local nonprofit team that works with youth from underrepresented groups, especially Latinx youth, to accelerate readiness in Science, Technology, Engineering, Arts, and Math. Recruitment occurred via email and recruitment messages posted on the nonprofit team’s Discord channel. We compensated participants with a US $25 Amazon gift card for each of the 5 focus group sessions that a participant attended, with a maximum compensation of US $125 for the entire study.

Ethical Considerations

Informed consent was obtained from all participants aged ≥18 years. For participants <18 years of age, informed consent was obtained from their parent or guardian and assent was obtained from the participants. Researchers had an existing partnership with this nonprofit team, which facilitated consenting participants and their parents or guardians for participants <18 years. A member of our research team provided a digital consent or assent form to the participants and a digital consent form to parents for participants <18 years of age. A member of the nonprofit team helped facilitate contact with parents or guardians when necessary. Institutional review board approval was obtained from the University of California, Irvine (#2019-5609).

In-Session Activities

We conducted 5 focus group sessions, 1 per week, totaling 5 weeks. For the first 3 weeks, each week, participants used a new category of MHapps and then discussed the app they used during the following session. In the fourth week, participants were asked to choose 1 app to use from all the apps we introduced across all the weeks. In each session, we collected feedback about the apps participants used in the past week. In
the fifth session, we discussed feedback across all the apps participants used.

The app categories were cognitive behavioral therapy (CBT) apps (week 1), mindfulness apps (week 2), and miscellaneous apps, which did not pertain to 1 category, including a coping app, journaling app, mood-tracking app, and peer support app (week 3). Each category contained 4 apps. These apps were selected to represent the general categories of MHapps that the youth use and the features present in popular MHapps. Furthermore, our research team used our experience of identifying and evaluating apps and considered apps that were used by youth based on previous analyses [42]. Each of the 4 apps discussed in the week was assigned to a different participant (2 participants used the same app).

We selected focus groups for our method because focus groups enabled us to contrast between the different apps by engaging in group discussions. We used this approach to enable discussions about the different types of functionalities of related apps. Focus groups also enabled us to address known challenges in working with teens [43] by making it easier to balance power dynamics between researchers and teens. We drew on design theory that has established that discussion around different prototypes can result in increased participant rapport and sharing about the prototypes they each engaged with [44]. We also built on prior work through which exposing participants to different types of designs and functionalities can elicit feedback on functionalities that are most important to users [45].

**Focus Group Session Structure**

Each focus group session was approximately 90 minutes and was organized around a similar schedule (Table 1): icebreakers to build rapport between participants and researchers, discussion and activities about the apps assigned to participants in the past week (week 2-5), a brief presentation of a core concept for the apps in the upcoming week (eg, CBT or mindfulness), and assignment of apps that participants would use in the following week. To ensure that all the apps were evaluated, each participant chose a different app until all the apps were chosen by at least one person. We then asked the participants to use the app of their choice throughout the next week. In the week 4 session, the participants could choose an app that they had already used in the past few weeks or they could choose a completely new app that they were interested in.

**Table 1. Overview of session topics and apps assigned.**

<table>
<thead>
<tr>
<th>Week</th>
<th>Activities in focus group sessions</th>
<th>MHapps assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 1</td>
<td>Overview of the study</td>
<td>Mindshift</td>
</tr>
<tr>
<td></td>
<td>Getting to know each other (icebreaker)</td>
<td>Headspace</td>
</tr>
<tr>
<td></td>
<td>Introduction to CBT&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Week 2</td>
<td>Getting to know each other (icebreaker)</td>
<td>Covid Coach</td>
</tr>
<tr>
<td></td>
<td>Feedback on CBT apps</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduction to mindfulness</td>
<td></td>
</tr>
<tr>
<td>Week 3</td>
<td>Getting to know each other (icebreaker)</td>
<td>An app from a previous week</td>
</tr>
<tr>
<td></td>
<td>Feedback on mindfulness apps</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Introduction to “wellness hacks”</td>
<td></td>
</tr>
<tr>
<td>Week 4</td>
<td>Getting to know each other (icebreaker)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Feedback on miscellaneous apps</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overview of last week’s assignments</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Review and selection of previous weeks’ apps</td>
<td></td>
</tr>
<tr>
<td>Week 5</td>
<td>Getting to know each other (icebreaker)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reflecting on all apps</td>
<td></td>
</tr>
<tr>
<td></td>
<td>App design activity</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>MHapp: mental health app.
<sup>b</sup>CBT: cognitive behavioral therapy.
<sup>c</sup>N/A: not applicable.

**Focus Group Activities for Collecting Feedback**

We collected feedback about participants’ experiences using the assigned apps in the past week for approximately 50 of the total 90 minutes of sessions in weeks 2 to 5. Participants filled out sticky notes on an interactive remote whiteboard named Miro [46] in response to guided questions. Participants then shared their experiences with the app they used orally with the rest of the group. We used the following questions to guide the discussion: “What did you like most about the app?”, “What did you like least?”, “How do you think apps like this could be useful for youth like you?”, “What do you think apps like this are missing for youth like you?”, and “If you could design a [category, i.e., CBT, mindfulness, mental health]-app for youth like you, what would you do differently?”
Between-Session Activities

We used a web-based community platform to communicate with participants and elicit further information from participants about their experiences using the app they chose to interact with for the week. We chose Discord [47] because the participants were already using it as part of the community from which we recruited. The goal of these activities was to capture participant perspectives as they were using the apps in their lives, rather than reflecting on their use in the focus group sessions. We planned to deliver 3 questions every week. We used a generic user profile called “wellness-bot,” which would post the questions in Discord (Figure 1). The profile was controlled by a research team member. We named the account wellness-bot to encourage users to interact with the account as if it was a chatbot and feel more comfortable with the anonymity of sharing with a chatbot instead of a person. Some questions were delivered in a channel created for this study that all participants shared, while others were delivered through direct messages. The questions prompted the participants to use the app and provide feedback on their experiences using the app.

Engagement in Discord started immediately after the first focus group. We continued that week with the second question:

*Now that you’ve set up the app, try out an activity! Some examples include logging how you’re feeling today, reviewing past entries, listening to a video, etc. What is something about the app that you find useful or not useful? Share it in the channel.*

**Figure 1.** Example message sent to participants through the Discord platform.

Follow-up Survey

At the end of participation, the participants received a follow-up survey about the apps they used. They were asked to indicate the app they used within each category. For each app they indicated, they were asked the following questions (response options) shown in Textbox 1.

This survey was created by adapting the One Mind PsyberGuide Consumer Review Questionnaire [48] and questions from the Mobile App Rating Scale [49], which have been recommended by service users for consumer evaluation in another study [48]. This included star ratings, satisfaction as indicated by likelihood to recommend the product, and open-ended questions about what they liked the most and least about the app. These questions also align with those used to evaluate technologies and apps in other settings, such as star ratings from app stores or the Net Promoter Score.

**Textbox 1.** Follow-up survey about the apps they used.

1. During the week you used the app, how often did you use it? (1, One day of the week; 2, A few days of the week; 3, Once a day; 4, Multiples times per day)
2. What did you like most about the app? (Free-text response)
3. What did you like least about the app? (Free-text response)
4. What impact, if any, did this app have on your wellness or how you felt? (1, Negative impact; 2, No impact; 3, Small positive impact; 4, Moderate to large positive impact)
5. Did you continue to use this app after the week you were asked to use it? (1-No; 2-Yes)
6. Would you recommend this app to people who might benefit from it? (1, Not at all--I would not recommend this app to anyone; 2, There are very few people I would recommend this app to; 3, Maybe -- There are several people whom I would recommend it to; 4, There are many people I would recommend this app to; 5, Definitely -- I would recommend this app to everyone)
7. What is your overall star rating of the app? (1, ☆ -- One of the worst apps I’ve used; 2, ☆☆; 3, ☆☆☆ -- Average; 4, ☆☆☆☆; 5, ☆☆☆☆☆ -- One of the best apps I’ve used)
Analytic Strategy

**Qualitative Analysis of Feedback From the Youth**

We used thematic analysis to analyze the focus group data, using an inductive approach [50] to conceptualize themes. A senior (EA) and junior (SP) researcher open coded the focus group transcripts using a descriptive coding approach [51]. The codes described the topics mentioned by the participants on a line-by-line basis. The codes were identified inductively based on the data. Given the small sample of data, we did not follow a fixed codebook; rather, we coded for the different topics that participants discussed and then conceptualized themes. Examples of codes identified include easy-to-consume content, personalization, social interaction, and relatability of content. The 2 researchers worked closely together, discussing data from all the focus groups. On the basis of the resultant codes, the 2 researchers conceptualized the data into themes related to each other through brief memos summarizing the coded data. During weekly meetings, the researchers discussed codes and themes in the data. The 2 researchers grouped subthemes together into themes such as personalization, connecting with others, and reliability of content. The other 4 researchers in the team assessed the subthemes and provided feedback, which led to a slight reorganization of the themes as presented in the results. Because the data collected centered on feedback about the functionalities of the apps, the themes that were conceptualized are also connected to app functionalities (eg, content type, features, and design of the app). We did not conduct interrater reliability, as any misalignments in coding supported our process of synthesizing data, understanding themes, and revising memos [52]. The themes presented are comprehensive of our sample, but given the small sample size and formative nature of this research, we did not intend to reach data saturation.

**Analysis of Research Approach**

The research team reflected on the stages of the research design and assessed which ones were successful at engaging the youth: the way we engaged and built rapport with youth, how we engaged with the group of participants, and the activities we designed during and between the focus group sessions. Because this was a preliminary and formative study, our research team met on a weekly basis to discuss that week’s session, make any modifications to the next week’s activities, and discuss lessons learned. We note that our team conducting the research procedures did not include any members that identified as Latinx. However, this study was part of an existing research partnership with a nonprofit team from which participants were recruited, and members of the nonprofit team shaped the research design and recruitment considerations. For example, together we agreed that focus groups were suitable and to use the nonprofit team’s existing Discord infrastructure for between-session interaction. The nonprofit team’s members also directed our recruitment to students who were part of the program, influencing who was willing to participate. The research team included 1 researcher who had been conducting qualitative studies for >10 years (EA) and another for >5 years (SMS). In addition to collaboration with this nonprofit team for this project, our team also had multiple years of research and clinical training with Latinx communities and collaboration with Latinx investigators.

**Results**

**Participants**

Five participants attended each of the focus groups. The participants ranged in age from 15 to 21 (mean 18, SD 2.2) years. Of 5 participants, 4 (80%) identified as women and 1 (20%) as men. All the participants identified as Hispanic or Latinx, and 1 (20%) participant also identified as Black.

**Focus Group Insights**

**Overview**

Participants desired a range of features that would tailor the apps to the needs and practices of the youth, such as topically relevant content to youth issues, lightweight and playful content, and brief interactive exercises or content. The youth noted that the content of the apps came from authoritative sources. The youth also emphasized the importance of authentic social connections with others.

**Personalizing Content With Youth’s Needs**

Participants shared that they often found the content of these apps not specific enough to the problems that youth encountered. Users mentioned wanting apps specifically designed for their demographics, age, challenges, and stage of life. One of the participants currently enrolled in high school felt “different timelines or milestones that youth deal with, [specifically] graduating from high school, and navigating adult life” could be helpful for others in the youth community.

**Customizing Content and App Display**

The participants found that tailoring the amount of content to their particular interests would help them engage with the apps. Such useful tailoring occurred when participants could customize the topics shown in the app so that they were better aligned with their interests (P4). The participants also wanted to customize the look and feel of the app by changing the colors used in the app (P4 and P1). They also preferred topics customized to the user, for example, by avoiding sensitive topics:

*“I took into consideration that some people might have trauma or something. And it was like, oh, would you rather not see posts related to certain topics. So they pretty much asked you that, before you even get to see anything, which I really liked.”* [P4]

The participants valued activities that could capture their personal situations. For example, P4 valued having the opportunity to create a plan to manage anxiety that was personal to themselves, not just to listen to or read generic content about the topic. When the content fit the participant’s life, they felt the app was more relatable:

*“I clicked on one of the manage stress [short audio clips] and they all let me see, oh, that’s my story too.”* [P1]
Content Aligned to Youth Use of Technology: “Lighten the Mood”

The participants hoped that MHapps would complement the types of activities they engaged in when using technology. They wanted the duration of the content to be aligned with their use of technology for entertainment:

 Nowadays, people want something entertaining over something that takes more time. So in order for... youth to want to use a wellness app, they would have to bring in entertainment...maybe...including games, like something to make it more fun. [P5]

Another participant mentioned that it was important to have content to “lighten the mood” and make it “light on emotion,” such as comedic content, or visual and interactive elements, such as emojis and stickers (P2). They thought this could be more aligned with a positive interaction with technology:

 I feel like this type of app should feel more like, I want to do this [as] part of my daily routine that’s actually going to bring me joy. [P2]

They thought that content related to mental health could be alternated with other types of engaging content:

 Maybe I don’t want to be asked how I’m doing. Maybe I just want to play a game. [P1]

A different way of making content more lightweight was through encouraging messages:

 As soon as I woke up the notification with words of encouragement was already there. And I would just have to click on it, and it would take me to a meditation. [P5]

Integration With Offline Activities

Overview

Several participants mentioned that they did not carry their phones with them all the time or that they preferred to do certain activities supported by the apps in a nondigital context; for example, journaling on paper. Some participants (P1 and P2) did not foresee using the digital tool for journaling:

 I don’t really use my phone for any other apps, mainly just internet browsing and YouTube. [P1]

One participant thought it could be useful to get complementary support in their journaling activities; for example, by getting journaling templates that can guide the activity (P2).

Valuing Diversity in Content Over Single-Focus Apps

Participants found it valuable to have access to a range of content because it could give them control over what features to use:

 There was a lot of different categories, and I just chose the ones that I was, more like I needed help with. [P4]

The type of content that interested participants included informational articles, audio content, meditation videos, or social content to help them relate to other people’s experiences (P4 and P5). The participants valued seeing content on different topics, such as work, exercise, sleep, nutrition, mindfulness, emotions, or managing the pandemic (P3, P4, and P5) and expressed reluctance in using an app that was focused on only 1 topic, such as anxiety (P3 and P4). They preferred entertaining features in apps. They wanted access to music playlists to boost their mood (P4).

Connecting With Others: Valuing Receiving and Providing Authentic Support

The participants valued apps that had a social component, making them feel less alone (P2, P4, and P5). They were more interested in fostering a community with other users than in the general content of the apps (P5). They identified 4 different needs for feeling connected to others: being able to share challenging content, seeing positive or motivational content, receiving support from others, and offering help to others.

Participants wanted to share their experiences and struggles with others who have similar experiences:

 A safe space in which people who are experiencing the same feelings can talk to one another and just know that they’re not alone. [Participant not identifiable from the transcript]

Participants valued having a space on the web to talk about things they would not be able to speak about with other people:

 I feel like it’s for people that don’t have someone to talk to so they come on this app to like, I guess vent about their lives. [P5]

P1 felt it was useful for them to receive support from a peer who was going through similar challenges than through generic content in the app:

 Links to people who could help you out... who know what they’re doing... [P1]

The participants also thought that offering support to others can bring them satisfaction as well. One participant posted a positive message on a community forum in the hope that it might help someone else who needed support (P5).

The participants valued authentic connections. They were reluctant to connect with others whose identities they could not recognize. For example, participants could not recognize if some of the social profiles of other people on the app were actual people or some type of automated account not associated with a person (P4).

Tracking Progress

Participants valued seeing their growth through tracking features, such as mood tracking or saved journal entries (P2). P2 noted that they felt they could not personally assess their emotional growth, and the app allowed them to reflect on their progress:

 When you don’t track your progress, you don’t realize how far you come. But when you can physically see it, it can either be a positive thing or a negative, but sometimes is usually helps you adjust your mindset. [P3]
Quick Engagement With Content

Some participants found it important to get value out of the apps quickly through short periods of engagement and lightweight interactions (P1 and P4). P4 mentioned that they valued audio content when they wanted to relax because they were able to get the support they needed to unwind quickly, or to complete an activity quickly, such as recognizing anxiety (P4). They did not like engaging with conversational apps because it took too much time to arrive at a helpful solution. They found it valuable when the apps were interactive; for example, conversational interfaces that felt like talking to a therapist (P4) or to another person (P3).

Ease of Use

Participants valued simplicity in apps: “simple and easy to use...you just know where to go, almost like you’re walking in your house” (P2) reflected in simple layouts, esthetics, and functionality. Participants wanted content to be easy to navigate and for them to quickly know how to use the app, “you just know...where to find everything” (P2). Participants thought that too many features were overwhelming:

There’s a lot of different features that pop up in the app...might feel overwhelmed. [P4]

When apps contained too many features, it can make it difficult to find the desired content or even the content the user previously visited, which led to frustration:

Everything was all over the place in that app. It was hard to find a topic that I had seen earlier...couldn’t find it anymore. [P5]

The participants felt meditation apps did this particularly well:

Especially meditation. And I feel like they’re simple enough...someone wouldn’t feel like they’re going out of their way. [P4]

Match App Content With the User’s Context of Use

The participants “were more inclined to actually use the app” if the content was relevant to the need they had at the moment. In 1 instance, a participant used their app to wind down because the app had categories relevant to their intended use, to wind down at the end of the day. Because the user’s interests aligned with the app, they were able to engage with the app more meaningfully:

I was seeing an article about difficulty falling asleep sometimes. So, I was really interested in the article about sleep. [P4]

Reliability and Accessibility of Content

Accessibility of Apps and of Free Content

The participants identified certain aspects that made it hard for them to engage with the app. For example, 1 app included a community feature where people posted in foreign languages. P5 was concerned that some people might be expressing a need for help through their posts but that they might not be able to provide help because they do not understand the language.

The participants valued the availability of free content in the app and found frequent requests for upgrading to a paid version disruptive:

It was really pushing...need to buy...the premium....every time I go on the app. [P2]

The participants preferred using apps that were richer in free content:

This app was definitely way better. I feel like there was more content that was free and available to public use. [P3 and P5]

The trial version of apps also made participants reluctant about the benefits of the app after the trial period.

Reliability of Content

Some participants found it important to know that the content of the apps was validated by professionals and that it was not biased (P1). They wanted to ensure that people could connect with professions if they wish to:

I kind of feel like at that stage, it should bring up links to professionals, because we’re dealing with mental health problems here. [P1]

Between-Session Activities

Once we began the study, the number of student responses to between-session activities over Discord was disproportionately low, yielding only 2 user responses. During this time, we first posted messages on Discord using an account that presented as a bot sending updates. This did not receive responses, so we changed our updates to be posted by one of our undergraduate researchers. We also asked about Discord engagement during our focus group session and encouraged participants to respond to prompts. This prompted responses from another participant. However, the responses were consistent and overlapped with what we were learning in the focus groups. Therefore, after the second week, we discontinued the between-session activities because engagement was low, and we were not receiving additional information in the feedback sessions. We also thought it would be more beneficial to keep participant feedback confined to focus groups where it could be discussed more in depth.

Follow-up Survey

In the follow-up survey, we identified 2 themes related to overall feedback on the apps. Organization of the app was identified as an important aspect across all app categories (CBT, mindfulness, and miscellaneous). The participants reported that they preferred apps with a simple interface such that they were “to the point,” organized, and easy to navigate. They disliked the presence of too many tabs, features, or steps to work through to get to the support they wanted. Payment was the second theme. In general, the participants reported that they disliked when most features were only available in a premium, paid version of the app, and they also disliked seeing promotions of paid content. This aligned with comments made throughout the sessions that participants thought that these types of apps should be free or indicated that they would be unlikely to download an app that required payment when free versions exist.
On average, the participants reported that the apps had a small positive impact on their mental well-being across all apps. No one indicated that the apps had a negative impact, although “no impact” was reported for 1 CBT app, 2 mindfulness apps, and 1 miscellaneous app. Miscellaneous apps were ranked as the most impactful, followed by CBT apps and then mindfulness apps.

When asked how often they used their app during the week they were assigned to use it, the participants were most likely to report using the app for “a few days of the week.” Participants were slightly more likely to continue using mindfulness apps after the study compared with CBT or miscellaneous apps. Of the 5 participants, 2 (40%) reported that they continued to use their CBT and miscellaneous apps after the week they were asked to use it, and 3 (60%) participants reported continuing to use their mindfulness app after they were asked to do so. The average star ratings assigned to the app categories by the participants were 3 for CBT apps and 3.6 for both mindfulness and miscellaneous apps out of a total of 5 stars.

**Discussion**

**Principal Findings**

In this study, we developed and refined a process for obtaining feedback on various MHapps. Our resultant series of focus groups allowed us to gain initial insights about Latinx youth’s preferences for and within our selected set of MHapps and their views on the benefits and use of the apps, albeit from a small sample of participants. As we gained experience with our procedure, we made a few changes; for example, removing the between-session activities and adding a final session to get impressions across all the MHapps. Despite refining the methods over the course of the 5 focus groups, we still identified some consistent preliminary themes across these sessions that provide some impressions of Latinx youth’s views on MHapps.

Latinx youth wanted apps that were youth centric in terms of content and functionality. However, youth-centric content meant not just making age-appropriate content in terms of language, visuals, or examples, but it also meant making the interactions brief and fun. Our participants also emphasized the importance of MHapps being able to transcend their digital components and facilitate meaningful offline interactions. Our follow-up survey also showed that ratings of MHapps might differ based on the types of questions asked. Although the CBT apps had lower star ratings than the other apps (3.0 vs 3.6), they were rated as being more impactful than the mindfulness apps. We discuss our findings in subsequent sections, both insights gained and miscellaneous apps out of a total of 5 stars.

The youth wanted MHapps that were reflective of youth problems, interests, and technology use. Many existing MHapps, even those that claim to be focused on the youth, often contain minimal surface-level tailoring, such as changing examples or esthetics [53]. Other approaches include using techniques such as gamification that might appeal to some youth. On the other hand, others might find that games trivialize mental health issues and would appreciate a more serious approach [33]. Indeed, another study that used a workshop approach to ideate multiple ideas for well-being technologies with the youth identified interests in diverse engagement strategies and types of technologies [32]. Thus, it is worth noting that “youth” is not a homogenous population, and differences exist among different subpopulations (eg, specific age ranges, gender or gender identity, race, or ethnic background).

Our study focused on the subpopulation of Latinx youth. Although we cannot comment on which themes identified were specific to Latinx youth, as we did not have a comparison group, it is worth reflecting on some things noted. Our participants noted the importance of social connectedness through MHapps. The importance of social connection has been noted in other mobile health studies comparing Spanish and English speakers, finding that Spanish speakers emphasized feelings of social support, whereas English speakers emphasized introspection and self-awareness [54]. It is hard to separate how much of these findings are related to youth generally or Latinx youth specifically, and further work could replicate these methods across different subgroups to help lead to more specific and definitive design recommendations.

Youth also go through different developmental processes. Therefore, adopting a developmental science lens might introduce affordances for MHapps and other youth-focused technologies [55]. One proposed solution to better reflect youth preferences in MHapps aimed at youth is to include youth and various youth stakeholders in the design process [56]. Indeed, various co-design methods (eg, questionnaires, interviews, focus groups, interactive workshops, and meetings) might be helpful to solicit input from youth and can be selected based on the stage of development and type of information needed [34]. We used some co-design methods in this project to solicit information regarding the developed MHapps, but of course, these methods should precede fully developed products.

It is also worth reflecting on considerations for evaluation methods for MHapps. Several evaluation frameworks or systems exist, such as the American Psychiatric Association framework [57], One Mind PsyberGuide, and Framework to Assist Stakeholders in Technology Evaluation for Recovery to Mental Health and Wellness [58]. Although these frameworks are intended to assist decision-making by diverse stakeholders, including consumers, providers, advocacy organizations, payers, and health systems, they often require specialized knowledge. This results in evaluations being conducted by individuals with expertise to apply such evaluation frameworks. Therefore, although consumer input might have been solicited in the development of these frameworks [48,59], methods for incorporating bottom-up input from consumers, especially consumers from diverse backgrounds, are needed. Some measures are relevant for consumers, such as the user version of the Mobile App Rating Scale [60] or the System Usability Scale [61], but these are mostly questions, rather than processes, for soliciting feedback. Our approach had both processes and questions, and many of the questions we used for our follow-up survey were derived from these measures [48,60].

We also found discrepancies between the youth feedback depending on how questions were asked. For example, we found
differences between apps that were viewed as most liked (ie, mindfulness), using a 5-star rating scale, and those seen as more impactful (ie, CBT and miscellaneous). Given the vast amount of information available through app stores, many researchers have used ratings to understand the user perspectives of MHapps [36,37]. However, this information might obscure more nuanced perspectives on apps. The specific discrepancies identified in our study, for example, for mindfulness apps and CBT, might reflect how this content is delivered to youth. It is worth noting that we did not collect formal outcome measures regarding the impact of these apps; therefore, our findings are entirely based on the youth’s subjective perspective. Research on traditional mental health services has found that youth preferences do not always align with better outcomes [62]. As such, it is possible that these apps might have meaningful impacts on wellness and clinical targets or that satisfaction and clinical outcomes are not aligned, but additional research would be needed to verify this.

Consistent with our previous points about the importance of separating app discovery (identifying apps), activation (initiating use), and engagement (repeated and sustained use), it is possible that elements that contribute to satisfaction, such as esthetics and learnability, might lead to people starting with an MHapp but that clinical effectiveness (ie, benefiting) might lead to sustained use. Other work has identified that people do discuss different factors related to barriers and facilitators to use across early initiation and long-term use [63], and studies that further explore the contributions of satisfaction and benefits could be useful here. For example, people who experience early symptom change might be more likely to stop using an MHapp (ie, “happy abandonment”) but might be more likely to return to it if symptoms reoccur or to recommend it to others struggling with similar issues.

Reflections on the Apps That the Youth Designed in the Last Session

In our final focus group session, we had the participants design their own apps using a web-based collaboration platform. Participants received a series of prompts that covered different common features they identified (ie, symptom tracking, distraction tools, games, information, and links to resources). The participants consistently identified simplicity as a major design feature, but other common features included information, meditation or mindfulness tools, and links to other resources. This is extremely similar to popular features identified by unemployed individuals and essential workers for MHapps intended to support distress during the COVID-19 pandemic [64]. A few of our participants also noted distraction tools, which were also identified in the study [64], especially among unemployed workers. However, these interests are somewhat inconsistent with common features within MHapps, with the finding that the most common features both alone and in combination are journaling and mood tracking [65]. In fact, MHapps containing only journaling and mood tracking combined accounted for 16.5% of the reviewed 278 MHapps [65]. Many MHapps tend to be complex and multifaceted; however, our participants came up with suggestions that were simple and targeted. The IntelliCare app suite was designed to include simple, single-featured apps [66], and an analysis of users of this suite found that participants tended to use focused subsets of the various apps available to them [67]. Especially for the youth, who tend to be tech-savvy and technologically engaged, if a given MHapp does not meet their needs or is overly complex, they might use other technologies, perhaps not specifically designed for mental health, to meet their needs. Efforts should be made to better understand how youth use MHapps as part of their digital ecologies, and what needs and opportunities are lacking from how they are currently using technology to support their mental health and well-being.

Lessons on Methodology to Engage With Youth

Recruitment and Community Partnership

We engaged with youth who had already participated in an educational community. Our research group had also engaged with the community before. These youth were receptive to participating in the research, which might be because of the norms of the organization and partnership with the research team. They were also insightful and engaged in providing feedback, which might not have been true for youth recruited through other means. Nevertheless, working with youth from this organization helped build trust and collaboration more quickly. It also provided opportunities to present our findings back to the leadership in the organization to consider how these lessons could shape other efforts to involve their youth in activities or consider opportunities for technology to support their wellness.

Familiarity of the Participant Group and Research Team

The participants knew each other before the focus groups started. However, the research team did not and was not aware of any of their relationships. This can create imbalances in the group because the research team is an outsider to the group. For future work, we recommend considering a group that has less familiarity so that everyone, including the research team, gets to know each other in a balanced way. Alternatively, our research team could have spent more time getting to know the youth and building a rapport before shifting to data collection. Another approach would be switching to remote activities only after a synchronous focus group where participants met each other [68]. Other work engaging children and adolescents in participatory design [69,70], especially using remote activities made necessary by the COVID-19 pandemic, has similarly demonstrated the need to build rapport with children and adolescents both at the beginning and repeatedly throughout extended design activities as we conducted.

Engagement With the Youth and Data Collection

We found it beneficial to conduct icebreaker activities as part of the focus group sessions because it got the participants started with sharing information about themselves with the rest of the participants and with the research team. We recommend keeping the icebreaker activities short so that they provide a warm-up to the activities but do not take a significant amount of time. One of the primary facilitators of the focus group was an undergraduate student (KC), which we found beneficial because this student was closer to the age of the participants than our other facilitators (EA, SMS, and MN) and could relate to them more in the discussion. We also found it useful to use informal language, including emojis, in communication with the youth.
Although we initially attempted to send updates from an account that simulated a bot, we found that youth had slightly more updates when one of our undergraduate team members (Ashley McKinnon) messaged the Discord channel. We attribute this to participants relating more to a human being than to a generic bot.

**Using a Social Network for Data Collection**

We used the Discord channel to communicate with youth between sessions. This was beneficial because they were already using Discord for other activities, and the Discord channel we created for this study was part of the wider Discord of the community. However, the research team was not familiar with the norms of the community and how it was used by the group. Our interactions and questions did not result in responses from participants on the web. We recommend that in the future, researchers use a social platform that is familiar to the participants but is separate from their existing communities (eg, a separate Discord server, a separate Slack channel, or a private group on a social network). This allows researchers to define the norms of the community and participation. Similar to guidelines in prior work [69], researchers could design activities that encourage using the platform early on, or during focus groups, to familiarize participants with how they are expected to use the platform.

**Limitations**

This work was limited by its formative nature; that is, we worked with a small sample of youth who were recruited through 1 specific community partnership. However, we would also like to note other limitations in this work that might be helpful to other researchers who conduct work in similar areas. As previously noted, the youth population is not homogenous. The participants we worked with were in the age range of 15 to 21 years, which captures mid- to late adolescence. Researchers should be mindful about what age ranges of youth populations they are most interested in working with and also appreciate that in this period of rapid development, a developmental science lens to understand the interplay of youth and technologies is necessary. We also worked with only youth who identified as Latinx, and our results may not be representative of the views of MHapps in other populations. We might also have gained different insights if we used different categories of MHapps. Our last category was a miscellaneous category, and we could have either replaced the categories we used (ie, CBT or mindfulness) or extended the number of focus group sessions to focus on different categories of apps, such as tracking or peer support apps. Not every aspect of our project went as planned, and we had to adjust methodologies along the way; for example, removing between-session activities. We expect that other projects likely change their initial plans and encourage other researchers to share these deviations as an opportunity to help others conducting similar work. Our team did not include members with a Latinx personal background. It is possible that participants would be less likely to connect and open up with our team members if they shared a Latinx personal background or that our analyses did not capture some elements of the Latinx experience because of the positionality of our research team. Finally, it is worth calling out some specific things that we did not hear from the participants we worked with. For example, recent work has called out several aspects related to the digital divide that might be barriers to use among marginalized groups, such as cost and internet and device access [71]. It is hard to disentangle whether these concerns are not present among the youth generally, perhaps because they are the most tech-savvy, these youth specifically, perhaps because we recruited them from a nonprofit team focused on Science, Technology, Engineering, Arts, and Math, or related to our selection of apps, which focused on free products. Nevertheless, it is important to note that assumptions related to digital literacy and technology access are worth checking and rechecking as knowledge and access continue to evolve.

**Future Directions and Work**

We identified a range of needs for personalization of MHapps for the needs of youth. The content of the app should have some amount of topical relevance to youth’s interests and situations. Future work is needed to understand the topics that are most relevant to the youth and in what way they should be presented. For example, how specific content can be so that it is relatable to many but still feels meaningful to those for whom it is intended. The youth valued playful and lightweight interactions as part of the apps. More work is needed to understand how to implement such designs as part of existing MHapps; for example, MHapp designs could include lightweight audio content, activities designed in a way that feels less serious, or pairing activities that are perceived as demanding with activities that make the user feel good at the moment.

Building on this work, we see various potential avenues for future studies. One would be to conduct similar workshops with more youth, additionally drawing in youth from different racial and ethnic backgrounds or for different age ranges. We also see multiple ways in which this work could go deeper—individual interviews with the youth, refined between-session activities, and additional quantitative measures to look at the impact of MHapps both while using the apps (ie, process measures) and at the end of participation (ie, outcome measures). We believe that interviews and between-session activities could help better understand youth’s early experiences with MHapps, or app activation as we described earlier, as well as continued and sustained use (ie, app engagement). Additional quantitative measures could help better understand the impact of MHapps on youth. Finally, although we noted that app discovery, activation, and engagement were all challenges, given that we provided a select list of MHapps for participants, we did not learn much about discovery beyond how they navigated the choices we gave them. Future work could also work with the youth who elect to use MHapps on their own to better understand why and how they use them. It is likely that not all mental health and wellness needs that the youth are attempting to address with technologies are being approached using MHapps. The youth might be using other technologies, such as social media and games, and further work could help better understand how the youth approach those technologies in addition to MHapps.

We conducted a co-design activity with the participants in the last focus group. Future work could use structured design
activities with the youth to understand specific preferences related to MHapps, that is, the types of functionalities, content, and visual look and feel of MHapps as well as that interactions align with their technology use practices. Our work provides some high-level insights—it should be youth centric, simple, and focused; translating these insights into design guidelines and app features would be a useful next step.

Conclusions

Given the growing number of MHapps and youth’s tendency to use these resources, understanding their perspectives on MHapps can help guide the development, evaluation, and implementation of these tools for the youth. Our study developed and used a multisession focus group design to introduce MHapps to youth participants, elicit feedback on those apps, and learn more about what youth might want in MHapps. This work adds to a growing body of research focused on understanding youth’s needs and interests with regard to mental health technologies while also attempting to identify affordances that such technologies might offer, especially through a developmental science lens. We highlighted emerging themes, such as the need for simple and tailored content and the intersection of MHapps with youth’s offline lives. Overall, the participants we worked with expressed enthusiasm for this space, but more work needs to support building MHapps that are effective for the youth and determining how best to make these tools available to youth and integrate them into their lives.
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Abstract

Background: Hernia repair is one of the most common surgical procedures; however, the long-term outcomes are seldom reported due to incomplete follow-up.

Objective: The aim of this study was to examine the use of a mobile app for the long-term follow-up of hernia recurrence, complication, and quality-of-life perception.

Methods: A cloud-based corroborative system drove a mobile app with the HERQL (Hernia-Specific Quality-of-Life) questionnaire built in. Patients who underwent hernia repair were identified from medical records, and an invitation to participate in this study was sent through the post.

Results: The response rate was 11.89% (311/2615) during the 1-year study period, whereas the recurrence rate was 1.0% (3/311). Causal relationships between symptomatic and functional domains of the HERQL questionnaire were indicated by satisfactory model fit indices and significant regression coefficients derived from structural equation modeling. Regarding patients’ last hernia surgeries, 88.7% (276/311) of the patients reported them to be satisfactory or very satisfactory, 68.5% (213/311) of patients reported no discomfort, and 61.1% (190/311) of patients never experienced mesh foreign body sensation. Subgroup analysis for the most commonly used mesh repairs found that mesh plug repair inevitably resulted in worse symptoms and quality-of-life perception from the group with groin hernias.

Conclusions: The mobile app has the potential to enhance the quality of care for patients with hernia and facilitate outcomes research with more complete follow-up.

(JMIR Form Res 2022;6(10):e39759) doi:10.2196/39759
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Introduction

Hernia repair is one of the most common surgical procedures performed each day worldwide, which can be traced back to the era of ancient Egypt [1]. With the development of prosthetic mesh and tension-free techniques, the recurrence rate following hernia repair has been reduced drastically [2-8]. For abdominal wall (ie, ventral or incisional) hernias, the recurrence rate can be reduced from 50% of primary repair to 10% to 23% with a prosthetic mesh [9]. On the other hand, the open anterior approach with mesh repair has replaced the Shouldice procedure as the standard operation with the benefits of shorter hospital stays, lower recurrences, and decreased postoperative pain; the recurrence rate was even lower (<1%) for groin hernia repair [10].

With reduced herniorrhaphy failures, outcomes research of hernia surgery should concentrate on postoperative quality of life and complications such as chronic pain [11,12]. The long-term outcomes of herniorrhaphy, however, have not been thoroughly evaluated. Loss of follow-up and poor compliance from patients result in a biased evaluation of recurrence, complication, and patients’ subjective quality of life [13,14].

To understand treatment outcomes, several quality-of-life instruments specific to hernia disease, such as the Carolinas Comfort Scale (CCS), the Hernia-Related Quality-of-Life Survey, the European Abdominal Wall Hernia Quality-of-Life Scores, the Core Outcome Measures Index adapted for patients with hernia, the Inguinal Pain Questionnaire, and the Brief Pain Inventory, have been developed and reported [15-20]. In the past few years, we have developed and validated an instrument—the Hernia-Specific Quality-of-Life (HERQL) questionnaire—for both groin and abdominal wall hernias. The questionnaire comprises a 4-item summative pain score measuring pain and discomfort resulting from various strenuous activities. Both symptomatic and functional domains, as well as postoperative satisfaction, are assessed with additional evaluations of hernia-related complications [21,22]. The validation study was conducted among 183 Taiwanese patients with groin hernia and 386 assessments; the internal reliability of the multi-item summative pain score was satisfactory (Cronbach’s α=.85). Criterion validity was evidenced by substantial to moderate correlations of the HERQL questionnaire with the five-level EQ-5D in pain/discomfort and health impact subscales [23]. Clinical validity was ascertained from worse hernia protrusion, pain during mild to heavy exercise, activity restriction, and health impairment scores reported from preoperative compared to postoperative patients. Clinical responsiveness was indicated by the time effect of –1.63 in the summative pain score from repeated measures [21].

The HERQL questionnaire targets both abdominal wall and inguinal hernias, traditional open and minimally invasive surgeries, and various mesh materials [21,22]. One merit of using the HERQL questionnaire for hernia outcomes research is the determination of the causal relationship between formative symptomatic scales and reflective functional indicators, which is elaborated through the pathway analysis of structural equation modeling (SEM) [24-26].

As previously mentioned, low compliance and high loss-of-follow-up rates among patients with hernia heavily compromised outcome evaluation of herniorrhaphy, especially when long-term outcomes were pursued. Indeed, there remains an unmet need to understand the true recurrence rate of hernia surgery, as well as the associated complications and subjective well-being [27]. To overcome these limitations, we purposed a novel mobile app to enhance the follow-up and outcomes research of patients with hernia. Indeed, mobile devices have been advocated as an effective tool for administration of screening tests among populations, from school-age children to adults; there is comprehensive evidence regarding the effectiveness of smartphone-based mobile apps for follow-up among surgical patients, especially for those who have undergone hernia repair [28-30].

Methods

Study Design and Subjects

We invited patients who completed hernia repair at our hospital to participate in this study. Index cases were identified from medical records. Both groin and abdominal hernias were eligible, with the latter comprising primary ventral and incisional hernias. The latest hernia surgery should have been performed at least 1 year prior to the starting date of the study. The enrollment period was between April 1, 2016, and March 31, 2017. Identified cases were contacted through the post using addresses from the medical charts. A preset combination of a unique ID and password was sent to each invitee concurrently, and electronically signed informed consent was obtained with the mobile app through the built-in signature module (see Mobile App section). A copy of the informed consent document was sent to the email address provided by each invitee for reference.

The HERQL Questionnaire

The HERQL questionnaire has been described elsewhere [21]. In brief, the HERQL questionnaire comprises a 4-item summative pain score measuring pain and discomfort resulting from various strenuous activities (ie, rest or mild, moderate, or heavy activities). In the meantime, symptomatic burden and functional domains, as well as postoperative satisfaction and potential complications, were assessed concurrently.

Pain and activity restriction due to pain or discomfort were rated on an 11-point Likert-type scale, ranging from 0 to 10, for each item, while symptomatic and functional domains (ie, hernia protrusion, analgesic usage, hernia’s impact on health, economic burden, and subjective quality of life/global health) were evaluated using a 5-point Likert-type scale. An auxiliary postoperative module, also equipped with 5-point Likert-type scales, was designed for potential complications following hernia repairs; these items included mesh foreign body sensation, severity of complications, overall satisfaction with hernia repair, confidence that hernia will not recur, and quality-of-life improvement by hernia repair. All scales were arranged with higher values representing compromised functionality or worse symptoms. The causal and indicator variables model proposed by Fayers et al [24,25] and Boehmer et al [26] formed the basis...
of HERQL questionnaire structure [21,22]. Elaboration on causal-indicator duality recognized one-way causal effects of symptomatic scales on functional domains, but not vice versa [16]. The content of the HERQL instrument is displayed in Textbox 1.


<table>
<thead>
<tr>
<th>Summative pain score measures pain and discomfort resulting from rest or mild, moderate, or heavy activities:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 11-point Likert-type scale</td>
</tr>
<tr>
<td>• Q01, Q03, Q04, and Q05 (Q: question)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Activity restriction due to pain or discomfort:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 11-point Likert-type scale</td>
</tr>
<tr>
<td>• Q09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symptomatic domains:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 5-point Likert-type scale</td>
</tr>
<tr>
<td>• Hernia protrusion: Q02</td>
</tr>
<tr>
<td>• Analgesic use: Q08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Functional domains:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 5-point Likert-type scale</td>
</tr>
<tr>
<td>• Hernia’s impact on health: Q11</td>
</tr>
<tr>
<td>• Economic burden: Q12</td>
</tr>
<tr>
<td>• Subjective quality-of-life/global health perception: Q13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Postoperative module:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 5-point Likert-type scale</td>
</tr>
<tr>
<td>• Mesh foreign body sensation: Q15</td>
</tr>
<tr>
<td>• Severity of complications: Q17</td>
</tr>
<tr>
<td>• Overall satisfaction with hernia repair: Q18</td>
</tr>
<tr>
<td>• Confidence that hernia will never recur: Q19</td>
</tr>
<tr>
<td>• Quality-of-life improvement by hernia repair: Q20</td>
</tr>
</tbody>
</table>

Mobile App

The mobile app version of the HERQL questionnaire assessing patients’ quality of life was ready for log-on for index cases identified from medical records, and an invitation was sent by post to those who had undergone hernia repairs at our institute at least 1 year before the study began. Both Android and iOS platforms were supported; a URL that linked to an online Google Docs–based questionnaire was provided as an alternative for those not equipped with a smartphone but who had internet access [31]. Figure 1 shows the QR code for the HERQL questionnaire mobile app, and Figure S1 in Multimedia Appendix 1 shows screenshots from an iOS-based device capturing all steps from log-on to the end of the survey. A corresponding Google website was established for communication and educational purposes (Figure S2 in Multimedia Appendix 1 [32]). The mobile app system was developed in cooperation with SynerFUN Technology Corporation, based in Hsinchu City, Taiwan.

The mobile app was driven by a cloud-based corroborative system. The system comprised a data management and storage subunit, as well as a security information subunit. Patients with hernia could administer HERQL, to report their quality-of-life and outcomes following hernia repair. The platform provided an easy and efficient way for patients to report any discomfort to their surgeons, which was designed to enhance the long-term follow-up and compliance of patients with hernia. A built-in signature module was developed to facilitate acquisition of electronically signed informed consent (Figure S3 in Multimedia Appendix 1).
Statistical Methods
Subgroup comparisons were conducted between the most commonly used mesh materials from the group with groin hernias. Quality-of-life scores were treated as continuous variables; the Student t test was used for between-group comparisons. P values less than .05 were considered statistically significant.

The SEM concept was evaluated with the following model fit indices. Goodness of fit was evaluated by the ratio of chi-square to the degrees of freedom, and a ratio of less than 3 indicated a good fit of the hypothesized construct to the experimental data. Additional fit indices included the goodness-of-fit index (GFI; >0.90), the adjusted GFI (>0.80), the standardized root mean square residual (<0.1), the comparative fit index (>0.9), and the root mean square error of approximation (RMSEA; <0.08). All variances for latent factors were determined to be the ones used for model identification purposes.

Ethics Approval
Human subject research ethics review and approval was in accordance with the regulation of the Institutional Review Board of Cathay General Hospital (protocol number: CGH-P102069).

Results
Study Population
During the 1-year study period, 2615 patients who had their hernia repaired at our institute were invited to participate in the study via the post. Among them, 2245 (85.85%) were male and 370 (14.15%) were female. The mean age was 60 (SD 15) years (median 62; range 18-95 years). The response rate was 11.89%: 311 patients followed the instructions, with successful log-on, and completed the HERQL survey. There were 93 (29.9%) abdominal wall (ie, incisional and ventral) hernias, 202 (65.0%) groin hernias, and 16 (5.14%) patients had both. The earliest hernia repair took place more than 13 years ago (mean 5.5, SD 2.7 years; median 5.4, range 1-13.6 years). Most responders were within 5 years of hernia repairs. Table 1 shows the types of prosthetic mesh adopted during herniorrhaphy.

Table 1. Types of prosthetic mesh used for hernia repairs.

<table>
<thead>
<tr>
<th>Mesh type</th>
<th>Groin hernia (n=218&lt;sup&gt;a&lt;/sup&gt;), n (%)</th>
<th>Abdominal wall hernia (n=109&lt;sup&gt;b&lt;/sup&gt;), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Composix or Ventrio</td>
<td>0 (0)</td>
<td>38 (34.9)</td>
</tr>
<tr>
<td>Kugel or modified Kugel</td>
<td>60 (27.5)</td>
<td>11 (10.1)</td>
</tr>
<tr>
<td>Prolene Hernia System or Ultrapro Hernia System</td>
<td>57 (26.1)</td>
<td>11 (10.1)</td>
</tr>
<tr>
<td>Parietex</td>
<td>2 (0.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Mesh plug</td>
<td>77 (35.3)</td>
<td>9 (8.3)</td>
</tr>
<tr>
<td>Laparoscopy</td>
<td>13 (6.0)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Others</td>
<td>9 (4.1)</td>
<td>38 (34.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>This number includes 16 patients with both groin and abdominal wall hernias.

SEM Concept of the HERQL Questionnaire
Figure 2 shows the conceptual structure of the HERQL questionnaire with the postoperative module. Goodness of fit ($\chi^2$/df=3.3) was slightly deviated from a good fit of the hypothesized construct to the experimental data. In large data sets with hundreds of samples, this deviation is not uncommon and was acceptable. Other indices supported the concept of the HERQL questionnaire for long-term follow-up of patients with hernia, with slight deviations of GFI (0.89) and RMSEA (0.09). Most importantly, the causal relationship between the summative pain score and the quality-of-life latent factor was indicated by a significant −0.22 regression coefficient, whereas the significant and positive 0.71 regression coefficient was reported for the causal relationship between the quality-of-life and postoperative satisfactory latent factors.

Written informed consent using electronic signatures was obtained from all participants, and all study subjects were compensated by post with a remuneration of 200 New Taiwan Dollars (approximately US $7 in 2016). Analyses were conducted after all data were anonymized for privacy and confidentiality protection.
Figure 2. Conceptual structure of HERQL (Hernia-Specific Quality-of-Life) with the auxiliary post-operative module. Circles: latent factors, rectangles: measured variables (questionnaire items). AGFI: adjusted goodness-of-fit index; AIC: Akaike’s information criterion; CFI: comparative fit index; GFI: goodness-of-fit index; Q01: pain at rest, Q02: hernia protrusion, Q03: pain from mild activity, Q04: pain from moderate activity, Q05: pain from heavy activity, Q06: analgesic usage, Q07: activity restriction, Q11: hernia’s impact on health, Q12: economic burden, Q13: quality-of-life/global health, Q15: foreign body sensation, Q17: complication severity, Q18: overall satisfaction, Q19: confidence in hernia repair, Q20: quality-of-life improvement by hernia repair; RMSEA: root mean square error of approximation; SRMR: standardized root mean square residual. Arrows indicate the direction of regressive relationships. Numeric values are regression weights. *P<.05, **P<.01.

Long-term Follow-Up of Hernia Repairs

The overall recurrence rate among 311 participants was 1.0% (n=3; Q19), and 88.7% (n=276) of participants rated their last hernia repair as satisfactory or very satisfactory (Q18). Approximately 70% of invitees (n=213, 68.5%) reported no discomfort with their hernia repair (Q16), and 61.1% (n=190) never experienced mesh foreign body sensation (Q15). Quality-of-life improvement following hernia repairs was ascertained in 90.4% (n=281) of enrolled subjects (Q20).

Subgroup Analysis

Comparisons were conducted between 77 patients with mesh plugs and 57 patients with the Prolene Hernia System (PHS) or the Ultrapro Hernia System (UHS) for groin hernia repair. Patients with mesh plug hernia repairs reported higher analgesic usage than those with PHS or UHS (Q08 score: 1.2 vs 1, P=.009), worse impact on health (Q11 score: 1.9 vs 1.5, P=.03), economic burden (Q12 score: 1.4 vs 1.2, P=.04), foreign body sensation (Q15 score: 1.8 vs 1.4, P=.002), discomfort severity (Q17 score: 1.5 vs 1.2, P=.005), less satisfaction in herniorrhaphy (Q18 score: 1.7 vs 1.4, P=.03), less confidence in hernia repair (Q19 score: 2.2 vs 1.9, P=.009), and compromised quality-of-life improvement (Q20 score: 1.4 vs 1.1, P=.03).

Discussion

Principal Findings

In this study, we reported the development of a mobile app to facilitate the long-term follow-up of patients with hernia and ascertained the feasibility of the app. The cloud-based system eliminated the need for return visits by subjects who had undergone hernia repairs as early as a decade ago, which, in turn, enhanced the long-term follow-up and outcomes research. Hernia is a type of surgically treated disease with compromised long-term follow-up, as there is neither periodic surveillance nor medication prescription once the defect has been repaired. As well, patients with recurrent disease may seek a second opinion and receive further operations from surgeons in addition to the one resulting in failed repair [13,14]. Therefore, an easy-to-assess reporting system will be of great value for patients to present their immediate abdominal or groin conditions and for surgeons to update treatment outcomes.

For these reasons, we sent invitation letters by post to subjects who had their hernia repaired at our institute more than 1 year ago, with index cases identified from medical records. With an enclosed preset ID and password, invitees could easily download the iOS or Android version of the mobile app, complete the quality-of-life survey, and provide their electrical signature for informed consent within a few minutes. For those not familiar with mobile apps or not equipped with a smartphone, a Google Forms survey provided an online alternative. The response rate was 11.9%, or slightly more than one-tenth of the identified candidates. The majority of the 311 responders were diagnosed with groin hernias, reflecting the clinical scenario of the hernia population.

From our study, the long-term recurrence rate was less than 1%, with 3 patients reporting hernia recurrence. Most of the 311 patients (n=276, 88.7%) reported that they were satisfied or very satisfied with their last hernia repair, 68.5% of patients
(n=213) reported no hernia-related discomfort, and 61.1% (n=190) never experienced mesh foreign body sensation. We also compared patients with groin hernias receiving either mesh plug repairs or PHS or UHS repairs and found that those with mesh plugs inevitably experienced more analgesic usage, worse health impact, economic burden, foreign body sensation, discomfort severity, less satisfaction, less confidence in hernia repair, and compromised quality-of-life improvement. Most importantly, 90.3% of the participants experienced an improvement in quality of life following hernia surgery, indicating that elimination of hernia-related symptoms might be the main contributor to such improvement.

The conceptual structure of the HERQL questionnaire with the postoperative module displayed satisfactory model fit indices (Figure 2), further augmenting the superiority of SEM. Fayers et al [24,25] initiated the efforts to use SEM for the conceptual structure of the instrument used to measure quality of life; they aimed to separate causal variables (ie, symptoms) from effect indicators (ie, functional domains). The critical rationale underpinning the causal-indicative duality was that hernia-associated symptoms impaired subjective perception of quality of life, which was subsequently reflected in functional domain indicator variables as well as in patients’ satisfaction as measured by the postoperative module.

**Comparison With Prior Work**

Our study was not the first to perform outcomes research for hernia outside a hospital. Heniford et al [15] conducted outcomes research using the CCS questionnaire, which was mailed to 1048 patients and had a response rate of 12.9%. We invited patients with hernia who had completed hernia repair more than 1 year before the study began, and our response rate was similar to that of the CCS study; however, there was a much longer time interval between herniorrhaphy and questionnaire administration in this study. One major reason for the low response rate was loss of contact due to incorrect addresses, which resulted in undelivered mail. With longer follow-up times, migration could occur naturally and some invitees could pass away; in these cases, patients would become inaccessible. Although compensation was arranged, lack of incentive, worry about fraud, and reluctance to participate might compromise the uptake of the mobile app, constituting another reason for low response. In addition, recall bias did occur, and it was postulated that patients with a recurrence after hernia repair might be more reluctant to participate in this study; consequently, the recurrence rate might be underestimated.

In our previous study, 192 patients who had groin hernias repaired with mesh plugs were compared with 234 patients who had PHS repairs. Postoperatively, the group who had mesh plug repairs had a higher incidence of chronic nondisabling groin pain [33]. In this study, a subgroup analysis was conducted comparing mesh plug repairs with PHS or UHS repairs. Coinciding with our previous study, mesh plugs hampered hernia surgery outcomes with worse symptoms and compromised functionality. It deserves notice that the median follow-up time was only 26.6 months in our previous hospital-based study, which was much shorter than the median follow-up time of 66 months in this study. On the other hand, the HERQL questionnaire validation study was designed with repeated measurements up to 1 year following hernia repair, which is also distinct from the long-term follow-up scope of this study [21]. There are different definitions of chronic pain following hernia repair; we used 1 year as the cutoff for chronic pain, as our previous validation study with repeated measurements indicated that 1 year after hernia repair was a reasonable timepoint for a stable long-term condition.

**Limitations**

There were some limitations of this study. First, the retrospective design inevitably introduced recall bias, especially for those with longer follow-up periods. This study evaluated the feasibility of mobile app–based outcomes research, and further study is warranted to eliminate this bias with a more uniform follow-up interval. Second, not all clinical and demographic data were available through chart reviews, such as BMI and fascia defect size, which could hamper post hoc and multivariate analysis considerably. Third, some older adult patients might not be able to complete the survey without an assistant, and there was no printed questionnaire available in the event that the mobile app was not properly installed. Fourth, no further reminder letters were sent by mail and no further phone calls were attempted if there was no response from the initial invitation letter, which inevitably compromised the response rate.

**Conclusions**

Knowledge gained from this study can translate into the design of future hernia outcomes research. For example, an updated hernia registry could be established that includes a novel mobile app to enhance the follow-up of patients with hernia, and a cloud-based database could be established for surgeons as well as patients with hernia. A corroborative database would be useful for surgeons to collect clinical and operative details from hernia surgeries, and this would provide a platform for real-time communication between patients with hernia and surgeons and to enhance postoperative follow-up and outcomes assessment. Surgeons could enter the clinical and operative data immediately after completion of hernia repairs using mobile devices, whereas sensitive clinical data would be secured and restricted to authorized personnel. In addition, patients with hernia could review their clinical and operative details in a well-designed and self-explanatory manner. Patients with hernia could also record postoperative events, such as results from a visual analog pain scale, wound condition, and complications, and they could complete the HERQL questionnaire periodically in order to assess the outcomes of hernia repair. Finally, the instant message communication feature can be established to provide an easy and efficient way for patients to report any discomfort to their surgeons, and a proper response from the latter could enhance the long-term follow-up compliance rate of patients with hernia.

The establishment of the mobile app could enhance the quality of care for patients with hernia and facilitate outcomes research for hernia disease with a more comprehensive and complete follow-up, and the feasibility is ascertained herein. The knowledge gained from this project could extended to other common surgical procedures [34,35]. This study will facilitate hernia outcomes research and enhance the quality of care for
this common disease by providing a validated HERQL instrument with enhanced sensitivity.

Acknowledgments

This work was supported, in part, by the Ministry of Science and Technology, Executive Yuan, Taipei, Taiwan (grant MOST-103-2314-B-281-004-MY2) and Cathay General Hospital, Taipei, Taiwan (grant CGH-MR-A10510P). This study contains materials presented at the 39th European Hernia Society Annual International Congress that took place from May 24 to 27, 2017, in Vienna, Austria. The authors would like to thank Taiwan Clinical Oncology Research Foundation, Melissa Lee Cancer Foundation and Mr Morris Chang for their kind help during the study.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Supplementary materials.

References


32. HERQL. Google Sites. URL: https://sites.google.com/site/herqlsurv [accessed 2022-09-18]


Abbreviations

AGFI: adjusted goodness-of-fix index
CCS: Carolinas Comfort Scale
GFI: goodness-of-fix index
HERQL: Hernia-Specific Quality-of-Life
PHS: Prolene Hernia System
RMSEA: root mean square error of approximation
SEM: structural equation modeling
UHS: Ultrapro Hernia System

Ching-Shui Huang, Feng-Chuan Tai, Heng-Hui Lien, Jia-Uei Wong, Chi-Cheng Huang. Originally published in JMIR Formative Research (https://formative.jmir.org), 19.10.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.
The Family Level Assessment of Screen Use–Mobile Approach: Development of an Approach to Measure Children’s Mobile Device Use

Oriana Perez1, MSc; Anil Kumar Vadathya2, MSc; Alicia Beltran1, MSc; R Matthew Barnett3, BA; Olivia Hindera4, BSc; Tatyana Garza1, BSc; Salma M Musaad1, MD, PhD; Tom Baranowski1, PhD; Sheryl O Hughes1, PhD; Jason A Mendoza5,6, MPH, MD; Ashutosh Sabharwal2, PhD; Ashok Veeraraghavan2, PhD; Teresia M O’Connor1, MPH, MD

1United States Department of Agriculture/Agricultural Research Service Children’s Nutrition Research Center, Baylor College of Medicine, Houston, TX, United States
2Department of Electrical & Computer Engineering, Rice University, Houston, TX, United States
3Center for Research Computing, Rice University, Houston, TX, United States
4Baylor College of Medicine, Houston, TX, United States
5Public Health Sciences Division, Fred Hutchinson Cancer Center, Seattle, WA, United States
6Center for Child Health, Behavior and Development, Seattle Children’s Research Institute, Seattle, WA, United States

Corresponding Author:
Teresia M O’Connor, MPH, MD
United States Department of Agriculture/Agricultural Research Service Children’s Nutrition Research Center
Baylor College of Medicine
1100 Bates St
Houston, TX, 77030
United States
Phone: 1 713 798 6782
Email: teresiao@bcm.edu

Abstract

Background: There is a strong association between increased mobile device use and worse dietary habits, worse sleep outcomes, and poor academic performance in children. Self-report or parent-proxy report of children’s screen time has been the most common method of measuring screen time, which may be imprecise or biased.

Objective: The objective of this study was to assess the feasibility of measuring the screen time of children on mobile devices using the Family Level Assessment of Screen Use (FLASH)–mobile approach, an innovative method that leverages the existing features of the Android platform.

Methods: This pilot study consisted of 2 laboratory-based observational feasibility studies and 2 home-based feasibility studies in the United States. A total of 48 parent-child dyads consisting of a parent and child aged 6 to 11 years participated in the pilot study. The children had to have their own or shared Android device. The laboratory-based studies included a standardized series of tasks while using the mobile device or watching television, which were video recorded. Video recordings were coded by staff for a gold standard comparison. The home-based studies instructed the parent-child dyads to use their mobile device as they typically use it over 3 days. Parents received a copy of the use logs at the end of the study and completed an exit interview in which they were asked to review their logs and share their perceptions and suggestions for the improvement of the FLASH-mobile approach.

Results: The final version of the FLASH-mobile approach resulted in user identification compliance rates of >90% for smartphones and >80% for tablets. For laboratory-based studies, a mean agreement of 73.6% (SD 16.15%) was achieved compared with the gold standard (human coding of video recordings) in capturing the target child’s mobile use. Qualitative feedback from parents and children revealed that parents found the FLASH-mobile approach useful for tracking how much time their child spends using the mobile device as well as tracking the apps they used. Some parents revealed concerns over privacy and provided suggestions for improving the FLASH-mobile approach.

Conclusions: The FLASH-mobile approach offers an important new research approach to measure children’s use of mobile devices more accurately across several days, even when the child shares the device with other family members. With additional
screen time; mobile media apps; children; mobile phone use; tablet use; mobile phone

Introduction

Background

Screen use includes mobile device use, television watching, playing video games, and computer use. Strong associations have been demonstrated between increased screen time and worse sleep outcomes, locomotive skills, and dietary habits in children [1-4]. Screen-based activities, particularly with television and video games, may be related to poor academic performance, whereas mobile phone use has been shown to be correlated with poor mental health in adolescents [5-7]. Screen media use has also been associated with less favorable body composition and worse cardiometabolic risk in youth [1,8], but the associations seem less clear in longitudinal studies [9]. Limitations in measurement might explain discrepancies in the association of screen use with health outcomes in the literature, raising concern over the accuracy of screen media exposure assessments in past studies.

The most common approach to measuring screen use is through self-report or parent-proxy report of children’s screen use by questionnaires, which introduces errors and biases [10], affecting the conclusions drawn from the studies. Within this context, screen time has continued to rise among children and adolescents and increasingly includes the use of mobile devices, such as tablets and smartphones [11,12]. Approximately, 48% of children aged 0 to 8 years personally owned a mobile device in 2020 [12], and 41% of tweens (aged 8-12 years) and 84% of teens had their own smartphone in 2019 [11]. This increased variety of screen use among youth supports the need for accurate measurements of different types of screen use to inform outcome-based research studies. The gold standard for measuring children’s television viewing remains to be direct observation [10], but its use is limited by expense and privacy concerns. Observation can be even more challenging when used to measure mobile screen use. Parent-proxy–reported general estimates are less cumbersome and less costly, but parent report of young children’s mobile device use had a high frequency of underestimation and overestimation of use compared with objective assessment (35.7% and 34.8%, respectively) [13]. Mobile screen use by children may be particularly difficult to assess because of its intermittent use, the short duration of the use of some apps [13], and the use of devices away from parents because of the mobile nature of the device.

The difficulties in accurately measuring children’s mobile device use demonstrate an acute need for new measurement tools to accomplish this goal. We have already developed a novel approach for measuring children’s television viewing [14]. There are also assessment tools to track the screen use of a person on a mobile device used only by that person [13,15,16]. However, the existing methods cannot distinguish the user of the device, which is an important consideration for children who may access a parent’s phone or share a device with a sibling.

Objectives

In this study, our goal was to develop an innovative approach that leverages the capabilities of smartphone apps to develop a less intrusive yet accurate method for assessing children’s mobile screen use. This study describes the Family Level Assessment of Screen use (FLASH) for mobile devices. The FLASH-mobile approach makes use of (1) an app to track device and app use logging, (2) notifications to identify the user of the device, (3) a system to provide feedback on compliance with the user identification notification to improve compliance, and (4) a minimum threshold of user identification to be included in the analysis. In this study, we used the HealthSense platform [17] for implementing the FLASH-mobile approach with device and app use tracking and user identification, but the FLASH-mobile approach could be implemented with other Android tracking apps in the future. This study describes the development of and assesses the feasibility of the FLASH-mobile approach to track children’s mobile smartphone or digital tablet use, compliance with the user log-in step, and parents’ perceptions of the FLASH-mobile approach.

Methods

Overview

A total of 4 feasibility studies tested multiple iterations of the FLASH-mobile approach on mobile phones and tablets. Participants included a parent and at least one child aged 6 to 11 years. Data were collected from December 2019 to August 2021 by installing HealthSense, an app that tracks the use of the device and corresponding apps, on the participants’ mobile phone or tablet.

Ethical Considerations

This research was approved by the Baylor College of Medicine Institutional Review Board (H-40556), with a reciprocal authorized agreement with Rice University. Parents provided written, informed consent for themselves and their child, and the children provided assent to participate.

Participants

Participants were recruited from the community and had to live in the United States, speak English, and be a parent of a child aged between 6 and 11 years, and the child had to have their own or share another family member’s Android device (smartphone or tablet). Participants were excluded if the parent or child had a developmental, medical, mental, or physical condition that would prevent them from following the study instructions.
FLASH-Mobile Approach

The FLASH-mobile approach was developed to estimate the total time a target child spent using a mobile device. Children often share a mobile device with their siblings or a parent. Therefore, 4 steps were developed to assess the mobile device use of a child from a shared device: (1) an app to track the Android OS app use statistics on the device to identify mobile device use time, duration, and which apps were used; (2) identification of the user of the mobile device via device notifications when unlocked; (3) a system to provide feedback on compliance with the user identification notifications to improve compliance; and (4) a minimum threshold of user identification compliance to be included in the analysis. Several iterative versions of the user identification procedure were tested based on feedback from the participants on earlier versions.

The FLASH-mobile approach was implemented using the HealthSense app [17], developed by researchers at Rice University and used for all the validation and testing results presented in this paper. Similar to other apps such as Chronicle [13] and Minuku [18], HealthSense uses Android’s UsageStatsManager [19] function to access app use event entries recorded by the phone’s OS [20]. Specifically, each time an app is opened (moved to foreground) or closed (moved to background), the Android OS automatically records these as individual time-stamped events in the Android event log, regardless of whether HealthSense or any other app is installed on the device. HealthSense reads this time-stamped event log, resulting in accurate app use data. To monitor phone unlock events for user identification, the app monitors another automatic event log, the ACTION_USER_PRESENT [21] event. When the participants installed the HealthSense app, they were explicitly asked to authorize the app to read these event logs that the Android OS had already recorded on their devices.

For the user identification step, multiple approaches were tested: version 1 (V1), a pop-up prompt appeared when the phone was unlocked, which had to be answered to use the device; version 2 (V2), a notification banner appeared when the phone was unlocked and after every 15 minutes of use; and version 3 (V3), a notification banner that appeared only when the phone was unlocked. In each case, the user had to identify themselves by selecting 1 of 2 options, an orange button with the word child or a gray button with the word other (Multimedia Appendix 1). There was no option for multiple users. To refine the log-in prompt, three major requirements were considered: (1) the app should be compatible across as many Android versions as possible, (2) newer versions of the Android OS had to support it, and (3) the log-in prompt must be user-friendly to encourage high compliance among children.

We conducted 4 feasibility studies. Parents were instructed to download the HealthSense app. The type of Android device used, model number of the device, OS number, whether the HealthSense app was successfully downloaded, and whether the user identification feature worked as expected were tracked. Two laboratory-based protocols (Table 1: feasibility studies A [in laboratory] and B [in laboratory]) assessed the ability of the FLASH-mobile approach to accurately capture participants’ mobile device use, compared with the research staff’s assessment of the participants’ gaze on their mobile device from video data. Parents and children were observed in a laboratory set up like a living room while being video recorded by 4 high-definition cameras placed in each corner. The protocols included a series of tasks (eg, using the mobile phone or tablet, watching television, playing with the toys in the room, or free play).

Furthermore, 2 home-based studies (Table 1: feasibility studies C [at home] and D [at home]) gathered real-world information about the ability of the FLASH-mobile approach to collect data on the child’s smartphone (study C [at home]) and tablet use (study D [at home]) over 3 days. Feasibility was assessed by the (1) number of mobile devices the HealthSense app could be downloaded on for the at-home and laboratory studies, (2) ability of the app to collect data over the 3-day at-home study period, (3) compliance with user notification, and (4) parents’ perceptions of the FLASH-mobile approach during the exit interviews. All 3 versions of HealthSense (V1, V2, and V3) were iteratively tested in study C (at home). We observed low participant compliance with V3, which prompted a modification of the protocol to include feedback for compliance. Feedback on compliance was accomplished by sending reminders to respond to the user notification via telephone, SMS text message, or email to participants with low compliance and by sending encouraging messages to participants with high compliance.
Table 1. Description of the feasibility studies (N=48).

<table>
<thead>
<tr>
<th>Feasibility study</th>
<th>Setting</th>
<th>HealthSense app version tested</th>
<th>Parent-child dyads enrolled, n (%)</th>
<th>Device tested</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Laboratory based</td>
<td>Version 1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5 (10)</td>
<td>Mobile phone</td>
<td>Approximately 2 hours (video-recorded tasks)</td>
</tr>
<tr>
<td>B</td>
<td>Laboratory based</td>
<td>Version 3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>10 (21)</td>
<td>Mobile phone or tablet</td>
<td>Approximately 2 hours (video-recorded tasks)</td>
</tr>
<tr>
<td>C</td>
<td>Home based</td>
<td>Versions 1, 2&lt;sup&gt;c&lt;/sup&gt;, and 3</td>
<td>21 (44)</td>
<td>Mobile phone</td>
<td>3 days (naturalistic)</td>
</tr>
<tr>
<td>D</td>
<td>Home based</td>
<td>Version 3</td>
<td>12 (25)</td>
<td>Tablet</td>
<td>3 days (naturalistic)</td>
</tr>
</tbody>
</table>

<sup>a</sup>A pop-up prompt appeared when the device was unlocked, and the user had to identify themselves by selecting 1 of 2 options, child or other, to use the device. It is no longer supported by the Android operating system.

<sup>b</sup>A notification banner appeared only when the phone was unlocked, and the user had to identify themselves by selecting 1 of 2 options, child or other. Daily text or email feedback was sent to the family on their compliance.

<sup>c</sup>The notification banner appeared when the phone was unlocked and after every 15 minutes of use. The user had to identify themselves by selecting 1 of 2 options, child or other.

**Video Coding**

Screen use was defined as the duration of time a child spent actively watching the mobile device screen (gaze on the mobile device) or using the screen while multitasking (eg, while playing with toys). This is similar to how others have defined screen use, including as background television [22]. A total of 5 research staff members coded video data from studies A (in laboratory) and B (in laboratory) to identify when the target child was using or watching the mobile device during the observation protocol to provide a gold standard for assessing the accuracy of the FLASH-mobile approach in tracking child device use. The 4 video frames were viewed simultaneously by staff to get 4 different angles of view of the room during coding. The video was coded using duration coding with one of ten codes: (1) child screen use, (2) parent screen use, (3) both screen use, (4) child multitasking, (5) child audio use, (6) parent audio use, (7) both audio use, (8) no mobile device use, (9) uncertain, or (10) out of frame (informed by previous publications [23-25]). Screen use was differentiated from audio use based on whether the person was gazing at the screen or making a call, speaking voice commands, or listening to music. To be considered screen use, gaze could be quickly diverted for <3 seconds but should still mainly be focused on the mobile device, similar to other coding protocols [26]. The multitasking code was applied when the child used a mobile device screen concurrently with other tasks, such as watching television, playing with toys, or talking to another person [24]. In all, 10% of each video was double coded by 2 staff members, and the agreement was high [27-29] (feasibility study A [in laboratory], Cohen κ=0.76, SD 0.38; feasibility study B [in laboratory], Cohen κ=0.79, SD 0.37).

**Identification of the Apps Used**

HealthSense listed the names of all the opened apps. A log of the apps used was generated when the child was the user. These were categorized by the type of app: educational (eg, Math Jumps and Khan Academy Kids), streaming video services (eg, YouTube and Netflix), gaming, social media, browsing, Android OS, and others (Multimedia Appendix 2 presents the full list of categorized apps). Two staff members reviewed and independently coded the apps into one of these categories by reading the description included in the Google App Store. A third staff member reviewed the app categorization. Differences in the categorization of apps were reviewed and discussed as a team until a consensus was reached.

**Exit Interviews**

All the parents were asked to share their perceptions of using the FLASH-mobile approach and provide suggestions for its improvement. The semistructured interviews followed a standardized script, which included probes and prompts to clarify responses (Multimedia Appendix 3 presents the full interview script). For studies C (at home) and D (at home), parents and children were provided with a copy of their mobile device use over the past 3 days before their interview and were asked to review it. The log included which apps were used, the time of day, the duration of use, and the user identified (child, other, or none if the user identification prompt was ignored). Parents were asked to verify whether the apps listed were correct; whether any apps were missing or added incorrectly; and whether the timing, duration, and user identified were correct. All the interviews were audio recorded, transcribed, and coded by 3 study staff members (OH, TG, and OP), using NVivo (version 11; QSR International) software. A codebook was created based on an inductive coding of themes [30,31]. Pairs of reviewers independently coded each interview. Discrepancies in the themes were discussed and resolved until a consensus was reached. The authors identified the main themes which arose and categorized the subthemes within them.

**Analyses**

Means, SDs, and percentages describe the demographics and dyad’s compliance with user identification. User compliance was measured along 2 dimensions: compliance with the log-in identification and unidentified use. Compliance score was defined as the percentage of times the user responded to the log-in notification over the total number of times the mobile device was unlocked. Unidentified use was calculated as the percentage of use for which the user was not known over the total mobile device use.

*Child use* of device was defined by collating staff video codes of (1) child directly using mobile screen alone, (2) using mobile screen with someone else, and (3) multitasking mobile screen...
use with other activities (eg, playing). The agreement between the HealthSense output and staff coding for mobile screen use in feasibility studies A (in laboratory) and B (in laboratory) was tested using the percentage of agreement, prevalence- and bias-adjusted Cohen $\kappa$ statistic, and intraclass correlation coefficient.

**Results**

**Participant Demographics**

A total of 48 parent-child dyads participated in the study ($n=5$, 10% for study A [in laboratory]; $n=10$, 21% for study B [in laboratory]; $n=21$, 44% for study C [at home]; and $n=12$, 25% for study D [at home]). Each dyad participated in only 1 study. Of all the 48 enrolled participants, 33 (68%) were able to download the app on their own device and have all the components function. For the observational laboratory studies, a study device was available for 2 families whose device did not work, resulting in 73% (35/48) of participants with complete data from the HealthSense app. The demographics of the sample are shown in Table 2, and those for each study can be found in Multimedia Appendix 4.

**Table 2.** Demographic characteristics of participants with complete data (N=48).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All tests with incomplete data</th>
<th>All tests with complete data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target children, n (%)</strong></td>
<td>13 (27)</td>
<td>35 (73)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>8.6 (1.9)</td>
<td>8.4 (1.5)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>6 (46)</td>
<td>18 (51)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>3 (23)</td>
<td>8 (23)</td>
</tr>
<tr>
<td>Hispanic White</td>
<td>3 (23)</td>
<td>10 (28)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>5 (39)</td>
<td>9 (26)</td>
</tr>
<tr>
<td>Hispanic Black</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Hispanic, non-Hispanic mix, other, and unknown</td>
<td>2 (15)</td>
<td>5 (14)</td>
</tr>
<tr>
<td><strong>Parent, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.1 (4)</td>
<td>38.3 (6)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>13 (100)</td>
<td>33 (94)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>2 (18)</td>
<td>10 (28)</td>
</tr>
<tr>
<td>Hispanic White</td>
<td>3 (25)</td>
<td>11 (31)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>5 (42)</td>
<td>9 (26)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (8)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Hispanic, non-Hispanic mix, other, and unknown</td>
<td>1 (8)</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>1 (8)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Technical school</td>
<td>1 (8)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Some college</td>
<td>3 (25)</td>
<td>12 (34)</td>
</tr>
<tr>
<td>College</td>
<td>4 (33)</td>
<td>9 (26)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>3 (25)</td>
<td>9 (26)</td>
</tr>
<tr>
<td><strong>Income (US $), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>0 (0)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>&lt;60,000</td>
<td>7 (58)</td>
<td>10 (28)</td>
</tr>
<tr>
<td>&gt;60,000</td>
<td>5 (42)</td>
<td>18 (51)</td>
</tr>
<tr>
<td>Do not know</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>
HealthSense Versions Tested and Installation Issues

Problems with the installation of the app on participants’ mobile devices included the nonappearance of user identification, lack of tracking app use, inability to install HealthSense on the device, problems due to phones and tablets with older Android OS systems (<8), and incompatibility of certain mobile device models with the HealthSense app. In some cases, the reason for malfunction was unknown. A full description of installation issues is provided in Multimedia Appendix 5.

Usability of the HealthSense App Interface and Participant Compliance

Compliance with the user identification procedure for the at-home feasibility tests increased over the iterations of the HealthSense app from versions V1 to V3 (Figure 1). HealthSense V3, which included reminders and encouraging messages sent to participants daily, achieved the highest compliance among users, with 95.7% compliance among smartphone users and 83.3% for tablet users maintained across 3 days of the feasibility study (Figure 1, left graph). Figure 1 also illustrates the percentage of unidentified use in the total mobile device use, which decreased as the compliance approached 100% (Figure 1, right graph). Note that the percentage of unidentified use time could be high even with relatively high compliance, for instance, if someone used the mobile device for a long time without identifying themselves at the start of that use period.

Figure 1. Compliance of user identification and percentage of unidentified mobile device use across the different versions of HealthSense. V1: version 1; V2: version 2; V3: version 3.

Accuracy of the FLASH-Mobile Approach Compared With Gold Standard

The accuracy of the FLASH-mobile approach in capturing children’s mobile device use was assessed in the laboratory observation, and it was found that most users (12/15, 80%) had high compliance with the log-in notification, with >80% of use identified, whereas a smaller proportion (3/15, 20%) had very low compliance, with >70% of use unidentified. When the user compliance was low, HealthSense identified app use but could not identify who used the app, resulting in an unidentified use label and disagreement with staff coding between child or other’s use. Hence, a threshold of ≥70% of identified use in the overall use of the mobile device was selected to identify quality assessments for reporting target child’s mobile device use. Those with lower identified mobile device use were screened out because their inclusion would lead to discrepancies resulting from user behavior (low compliance) rather than HealthSense app behavior.

For the users with high compliance (≥70% of app use identified), HealthSense identified the target child’s mean use as 21.76 (SD 20.71) minutes, whereas the gold standard was 18.30 (SD 10.77) minutes. Among the 12 families with high compliance with user identification, HealthSense achieved a 73.6% (range 44.7%-96.14%) mean agreement with human labelers in capturing the target child’s mobile use, 78.9% (range 3.55%-97.5%) in capturing other’s mobile use, 2.9% (range 0%-17.75%) agreement in capturing unidentified mobile use, and 85.2% (range 38.37%-98.37%) agreement in capturing no mobile use. Among the 3 families with low compliance (<70% of app use identified), mean agreement between human labelers and target child’s mobile use was 37% (range 0%-78.29%), 2.1% (range 0%-6.33%) agreement in capturing other’s mobile use, 82.7% (range 73.6%-97.17%) agreement in capturing unidentified mobile use, and 95.9% (range 93.82%-98.33%) agreement in capturing no mobile use. The prevalence- and bias-adjusted Cohen κ value for the agreement between HealthSense and the gold standard was 0.711 (SD 0.301), and the intraclass correlation coefficient was 0.714 for the high-compliance users, indicating high agreement between the gold standard and HealthSense estimate [32-35].
either parent or sibling logged in as the user and the child started using the device or the target child started coviewing the mobile device along with their parent or sibling, which staff labeled as child use. The latter case happened when the user of the device ignored the log-in prompt, failing to identify the user.

FLASH-Mobile Approach in Naturalistic Setting

After qualitatively reviewing the 3-day app and user log, among 23, only 2 (9%) parents reported minor discrepancies in the mobile use reports of their child (one noted a misidentified user for an app use during the 3-day protocol, and another found 2 apps that they did not recall their child using). The remaining 91% (21/23) of parents agreed with the HealthSense log of their child’s mobile device use.

**Figure 2** demonstrates the categories of app use of 20 children from the at-home studies on the second day of the 3-day study; a child (not depicted) had no mobile device use on the second day. The children’s device use duration varied widely, ranging from just half an hour per day to >10 hours a day, with 3 to 7 different apps used by the children during a single day.

**Qualitative Feedback From Parents and Children in Exit Interviews**

**Laboratory-Based Studies**

The parents from the observation laboratory studies tended to have positive or neutral feelings toward the FLASH-mobile approach, stating that it seemed fine, did not impact the child’s enjoyment while using the phone, and could allow them to track their child’s screen time. Although most parents had no issues with HealthSense and did not think that it was intrusive, there were a few concerns about privacy, for instance, regarding who would have access to the data and what was actually being recorded.

**At-Home Studies**

Most (18/23, 78%) parents from the at-home studies found the app useful for determining how much time their child spent using the mobile device and to review the apps they used. More than half (5/8, 63%) of participants who tested the versions with a user identification pop-up and 15-minute reminders (V1 and V2) disliked the pop-up button. They found the pop-up annoying and too frequent. Those who tested V3, with an unlock user identification notification, had mixed reactions. Approximately, half (9/15, 60%) of the participants liked the notification and found no issues with it, but 13% (2/15) of participants stated that the notification was annoying. The remaining parents (4/15, 27%) had a positive reaction to the notification but added that it was difficult to notice. Moreover, 13% (2/15) of participants reported that the app slowed down their phones and did not allow some calls to come through.

Suggestions for the improvement of the FLASH-mobile approach on phones included simplifying the user identification feature; making it available for other devices such as tablets, televisions, and Apple iOS devices; adding a time-restriction function for apps, allowing users to set limits on how much time they spend on each app, and improving the mobile app's user interface for a more user-friendly experience.
function; adding games or an educational component; having a unique personal identification number or password per user; and blocking phone use until user identification is selected. Others suggested including the user identification requirement only on shared devices. A few parents using mobile phones expressed privacy concerns over their information being sold or stolen and other security risks, and some felt uncomfortable with HealthSense recording not just the child’s but also the parent’s mobile phone use. None of the parents using tablets expressed similar concerns about privacy.

**Discussion**

**Principal Findings**

The FLASH-mobile approach, a mobile device tracking app on an Android device, included four features: (1) user identification prompts, (2) app use tracking ability, (3) feedback on compliance with the user identification notification via text or email, and (4) a minimum threshold of user identification compliance to best capture mobile device use by a child. This approach was found to be feasible to measure children’s mobile device use. The FLASH-mobile approach addresses differentiating users of shared devices by sending a notification banner for the user to identify themselves every time the mobile device is unlocked along with intermittent communication with participants to praise or remind participants to be compliant. This provided >90% compliance rates with user identification for smartphones and >80% for tablets. In this small feasibility study, the threshold was 70% compliance with user identification, but further studies need to verify whether this threshold continues to correspond to high agreement between the FLASH-mobile approach and gold standard observation. When compliance with user identification reached this threshold, FLASH-mobile approach achieved a 73.6% (SD 16.15%) mean agreement with human labelers in capturing the target child’s mobile use (defined as a child actively watching the mobile device’s screen alone or with someone else or multitasking with mobile device use and other activities such as playing with toys). There is no agreed-upon definition in the literature for screen use by children. Others have conceptualized screen use of mobile devices as any time a device is used by its owner, regardless of whether the person is viewing the screen [13,36]. The latter definition is difficult to apply to a situation where a phone is shared between a child and another user. However, the definition used for screen use by a study will directly affect the agreement of a tool like FLASH-mobile for actually measuring a child’s screen use.

During the course of this study, modifications were made to the FLASH-mobile approach to optimize it and adapt to the continually changing aspects of the Android OS. For example, the full-screen pop-up prompts used in the initial version (V1) of the FLASH-mobile approach are no longer supported by the latest Android OS versions because of new security constraints. Therefore, notification banners were used in the second version (V2), which appeared when the phone was unlocked. In addition, to better identify the user of the device, notification banners were programmed to appear after every 15 minutes of device use. The results from study B (at home) demonstrated that the 15-minute notification was not user-friendly, thus reducing user compliance. Therefore, the final version (V3) of the FLASH-mobile approach included only the unlock notification banner. Such a notification banner is supported by past and current versions of the Android OS. Although a few parents disliked the notification banner, it was well received by most parents and resulted in the lowest proportion of unidentified mobile device use.

Although FLASH-mobile is not publicly available, it could be reproduced using specific Android methods [19-21]. Moreover, similar apps have been developed by others [13,18] and are available for researchers to log device use. The specific features of FLASH-mobile such as user identification notification are straightforward to replicate in any of these Android apps using the methods mentioned [21].

**Comparisons With Prior Work**

Only a few other digital tracking approaches have been used to measure children’s mobile device use, such as similar tracking apps on Android devices [13], screenshots of the device’s battery page in the settings on Apple devices [13], or frequent screenshots of the device [16]. However, all these approaches pose challenges in differentiating a child’s use from use by others when the mobile device is shared, which is common among younger children [13]. Only one of these studies assessed children’s mobile device use using an approach similar to FLASH-mobile [13]. Radesky et al [13] examined the association between young children’s mobile device use and their emotion regulation and executive functioning. Parents who had an Android mobile device (n=126) were instructed to download Chronicle [37], an app similar to HealthSense, for a 9-day study period. Parents with an iPhone (n=220) were asked to take screenshots of the device’s battery page in the settings to visualize app use for the past 7 to 10 days. For 71% of the young children who shared the device with someone else, parents completed a form to indicate which apps their child used during the study week. Complete mobile device data were available for 71% of the children, similar to the 69% (33/48) of the participants who could download the HealthSense app with full functionality for the FLASH-mobile approach described here. An important limitation that Radesky et al [13] identified was that they could not identify the user among the 70.6% of the sample who shared the device with someone else; an important issue that the FLASH-mobile approach overcame with the user notification banner. The observational studies (studies A [in laboratory] and B [in laboratory]) for the FLASH-mobile approach additionally demonstrated that when a parent and child were together and used the mobile device, some of that time was shared viewing time. However, most of that occurred appropriately when the child was logged in as the user, ensuring that the use was logged under the child. The duration of time when the parent and child viewed the mobile device together during the observational studies may be artificially high, given that the protocol was performed when the parent and child were together and specifically focused on the screen. It is likely that in free-living conditions, this happens less frequently.
Similar to Radesky et al [13], the FLASH-mobile approach could not be used on all the Android devices tested, and tablets experienced slightly more problems than smartphones. As illustrated in Multimedia Appendix 5, some phones and tablets with older Android OS systems and certain mobile device models did not support the HealthSense app. Inclusion criteria for future studies using background apps that track device and app use should include the use of an Android OS that is newer (≥7.0), and pretests should be conducted to find which specific Android devices support the tracking app. Future studies also need to further explore the appropriate threshold of compliance with user identification that results in valid and reliable data and how many days of mobile device use are required to capture typical mobile device use by a child. The assessment of physical activity using wearable monitors has adopted similar approaches to develop guidelines for scoring and processing accelerometer data with minimum thresholds of hours and days of wear to be considered valid [38].

Limitations
This study has several important limitations. The sample was small, recruited through convenience sampling, and thus not representative. However, the sample does reflect a racially and economically diverse group, which is important for demonstrating usefulness for studies targeting diverse children. The small sample with a limited number of days of data collection (3 days) was also not meant to establish typical mobile device use among children. Because the FLASH-mobile approach requires an app, such as HealthSense, Chronicle [37], or Minuku [18], that reads the Android’s UsageStatsManager [19] function to track device and app use, it only worked on the Android OS. This may limit the population that can be assessed using this approach. The FLASH-mobile approach also did not work on all Android devices or with all versions of the Android OS. It is important to proactively design studies to screen for mobile devices that support the FLASH-mobile approach. Although the current version of the FLASH-mobile approach leveraged the HealthSense platform for data management, future versions of FLASH-mobile will need to use alternate platforms because the HealthSense platform will be discontinued in the near future. We are already piloting a version of FLASH-mobile using the Chronicle platform [37].

The low compliance of some participants with the log-in notifications was a challenge, as it resulted in high unidentified app use on the mobile device in earlier versions of testing. In the future, user identification prompts should be made more child-friendly, or they may be turned off when the child does not share the mobile device with others. In addition, future versions of the approach could include automated reminders and encouraging messages for participants to comply with user identification instead of relying on staff. We also found that having a uniform auto screen lock time (eg, 2 minutes) increased the app's ability to accurately identify the user (data not presented). However, the problem of user identification arises only when the mobile device is shared. Many young children now have their own mobile device, including 46% of children aged 2 to 4 years and 67% of children aged 5 to 8 years [12], in which case, apps that read the Android’s UsageStatsManager [19] function to track device and app use could more easily track the child’s mobile device use.

Conclusions
The FLASH-mobile approach can be implemented using a mobile device app on an Android device with 4 features: user identification prompts, device and app use tracking ability, feedback on compliance with user identification, and thresholds of compliance to identify valid data. It offers an important new research approach to more accurately measure children’s use of mobile devices across one or several days, even when the child shares the device with others. By providing time-stamped data of app use for a specific user, the FLASH-mobile approach will allow for better causal assessments of how the duration, timing, and type of mobile device use by children can affect their developmental and health outcomes. Other researchers can use this approach to further advance the measurement of mobile device use among children.
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Abstract

Background: Given the increase in the prevalence of overweight and obesity worldwide, the number of digital weight loss interventions has also risen. However, these interventions often lack theoretical background and data on long-term effectiveness. The consideration of individual and gender differences in weight-related psychological parameters might enhance the efficacy and sustainability of mobile-based weight loss interventions.

Objective: This paper presented an introduction to and the process evaluation of a 12-week gender-sensitive mobile health (mHealth) weight loss intervention (I-GENDO) combining computer-based and self-tailoring features.

Methods: Between August 2020 and August 2021, individuals with overweight (BMI 25.0-29.9 kg/m²), those with obesity class I (BMI 30.0-34.9 kg/m²), and those with obesity class II (BMI 35.0-39.9 kg/m²) were recruited to the I-GENDO project, a multicenter study in Germany. The mHealth intervention aimed at targeting individual psychological factors associated with the development and persistence of overweight and obesity (eg, emotional eating) using computer-based tailoring. Moreover, the intervention took a gender-sensitive approach by implementing self-tailoring of gender-targeted module versions. The computer-based assignment of the main modules, self-selection of gender-targeted module versions, and use patterns were evaluated while considering gender. Moreover, gender differences in the usability assessment were analyzed.

Results: Data from the intervention arm of the study were processed. A total of 116 individuals with overweight and obesity (77/116, 66.4% women; age mean 47.28, SD 11.66 years; BMI mean 33.58, SD 3.79 kg/m²) were included in the analyses. Overall, the compliance (90/109, 82.6%) and satisfaction with the app (mean 86% approval) were high and comparable with those of other mobile weight loss interventions. The usability of the intervention was rated with 71% (5.0/7.0 points) satisfaction. More women obtained the main module that focused on emotion regulation skills. Most men and women selected women-targeted versions of the main modules. Women used the app more frequently and longer than men. However, women and men did not differ in the progress of use patterns throughout the intervention.

Conclusions: We developed a tailored gender-sensitive mHealth weight loss intervention. The usability of and engagement with the intervention were satisfactory, and the overall satisfaction with the intervention was also high. Gender differences must be considered in the evaluation of the effectiveness and sustainability of the intervention.

(JMIR Form Res 2022;6(10):e38480) doi:10.2196/38480
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Introduction

Within the last few decades, a vast number of digital health apps have been developed worldwide [1,2]. eHealth interventions (ie, mobile health [mHealth] interventions) are cost-effective and feasible in everyday life and represent a useful addition to analog health care services, not only in times of a worldwide pandemic [3]. In 2021, 87% of German adults and adolescents aged >14 years owned a smartphone, and 27% reported using mHealth interventions regularly [4]. The use of mHealth interventions requires an active and self-determined engagement of the user and therefore facilitates behavioral changes [5]. For example, mHealth lifestyle interventions show good efficacy in promoting healthy behaviors such as dietary intake and physical activity [6-10]. Therefore, they are promising tools that could promote behavioral change in participants wishing to reduce weight [11]. However, most available interventions to date demonstrate only short-term effects of behavioral change, whereas long-term effectiveness, especially regarding weight loss, has either not been investigated or not been demonstrated [12-14]. An explanation for the lack of effects is that most weight loss apps have not been developed from a scientific background and thus lack sufficient consideration of psychological evidence-based strategies [15], which are an important aspect of effective weight loss programs (WLPs) according to international guidelines [16,17]. Moreover, most weight loss apps have been developed on a one-size-fits-all approach, despite indications from prior studies that targeted (tailored) interventions are more effective [18-20].

The term “tailoring” refers to the customization of a feature of an intervention based on the individual characteristics of the participants [21]. The participants might customize an intervention based on their own preferences (self-tailoring), or they might receive individualized interventions in which the program tailors the content, usually based on algorithms (computer-based tailoring). In the latter case, tailoring can be based on data from 1 assessment (static tailoring) or adapted to different assessments within an intervention process (dynamic tailoring). Studies have indicated that participants feel more strongly addressed by individualized interventions, are more satisfied with them, and are subsequently more engaged in their use, which enhances the efficacy of the programs [6,11,19,22-25]. Various psychological aspects are involved in the development and maintenance of overweight and obesity, including the experience of weight-related stigmatization [26], maladaptive coping strategies [27], or dysfunctional eating behaviors [28]. Therefore, developing computer-based tailoring features that consider such psychological aspects might be a key element in the optimization of digital WLPs.

Gender differences in the development and treatment of obesity and overweight have also been investigated [29,30]. In Germany, more men (43.3%) develop overweight (BMI 25-29.9 kg/m²) compared with women (28.8%), but there are no gender differences in the prevalence of obesity (BMI >30.0 kg/m²), with increasing prevalence rates in the past decades among both genders [31,32]. Men with overweight and obesity are less likely to accurately perceive their weight and are less dissatisfied with their overweight status [29]. Moreover, gender differences in physical activity, eating behavior, and weight-related psychological parameters have been reported. For example, women engage more often in problematic eating behaviors, such as emotional eating (EE) and craving of special foods than do men [33]. Women consistently report higher levels of perceived stress and engage more in emotion-focused coping, such as rumination, whereas men often use problem-focused or avoidant coping strategies [34,35]. On average, men are more physically active [36]. Some biological sex differences have been published; for instance, in males, fat deposits are often in the visceral depot, which increases their risk for cardiovascular disorders [37-39]. More women participate in WLPs, yet the participating men lose more absolute weight [40,41]. Results on the adherence to WLPs are heterogeneous, depending on the intervention type, among other factors [42-44].

On the basis of reviewed studies, investigating the effect of gender on overweight and obesity outcomes to improve the effectiveness of WLPs is an important research agenda. A recently published meta-analysis comparing the effects of gender-targeted and gender-neutral WLPs however revealed no differences in weight-related outcomes, although gender-targeted interventions were more effective in promoting activity and improving nutrition [45]. However, the included gender-targeted WLPs were offered either to male or to female participants based on sex. We support the idea that psychological interventions should be gender sensitive instead of gender dichotomous and assume an increase in the effectiveness of the intervention if it is gender sensitive [46]. Therefore, to avoid prejudiced gender-based distinctions between individuals with overweight and obesity, we recommend implementing gender-sensitive self-tailoring features.

Against this background, we aimed at developing a smartphone-based psychological and gender sensitive weight-loss intervention with computer-based and self-tailoring features. In the first part of this paper, we have described the development process of the app with particular focus on the tailoring features of the intervention. The subsequent process evaluation focuses on the evaluation of the app with regard to the psychological and gender-sensitive tailoring features, use patterns, and satisfaction with the app derived from a sample of 116 participants taking part in the I-GENDO project [47].

Methods

The I-GENDO Project

The project “Gender-sensitive enhancement of common weight-loss strategies for overweight and obesity: A personalized smartphone app” was proposed by the University of Bamberg, Departments of Clinical Psychology and Psychotherapy and Pathopsychology, in cooperation with LWL-University Hospital of Ruhr-University Bochum, Department of Psychosomatic Medicine and Psychotherapy, and funded by the Federal Ministry of Education and Research of Germany (01GL1719A/B). The project was preregistered (ClinicalTrials.gov identifier: NCT04080193).

Ethical Considerations

This study was conducted in accordance with the Declaration of Helsinki. The Institutional Review Board of Ruhr-University
Bochum approved the study (number 18-6415). All participants were informed about the study and provided written informed consent.

**Development of the mHealth Intervention I-GENDO**

From September 2017 to November 2019, a modular app system was developed at the University of Bamberg in cooperation with an external software provider (groupXS Solutions GmbH).

**Figure 1.** The I-GENDO app interface.

The content of the modules was based on the existing evidence-based manuals, qualitative data from focus groups of individuals with overweight and obesity, and interviews with experts in the field of psychological treatment of obesity. To implement a gender-sensitive approach, extensive literature reviews were conducted on the disparities between genders in the psychological and behavioral aspects of obesity treatment. Furthermore, a steering committee consisting of experts in the field of prevention and treatment of overweight and obesity, digital transformation, and qualitative data analyses was formed. All principal decisions regarding app development were made in consensus with the members of the steering committee.

On the basis of this information, 7 modules that served as the heart of the 12-week I-GENDO intervention were constructed. Of the 7 modules, 2 modules addressed the introduction to (goal setting) and conclusion (relapse prevention strategies) of the intervention. The remaining 5 modules (main modules) focused on different psychological parameters associated with the development and maintenance of overweight and obesity: stress management skills (*stress module*), emotion regulation skills (*emotion module*), dealing with the consequences of overweight (*consequences module*), self-regulation skills (*control module*), and self-efficacy (*self-efficacy module*). Each module contained 9 sessions, which included psychoeducational elements delivered through texts and videos, several therapeutic tools from different therapeutic approaches (ie, cognitive behavioral therapy, dialectical behavioral therapy, and mindfulness), and various behavior change techniques [48]. These sessions could be repeated as many times as desired, and users could set a short link to their favorite exercises via the toolbox.

Each module was presented in either a women-targeted version (version A) or a men-targeted version (version B), which differed in terms of knowledge transfer, communication style, and prioritization of topics. For example, in the *stress module*, this was achieved using appealing case examples in the women-targeted version and fact presenting in the men-targeted version to transfer general knowledge about stress. Another example is that the men-targeted version in the *emotion module* highlighted and trained the recognition and labeling of emotions, whereas in the women-targeted version, the association between...
dysfunctional beliefs and eating behavior was prioritized. Multimedia Appendix 1 [48-77] provides an overview of the operationalization of the gender-sensitive modules and the origin of evidence. The versions were briefly introduced, with both introductions presented on 1 screen page. Participants could then freely choose between version $A$ or $B$ regardless of biological sex (gender-sensitive instead of gender dichotomous tailoring). Participants were blind to the manipulation of the gender-targeted versions.

**Process Evaluation of the mHealth Intervention I-GENDO**

From December 2019 to December 2021, the effectiveness of the 12-week I-GENDO intervention was evaluated in a randomized controlled trial conducted at the University of Bamberg and LWL-University Hospital Bochum, Department of Psychosomatic Medicine and Psychotherapy (ClinicalTrials.gov Identifier: NCT04080193). The main results of the randomized controlled trial will be published elsewhere. In this manuscript, the relevant process evaluation data from the intervention arm were analyzed.

**Textbox 1. Eligibility criteria of the I-GENDO project.**

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Legal age ($\geq 18$ years)</td>
<td>• Obesity class III (ie, BMI $&gt;39.9$ kg/m$^2$)</td>
</tr>
<tr>
<td>• Obesity class I or II with subjectively experienced weight-related impairment and a current intention to lose weight</td>
<td>• Current (or within the last 12 months) involvement in a structured weight loss intervention</td>
</tr>
<tr>
<td>• Overweight (ie, BMI between 25 and 29.9 kg/m$^2$) with weight-related health problems, visceral adipose tissue, or high psychosocial weight-related distress and a current intention to lose weight</td>
<td>• Insulin-dependent type 1 diabetes</td>
</tr>
<tr>
<td>• Previous or intended bariatric surgery</td>
<td>• Current psychotherapeutic treatment of weight-related health problems</td>
</tr>
<tr>
<td>• Current substance-use disorders, major depression, psychosis, suicidal tendency, or pregnancy</td>
<td>• Weight-enhancing drugs</td>
</tr>
<tr>
<td>• Severe cognitive impairments</td>
<td>• Drugs that promote weight loss (eg, antiobesity drugs)</td>
</tr>
<tr>
<td>• Insufficient knowledge of the German language</td>
<td>• Weight-enhancing health problems that are not yet treated</td>
</tr>
<tr>
<td>• Binge-eating disorder or bulimia nervosa</td>
<td>• Cancerous disease within the last 5 years</td>
</tr>
</tbody>
</table>

**Study Sample**

Individuals were informed about the I-GENDO project via newspaper articles, radio features, and oral presentations at rehabilitation centers. Participants interested in the study were screened for eligibility (Textbox 1) and, if eligible, were invited to participate. According to the guidelines of the German Association for the Study of Obesity and the German Society for General and Visceral Surgery, individuals with obesity class III (BMI $>39.9$ kg/m$^2$) experience a complex multifactorial framework of severe social, mental, and physical problems and are recommended to undergo bariatric surgery. Therefore, we excluded individuals with obesity class III from participation but provided further support. Because the effect of bariatric surgery on weight loss is mainly driven by physical limitations and varies significantly between the types of operative procedure [78], we decided to exclude individuals who underwent or planned to undergo bariatric surgery. The total study sample consisted of 213 individuals with overweight and obesity, of which 116 (n=77, 66.4% women) were randomly assigned to the intervention group for this study and subsequently included in this analysis.

**Intervention Phase**

Participants in the intervention group received a 12-week tailored app intervention. In the first week of intervention, the introduction module was unlocked for each participant, followed by 9 weeks of tailored intervention comprising 3 of the 5 main modules. Each session of the 3 main modules was unlocked successively between weeks 2 and 9. The basic, minimal content of the remaining 2 modules was provided in the form of mini modules, which were unlocked in week 11. Finally, the conclusion module was provided to each participant in week 12.

**Tailoring**

Figure 2 displays computer-based and self-tailoring features of the intervention. The introduction and conclusion module were mandatory elements framing the intervention that conveyed general content, whereas the main modules targeted individual
differences in weight-related psychological parameters. The main module assignment was computer-based and depended on the results of the Revised Illness Perception Questionnaire (IPQ-R), a standardized questionnaire adapted to overweight and obesity that measures illness beliefs (eg, “my overweight strongly affects the way others see me”) and causal attribution of overweight (eg, “my emotional state, e.g. feeling down, lonely, anxious, empty”) [79]. Participants completed the IPQ-R at the baseline assessment. Each of the 32 items were rated on a 5-point Likert scale ranging from 1 (“strongly disagree”) to 5 (“strongly agree”). In this study, the internal consistency of the scale was good (Cronbach \(\alpha=0.714\)). Scales were regenerated with higher means representing severe problems on the related psychological parameters associated with overweight and obesity (eg, EE). Of the 5 dimensions, 3 on which the participants reported the highest impairments were tailored to the participants (computer-based tailoring). In addition to the computer-based tailoring feature, individual adaption of content and functions was enabled (self-tailoring). Each module was presented in either a men-specific (version B) or a women-specific version (version A; “App features” section and Multimedia Appendix 1). The app additionally contained customization features to enhance the adherence to the intervention [80]. In particular, the participants could choose between different coaches at the beginning of the 12-week intervention. A total of 4 different coaches were introduced: 2 men and 2 women coaches depicted as being either more friendly (eg, informal and motivating tips) or more professional (eg, formal and directive tips).

**Figure 2.** Tailoring features of the I-GENDO intervention. Of the 5 main modules (in the box), 3 were assigned to the participants based on the results of the revised illness perception questionnaire (computer-based tailoring). Each of the modules was presented in either a women- or men-targeted version (self-tailoring).

**Measurements**

**Engagement With the App**

Use patterns were retrieved from individual app data and subsequently analyzed. Actions were defined as time slots of active engagement with the app, for example, log-in to the app and processing a session (use frequency). Inactivity for 20 minutes defined the completion of one action. The overall app use time was calculated in minutes (use time). The participants who used the app at least 12 times (actions) and for 120 minutes within the 12-week intervention were defined as being compliant with the I-GENDO app.

**Satisfaction With the App**

At the end of the conclusion module, the users could give feedback about their satisfaction with the app and the relevance and daily usefulness of the app on scales ranging from 0 (“not at all”) to 100 (“very much”). In the last session of each module, participants could evaluate how satisfied they were with the corresponding module.

**Usability Rating of the App**

After the 12-week intervention, the mHealth App Usability Questionnaire for stand-alone mHealth apps used by patients was administered [81]. The original English questionnaire was translated into German by a member of the research group and retranslated by a native speaker. Deviations were discussed and subsequently adjusted. The self-report questionnaire consisted of 18 items, which were scored on a scale from 1 (“strongly disagree”) to 7 (“strongly agree”), with higher means reflecting higher usability. Prior research indicated good psychometric properties of the English version of the mHealth App Usability Questionnaire [81]. In this study, the internal consistency of the total scale was excellent (Cronbach \(\alpha=0.935\)).

**Data Analysis**

All analyses were conducted using SPSS for Windows (version 26.0; IBM Corp) and Excel (version 16.0; Microsoft Corp). App data were retrieved from Apache CouchDBTM. Descriptive analyses were conducted using percentages and frequencies for categorical variables and means and SDs for continuous variables. Chi-square distributions that compared categorical variables between genders were implemented, and Bonferroni-adjusted independent 2-tailed \(t\) tests were conducted to compare metrically scaled variables. Mann-Whitney \(U\) tests were conducted to compare results between genders on nonnormally-distributed variables. Friedman tests and Dunn-Bonferroni post hoc tests were implemented to compare app engagement between genders over the 12 weeks of intervention.

**Results**

**Participants**

We found no significant gender differences in age, BMI, marital status, and education level at baseline (Table 1).
Table 1. Sociodemographic factors (N=116).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall</th>
<th>Women (n=77)</th>
<th>Men (n=39)</th>
<th>Women vs men</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2-tailed t test (df)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.28 (11.66)</td>
<td>46.40 (12.22)</td>
<td>49.00 (10.38)</td>
<td>1.14 (114)</td>
</tr>
<tr>
<td>BMI (kg/m(^2)), mean (SD)</td>
<td>33.58 (3.79)</td>
<td>33.75 (3.69)</td>
<td>33.23 (4.02)</td>
<td>0.70 (114)</td>
</tr>
<tr>
<td>Marital status (yes), n (%)(c)</td>
<td>91 (78.4)</td>
<td>57 (74)</td>
<td>34 (87)</td>
<td>N/A</td>
</tr>
<tr>
<td>Education (university), n (%)(d)</td>
<td>36 (31)</td>
<td>25 (32)</td>
<td>11 (28)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^{a}\)Bonferroni-adjusted \( P \) values.
\(^{b}\)N/A: not applicable.
\(^{c}\)Number of participants in a relationship.
\(^{d}\)Number of participants with a university degree.

Tailoring

Three main modules were tailored to each of the 116 participants by computer-based tailoring according to their IPQ-R results (see the section Tailoring). Most participants (105/116, 90.5%) received the control module, followed by the emotion module (81/116, 69.8%), stress module (76/116, 65.5%), and self-efficacy module (55/116, 47.4%). One-quarter of the participants (30/116, 25.9%) received the consequence module. Figure 3 illustrates the module assignments for the participating men and women separately. Significantly more women obtained the emotion module than men \((\chi^2_{1}=4.1; P=.04; \phi=0.21)\). The genders did not differ in the assignment of the consequence \((\chi^2_{1}=0.4; P=.53)\), self-efficacy \((\chi^2_{1}=1.6; P=.23)\), stress \((\chi^2_{1}=0.2; P=.66)\), or control module \((\chi^2_{1}=0.02; P=.89)\).

![Figure 3. Assigned full-version modules (computer-based tailoring) in percentage (*P<.005).](image-url)

As described earlier, at the beginning of each module, the participants were instructed to choose between either a women-targeted or a men-targeted version (self-tailoring). In 50% (163/326) of the choices, the women-targeted versions were selected (women: 116/222, 52.3%; men: 47/104, 45.2%). In 35.9% (117/326) of the choices, the men-targeted versions were selected (women: 80/222, 36%; men: 37/104, 35.6%). In the remaining 14.1% (46/326) of the choices, no selection was made (Figure 4). When the participants did choose a version, they chose version A 58.2% (163/280) of the time (women: 116/196, 59.2%; men: 47/84, 56%).

---
Another customization feature of the intervention was the selection of an accompanying coach when starting the app for the first time. Most women (35/74, 47%) chose a friendly woman coach, 19% (14/74) chose a professional man coach, 18% (13/74) chose a friendly man coach, and 16% (12/74) chose a professional woman coach. Coach assessment in men was more balanced, with 34% (12/35) choosing a friendly woman coach, 23% (8/35) choosing a friendly man or professional woman coach, and 20% (7/35) choosing a professional man coach. No significant gender differences were found in coach assessment ($\chi^2=1.9; P=.60$).

**Engagement With the App**

Of the 116 participants in the intervention group, 109 actively participated in the app intervention phase. During the 12-week intervention period, the use frequency and use time were recorded.

We found significant gender difference in use frequency ($U=908.00; z=-2.51; P=.01; r=-0.24$) and use time ($U=736.00; z=-3.63; P<.001; r=-0.35$). The participating women used the app 97 (SD 88.03) times and for 625 (SD 427.94) minutes on average throughout the intervention, whereas the participating men used the app 56 (SD 45.62) times and for 347 (SD 285.68) minutes on average. In total, 82.6% (90/109) of the users were compliant with the app (women: 63/74, 85%; men: 27/35, 77%).

During the 12-week intervention phase, the use time ($\chi^2=126.03; P<.001$) and use frequency ($\chi^2=139.51; P<.001$) of the participating men (n=35) decreased (Figures 5 and 6). The use time, ($\chi^2=231.34; P<.001$) and use frequency ($\chi^2=309.16; P<.001$) of the participating women (n=74) also decreased. Dunn-Bonferroni post hoc tests revealed a significant decrease in use time within the first 3 weeks of intervention ($z=3.99; P<.001; r=0.46$). From week 3 to week 12, use time and frequency leveled off at approximately 6.56 (SD 7.21) actions per week and 41.99 (SD 34.03) minutes per week for the participating women and 3.53 actions per week (SD 3.36) and 21.75 minutes per week (SD 21.88) for the participating men. We found no gender differences in use time progress ($U=1075.00; z=-1.43; P=.15$) and use frequency progress ($U=1106.00; z=-1.23; P=.22$) during the 12-week intervention period.
**Evaluation of the App**

After completion, 41 participants evaluated the I-GENDO app. On average, the overall satisfaction with the app was high (mean 85.54, SD 19.36). In addition, the relevance of the content (mean 83.34, SD 20.03) and daily life usefulness (mean 78.95, SD 22.24) were evaluated as satisfactory. Of the main modules, the stress module (n=36) was rated best (mean 82.92, SD 14.05), followed by the emotion module (n=50; mean 81.66, SD 16.45), the control module (n=60; mean 80.47, SD 18.08), the self-efficacy module (n=29; mean 78.48, SD 17.66), and finally the consequence module (n=16; mean 67.75, SD 21.68).
In addition to the evaluation, the usability of the app was assessed using a standardized questionnaire (see the section Usability Rating of the App). The usability of the app was rated, on average, with 71% satisfaction (mean 5.00, SD 1.08 points; maximum: 7.00 points). No gender differences could be found between the usability ratings of men (mean 4.72, SD 1.07) and women (mean 5.13, SD 1.07; t_{90} = -1.76; P = .08).

Discussion

Overview

We aimed to introduce the I-GENDO app, a tailored gender-sensitive mHealth weight loss intervention, and present results from its process evaluation data. Therefore, data from the intervention arm of the I-GENDO project were analyzed. The sample included 116 (n=77, 66.4% women) individuals with overweight and obesity.

Principal Findings

We developed a module-based 12-week intervention combining computer-based and self-tailoring features. Most participants (105/116, 90.5%) received the control module, which focused on self-regulation skills of food craving. The stress module was assigned to 65.5% (76/116) of the participants, and the self-efficacy module to 47.4% (55/116). The consequence module was obtained by 25.9% (30/116) of the participants. Significantly more women (59/77, 77%) than men (22/39, 56%) received the emotion module. Another tool of the intervention was the implementation of gender-sensitive self-tailoring features. We developed women- and men-targeted versions of the main modules. At the beginning of each module, participants could choose between the 2 versions. Among the participants who chose a version, version A was chosen 58.2% (163/280) of the time (women: 116/196, 59.2%; men: 47/84, 56%), which means that among both genders, the women-targeted module versions were predominantly selected.

In total, 82.6% (90/109) of the participants (women: 63/74, 85%; men: 27/35, 77%) were compliant with the I-GENDO app during the intervention phase. Use time and frequency significantly decreased during the 12-week intervention phase for both genders. After the first 3 weeks of intervention, use time leveled off and remained stable at approximately 42 minutes per week for the participating women and 22 minutes per week for the participating men. Similarly, use frequencies were approximately stable as of week 3 for both genders. Compared with the women, the men used the app infrequently and spent less time with the app. Nevertheless, the average use times and frequencies in both genders were satisfactory even in the last weeks.

The overall satisfaction with the app was high, with almost 86% (86/100) approval. In addition, the daily life usefulness and relevance of the content were ranked satisfactory by 79% (79/100) and 83% (83/100) of participants, respectively. The highest-rated main module was the stress module (83/100, 83%), but even the satisfaction with the consequence module was acceptable (68/100, 68%). In general, the usability ratings indicated that the I-GENDO intervention was good, averaging 5.0 out of 7.0 points (71%).

Comparison With Prior Work

The heterogeneous computer-based administration of the main modules supports the tailoring feature. The control module was assigned to most participants. This is in line with the observation that decreased food-related inhibitory control is regularly associated with overweight and obesity [49,82,83]. Gender differences were found in the computer-based assignments of the emotion module, which significantly more women obtained. The module focused on dysfunctional emotion regulation and associations between negative emotions and (eating) behavior. EE refers to problems in the distinction between physiological appetite and eating as a strategy to cope with negative feelings [84]. EE is correlated with higher weight, severe depression symptoms, and the consumption of sweet energy-dense foods [85]. More women report negative emotions as causes for their overweight and engage more often in EE compared with men [50,85,86]. EE is associated with less intuitive eating by women, which could be a barrier to the implementation of healthy eating behaviors [87]. Studies indicate that more women undergo weight loss treatment, whereas participating men lose more absolute weight [29]. Focusing more on EE in treatment might contribute to a close in this gap. In addition, previous studies indicated that a relevant subgroup of individuals with overweight and obesity exhibit addiction-like eating behavior (ie, food addiction [FA]), characterized by an impaired food-related inhibitory control, EE, and food craving [88,89]. The prevalence of FA is higher in women than in men and is among other factors associated with higher BMI, dysfunctional eating behavior, and psychological distress [90,91]. Some studies reported lower adherence to and decreased effectiveness of WLPs in individuals experiencing FA, whereas others found no influence of FA on the success of WLPs [92-95]. As the control and emotion modules implement the treatment of dysfunctional EE behavior and exercises to improve food-related inhibitory control, participants experiencing FA might especially benefit from the intervention. Thus, the association between FA and the effectiveness of our intervention should be further investigated.

One-quarter of the participants received the consequence module, which focused on weight-related discrimination and the improvement of self-esteem and body image, as well as the social competences to deal with discrimination. The extent of this use might explain the prevalence of weight discrimination being higher in our sample than in the results of a representative German study reporting prevalence rates ranging from 5.6% to 18.7% in individuals with overweight and obesity (classes I and II) [96]. We hypothesized that individuals who have experienced discrimination might prefer seeking WLPs based on psychological rather than lifestyle features. Moreover, in our study, the consequence module was assigned to more men (12/39, 31%) than women (18/77, 23%), which appears to be in contrast to the results of the previously cited study that reported double the prevalence of weight-based discrimination in women [96]. The anonymity of a smartphone-based intervention combined with the opportunity to receive specialized psychological support targeted to individual needs could have been particularly appealing for men who had experienced weight-related discrimination and were affected by the consequences of their overweight. Nevertheless, the
module generally focused on weight-related emotional and physical consequences, which might be appealing to individuals with overweight and obesity regardless of whether they experienced discrimination.

Gender differences in health care services are an important consideration for the improvement of treatment outcomes [97]. Prior studies have indicated gender differences in eating behavior, as well as the psychological factors associated with weight gain and maintenance, highlighting the need for gender-targeted weight loss interventions [29,40]. As the effectiveness of gender dichotomous tailoring does not significantly differ from that of gender-neutral interventions [45], we implemented gender-sensitive self-tailoring features. The participants could choose between 2 gender-targeted versions at the beginning of the modules. The selection of the versions was heterogeneous, with most participants choosing women-targeted versions. This result supports the idea of gender-sensitive interventions to overcome gender binary [46]. However, its influence on the effectiveness of the intervention needs to be further investigated.

In complex digital interventions, the consideration of relevant process evaluation data (eg, usability testing and use patterns) is crucial before interpreting the effectiveness of the intervention [98]. The compliance with the app was satisfactory (90/109, 82.6%) and comparable with other studies. Signal et al [99] developed an eHealth intervention for prediabetes and diabetes self-management. They reported that 74% of the participants were actively engaged (ie, any use data were detected at any time throughout the 16-week intervention). Ruf et al [100] developed an mHealth intervention that assesses event-contingent dietary intake and physical activity, as well as relevant psychological parameters. Compliance, defined as the percentage of complete prompts within the total number of prompts received, was 80%. Another mHealth intervention focused on the management of food-related impulses to facilitate weight loss [101]. In that study, the completion rate (the number of participants who provided data at the 3-month follow-up) was 76%. These findings suggest that our compliance rate is comparable or even higher, although the differences in operational definitions cloud the interpretation.

Throughout the intervention, the use time and frequency decreased in both genders. Decreases in engagement were also reported in other studies; that is, in those with extended intervention periods [99,102]. Reductions in engagement and high dropouts are typical for internet-based interventions and are caused by a variety of reasons [103]. We hypothesized that the reduction in engagement observed in our study might be associated with the high number of competing commercial digital weight loss interventions, which might be less demanding, compared with psychological interventions. Moreover, the intervention phase of our study fell within the first and second lockdowns of the COVID-19 pandemic in Germany in 2020. During this period, the level of psychological distress increased, and vulnerable people engaged more often in dysfunctional eating patterns (ie, EE) [104]. In addition, many people were affected by short-term work or job losses and subsequent income losses [105]. It is likely that people neglected the intervention during this burdensome period.

The results from previous studies on the adherence to mHealth interventions are heterogeneous, with some reporting higher engagement in men [29,40,106] and others reporting higher engagement in women [99]. In our study, women used the app more frequently and spent more time on it. In the general German population, women report higher smartphone use time (mean 167 min/day) than men (mean 154 min/day), which might at least partially explain these differences [107]. Moreover, women are more interested in body appearance and health-related topics than men and use the internet more frequently for medical and health research [108-110]. Studies have also reported that women are more likely to use mHealth interventions focusing on nutrition and self-care apps, whereas men are more likely to use fitness apps [111-113]. Therefore, the lower engagement of the participating men in this study might be because the app focused on psychological rather than physiological determinants of overweight and obesity.

As reported in a recently published systematic review [114], other studies on mHealth interventions have either failed to report gender differences in the adherence to and usability of these interventions or reported results from biased samples with approximately 90% of women [115-117]. Given that higher engagement in mHealth interventions is usually associated with better outcomes [22,24,118], we propose that the samples in future studies should be more balanced with regard to gender and implement gender-sensitive feasibility and usability testing. Overall, the compliance with the app (90/109, 82.6%) and satisfaction with the app (86/100, 86%) were high and comparable with those of other mHealth interventions [99-101,119]. The usability of the app was rated with 71% (5.0/7.0 points) satisfaction. Other evidence-based mHealth weight loss interventions reported comparable or even lower usability scores, between 61.9% and 69.3% [100,119]. In addition, Ferrara et al [120] reviewed the usability of commercial weight loss apps, which can be downloaded from Google Play and the Apple Store. Scientists ranked the usability of these apps between 47% and 89%.

Limitations
In our study, men and women differed in the assignment of main modules, which focused on psychological parameters associated with the development and maintenance of overweight and obesity. Interestingly, most men and women selected the women-targeted versions of the main modules. Given that the participants were blind to the gender-targeted manipulation, we suggest that the selections were not influenced by social desirability. Future studies should distinguish between gender differences based on the results from explicit and implicit assessments to adjust for social norms. Moreover, the participants were forced to select one version at the beginning of each module and were not allowed to switch versions. A reasonable approach could be to allow participants to test both versions to enhance their adherence to the app. In addition, it should be verified whether the introductions of the versions sufficiently hint at different module content. It should be noted that only few participants (41/109, 37.6%) evaluated the app after completion. The evaluation was voluntary and was assessed at the end of the last session of the
The results from the process evaluation revealed that men and women differed in their app use. Women used the app more frequently and longer than men. Most of the scientists involved in the development process were women. Therefore, the women-targeted features of the app might have been more salient and thus confounded the selection by both genders. This methodological aspect might subsequently explain the higher use patterns of the participating women. Future studies or revisions of the app intervention should involve men scientists.

**Conclusions**

In summary, given the high diversity in module assignment, we hypothesize that tailoring was successfully implemented in the intervention. The heterogeneous selection of the gender-targeted features might underscore the need for gender-sensitive (self-tailoring and blind choice) instead of gender dichotomous (computer-based tailoring) targeting but could also hint at methodological limitations, which need to be considered and further investigated in future studies. Further studies need to clarify whether the reported gender differences in the use and evaluation of the app confound the effectiveness and sustainability of the I-GENDO intervention.
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Abstract

Background: Achieving health goals requires informed decision-making supported by transparent, reliable, and relevant health information. This helps decision makers, such as health managers, to better understand the functioning of their health system and improve their ability to respond quickly to health demands. To achieve this, the health system needs to be supported by a digitized decision-making information system. In Sub-Saharan African countries, inadequate digital infrastructure, including limited internet connectivity and insufficient access to appropriate computer software, makes it difficult to collect, process, and analyze data for health statistics. The processing of data is done manually in this case; however, this situation affects the quality of the health statistics produced and compromises the quality of health intervention choices in these countries.

Objective: This study aimed to describe the conceptual approach of a data production and dissemination platform model proposed and implemented in Gabon. More precisely, it aimed to present the approach applied for the multidimensional analysis of the data production and dissemination process in the existing information system and present the results of an evaluation of the proposed model implemented in a real context.

Methods: The research was carried out in 3 phases. First, a platform was designed and developed based on the examination of the various data production and indicator generation procedures. Then, the platform was implemented in chosen health facilities in Gabon. Finally, a platform evaluation was carried out with actual end users.

Results: A total of 14 users with 12 years of average experience in health data management were interviewed. The results show that the use of the proposed model significantly improved the completeness, timeliness, and accuracy of data compared with the traditional system (93% vs 12%, P<.001; 96% vs 18%, P<.001; and 100% vs 18%, P<.001; respectively).

Conclusions: The proposed model contributes significantly to the improvement of health data quality in Gabon.
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Introduction

Background

In the 21st century, a reliable health information system (HIS) must rely on a digitalized decision-making information system (DMIS), which is “a bundle of subject-oriented, integrated, time-evolving, and nonvolatile data designed to aid managers in their decision-making” [1]. The performance of such a DMIS depends on its ability to manage data from heterogeneous sources, and it uses a data warehousing approach to help the HIS perform well. Thus, it is important to consider transactional information systems in the development of a DMIS (Figure 1).

In any organization, the quality of the choice of interventions to be undertaken is linked to the visibility that decision makers have of the performance of their organizations. For any health system, the decision-making level needs to rely on a DMIS, which, by means of an extraction, transformation, and loading (ETL) approach, can process data from the transactional systems [2]. This then allows the understanding that the performance of a DMIS in terms of producing quality data depends on its best interaction with transactional systems.

Figure 1. Simplified workflow of a data-enabled decision-making process. ETL: extraction, transformation, and loading.

Challenges

Owing to restricted digital infrastructures, including limited internet connectivity or insufficient access to proper computer software, it is difficult for many health systems to obtain high-quality data. According to the Global Health Observatory, 81 nations (42%) gather data of extremely low quality. This data quality issue is a significant hindrance to the management of health services, the creation of health statistics, and even the monitoring of health. In Sub-Saharan African (SSA) countries, the problem is even more significant and undermines the quality of choices for health interventions [3]. In these countries, the organization of HIS seems to have some shortcomings, which could explain the data quality issue [4].

HIS Implementation in SSA Countries

The implementation of HISs in SSA has been largely supported by the recent version of District Health Information Software 2 (DHIS2; Health Information Systems Programme) [5]. The latter was developed under the leadership of the University of Oslo in Norway [6,7]. The management of health data through the DHIS2 platform is now effective in many SSA countries [8]. However, despite this, the performance of information systems remains problematic in many SSA countries, including in Gabon. Indeed, in most health facilities, aggregated data are collected manually by data managers [9], who are in charge of integrating these aggregated data into the DHIS2 platform, contextualized according to the country and health system. Nevertheless, this approach to manual upstream data processing often results in a large number of human errors, including incomplete data. Therefore, the manual data collection techniques are onerous and time-consuming and increase the workload of data managers who must collect data from the many health programs that generate field data [10]. Although DHIS2 is widely implemented in several SSA health systems, this platform does not appear to account for data production at the fundamental level, that is, at the health facilities where patients are seen by a health care provider (apart from the recent e-Tracker service in the context of the COVID-19 pandemic). However, because of the huge volume of data produced, their exploitation would be facilitated by the use of data ETL technologies to permit multidimensional analysis at the smallest feasible resolution if they were digitized. The poor use of digitalized hospital information systems is not only a source of demotivation for data managers but also a significant barrier to the development of trustworthy indicators for directing decision-making in health services. To rectify this predicament, some health system officers have decided to use the e-Tracker DHIS2 technology to digitize all data management tasks [7]. However, despite such initiatives to help improve the quality of data for decision support, the difficulties in getting integrated information systems that take into account individual data are still present. In most resource-limited countries, specifically in SSA, the implementation of decision support tools is largely supported by the DHIS2 system and its data warehouse (DW) platform. Unfortunately, this platform is not focused on data processing at the operational level, particularly at the level of primary data sources (consisting of transactional systems and where data are produced). However, the DHIS2 platform facilitates the collection of aggregated data at the level of the health department, health region, and central programs that are vertically oriented (HIV, tuberculosis, malaria, etc). The
operational level such as hospitals, clinics, and health centers, which beyond the operational (medical care), which ensures the day-to-day management of the organization, is rarely (or even not) taken into account. The process of data processing, also known as ETL of data into the DW, is done manually in most cases [11].

Similar to many other SSA countries, Gabon has a data quality issue [12]. To make the issue even more complex, Gabon has a fragmented information system without any formal coordination. In a context in which a health system generates voluminous, very diverse, and heterogeneous data, the information system should be based on well-structured transactional information systems and be continually fed. In Gabon, unfortunately, upstream of the HIS, data processing at the operating system level is carried out manually. As a result, the data quality is poor [4]. Overall, the quality of the data produced may be affected by the lack of data completeness (i.e., the data produced are incomplete), data accuracy (i.e., data recorded are different from those actually produced), and data timeliness (i.e., data are made available to decision makers after a long delay).

According to the above observations, the following question arises: what information system should be adopted to improve the performance of the system and provide quality data? In order to answer this question, a pilot study was undertaken in Gabon. The main purpose was to implement a platform integrating both health-related operational and decision-making data.

Objectives
The main objective of this study was to describe the design of the conceptual approach of the platform and its implementation in Gabon. It enabled the multidimensional analysis of health information for management support to analyze the data production and dissemination processes in the existing information system and evaluate the multidimensional model and framework implemented in a real context setting.

Gabon and Its Health System Context
Located in Central Africa, Gabon is a country with a surface area of 267,667 km² and an estimated population of 1,811,079 as of 2021. It is bordered by Equatorial Guinea, Cameroon, Congo Brazzaville, and the Atlantic Ocean, which extends for about 800 km along its coast (Figure 2) [13].

The health system in Gabon comprises 3 types of stakeholders: public, private, and para-public. The entire system is structured as a pyramidal organization, with health districts at the bottom, regions in the middle, and the national level at the top, which coordinates and centralizes all health care activities and data in the country (Figure 3).

When the digital infrastructure is adequate, health care institutions are typically digitalized with a reliable internet connection, computers, software, and health care management software. Moreover, all patient care operations, including data-generating activities, are frequently combined in a digitized patient file. This is the primary data source used by ETL systems to automatically populate clinical DWs. However, in Gabon, this is not always the case. Thus, health facilities are compelled to collect data using paper records, which makes it challenging to use these data for decision-making [12].
Currently, the processes used in Gabon do not permit decision makers to differentiate between aggregated data collected from the district and individual health information data collected from each health facility inside the district. As an illustration, in 2019, the Komo-Mondah Health District, which consists of 162 health facilities, reported malaria as the leading cause of medical visits in the district. It accounted for 49% of all recorded health consultations (2966 cases out of 6054 medical consultations). However, investigators (statisticians) were unable to determine the distribution of malaria cases by health facility within the health district. This lack of detail does not promote targeted and relevant health management decision-making.

Therefore, it was necessary to brainstorm and create a system or model that would be suited for the automatic gathering and storage of health data and could link these data with their production sources. A system that could function effectively even in the absence of a dependable internet connection or limited access to computers. Such a system could enable the end user to enter data into the system using a smartphone connected to the national mobile network. This option is widely available in Gabon, as more than 80% of the mobile phone users have access to a smartphone with a reliable internet connection that enables the transfer of data in almost real time, thus eliminating the need to record health data on paper-based forms and allowing health professionals to instantly access the tool using previously assigned credentials.

The purpose was to minimize manual and delayed data processing, both of which are potential sources of errors that could influence data quality. The model suggested in this study includes built-in variables that provide the entry of health data contextualized by health facility and by health service, thereby enabling data processing employees and investigators to analyze digitized data with relevant details.

The Gabonese health system is organized into 10 health regions and 51 health districts. It comprises 1043 health facilities, the main ones being 3 university hospital centers, 9 regional hospital centers, 51 medical centers, and 2 large hospitals with a capacity comparable with that of a university hospital center [14].

**Methods**

**Overview**

The implementation of any HIS requires the consideration of all the processes that contribute to the production of data and the dissemination of information. This makes it possible to highlight the sequence of activities enabling the transformation of data into information, information into knowledge, and knowledge into action [14]. Thus, to define the different relationships between the data structures, in this study, data were first collected from semidirective interviews with the different health actors involved in these different processes. Following data collection, a model of DMIS based on 2 modeling methods was proposed. First, the process method aims to break down activities step by step to study their functioning and their interactions to improve the organization of the overall system. For this study, we used Bizagi, a tool for designing architecture models in information systems development [15]. This tool allowed the research team to describe and represent the different data collection processes in the Gabonese HIS. Second, the method of study and computer implementation for business systems is a popular method in French-speaking countries, whereby an information system is designed independently of the technical choices for its implementation [16]. This allowed us to design the conceptual data model while identifying the different actors and how they interacted with each other at different levels of the system.

**Analysis of the Different Interactions in the Data Production Process and Modeling of the DMIS**

Owing to the fact that operational systems such as HIS feed DMIS with data, it was vital for the purposes of this study to
analyze the numerous activities that occur within the health care facilities, where the primary data are produced. This allows for a realistic depiction of the many interactions among the actors involved in data production. This description emphasizes the sequence of medical care activities that generate diverse sorts of data. The operational level, which represents the numerous information sources, was now digitalized, and the data integration requirements were easily met by designing an ETL procedure. The latter ensures that the data are processed and loaded into a specific DW [17]. In cases where data production processes were not digitalized at the initial production level, it was determined that for the purposes of this pilot study specifically, which was focused on enabling decision support, epidemiological surveillance, and monitoring and evaluation of the performance of the health system (as opposed to medical follow-up or care), the framework should address all processes from data production to information dissemination.

**Data Production Process**

The production of data that were fed into the DMIS was based on a set of activities that were associated with medical diagnoses performed in a given medical service (operational system). During the medical visit phase, the patient was identified as the central participant around whom the medical staff performed all activities associated with the medical consultation, which produced a set of data. These data consisted mainly, but not exclusively, of 3 types of records:

- **Sociodemographic data**, which were information related to age, gender, nationality, place of residence, and date of consultation of the patient. In addition, the records indicated the name and role of the health provider.
- **Economic data**, which were information associated with the health insurance status, occupation, and copayment rate of the patient. With regard to health insurance, it was systematically indicated whether the patient received health coverage from the government.
- **Clinical data**, which included vital signs, medical diagnoses, drugs prescribed, and types of laboratory tests prescribed.

Traditionally, when the system is not digitalized, all raw data are recorded on paper-based forms. Data processing at all levels becomes problematic. Indeed, at all decision-making levels, data are processed and aggregated manually (Figure 4). In this case, their semantic structuring, at least to give them a semantic coherence, might be done in a very subjective way. Manual matching is sometimes carried out subjectively by data managers or statisticians who proceed to perform the semantic matching of local medical concepts with other standard concepts of terminological reference systems such as the International Classification of Diseases (ICD)-10 for diagnoses and the Anatomical Therapeutic Chemical for drugs. The construction of the database model, on which the DMIS to be set up will be based, has, therefore, taken all these elements (as described in Figure 4) into account.

**Figure 4.** Production process of the source and group requirements graph. ATC: Anatomical Therapeutic Chemical; ICD: International Classification of Diseases; ICPC: International Classification of Primary Care.

**Conceptual Modeling of the DMIS**

The design of the DMIS considered two aspects: (1) the data production processes (bottom-up approach) and (2) the needs of the users (top-down approach). This led to the identification of 5 decision-making levels for the construction of the DMIS (Table 1).

Conceptually, this model is based on a relational database model (Figure 5). The objective is to propose a DMIS that integrates all the different data for the relational online analytical processing (ROLAP) solution to be performed to allow a multidimensional analysis of the data.

A digital interface was integrated into this relational database model, into which data managers enter data from the various hospital registers. This interface is simply a digital replica of the different hospital registers, using the same items, except for the data on patient identity. The data entered are detailed at the finest possible level of granularity and stored in the various relational tables of the tool. Then, a Structured Query Language (SQL) query was integrated to execute and generate a data table
(a fact table) from which all multidimensional analyses can be performed.

The model summarized in Figure 5 integrates all the processes contributing to the performance of an HIS, from data collection to the dissemination of useful information for decision support. In this conceptual data model, each decision-making level was organized as a relational table. The tables were then linked together by logical relationships. These relationships made it possible to identify all the existing correlations among the data stored in different tables. This later facilitated their extraction and loading into a table generated using SQL queries.

The structuring of data before they are loaded into the DW has always been one of the major obstacles to the successful implementation of DMIS [18-21]. In organizations where the operational level is digitalized, this constraint is often solved by using an ETL tool that extracts and transforms the data before they are loaded into the DW. This allows a significant gain in data production time, with efficiency and precision in terms of data quality.

This study was set up in a context where most operational systems (care structures) did not have patient records digitalized, with terminological standards such as ICD-10 integrated to structure medical data and facilitate their automatic processing [22].

Often, to semantically standardize vocabulary terms, data managers or statisticians had no choice but to manually execute their correspondence with standardized terms of ICD-10, which not only made the task of collecting, processing, and disseminating data very laborious but also affected the quality of data in terms of completeness and delayed the production of statistics.

Table 1. Levels of data production and use of the produced data for decision-making.

<table>
<thead>
<tr>
<th>Levels</th>
<th>Types of links between the different levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country</td>
<td>Composed of one or more health regions, but a health region belongs to only one country</td>
</tr>
<tr>
<td>Regional health level</td>
<td>Composed of one or more health districts, but a health district belongs to only one health region</td>
</tr>
<tr>
<td>District health level</td>
<td>Composed of one or more health facilities, but a health facility belongs to only one health district</td>
</tr>
<tr>
<td>Health care facility</td>
<td>Composed of one or more health care services, but a health care service belongs to only one health care facility</td>
</tr>
<tr>
<td>Health care service</td>
<td>Produces data during one or several medical consultations per day, but a medical consultation can occur at only one medical service</td>
</tr>
</tbody>
</table>

Types of data production and use of the produced data for decision-making

- Forth level of data aggregation. The country aggregates data from all health regions for national decision-making.
- Third level of data aggregation. The health region aggregates data from all health districts for regional decision-making.
- Second level of data aggregation. The health district aggregates data from all health care facilities for decision-making at the health district level.
- First level of data aggregation. The facility aggregates data from all health care services for decision-making at the facility level.

The health care service is the primary producer of data, as it provides various medical services including but not limited to drug prescriptions, medical examinations, and medical diagnoses on behalf of the medical facility to which it belongs. Therefore, the service is the producer of all health information in the health system.
To address this issue, an algorithm was defined to help the semantic matching of data and was integrated into a tool that enables the structuring of data and facilitates their automatic processing.

The proposed tool provides a graphical user interface, allowing the user to map an unstructured term with a structured term of ICD-10 from other platforms of assistance to coding or semantic annotation based on medical ontologies. This was done to match medical terms with each other and strengthen their understanding by gaining access to more detailed knowledge elements, such as definitions and synonyms [17]. A match score between 0 and 1 was automatically generated to evaluate the quality of a given match. This score was calculated from the total number of matches established between a given local term and a given standard term. The closer its value was to 1, the better the match.

The ROLAP approach was used for the multidimensional representation of data. The ROLAP, using an SQL query–generated table containing the results (primary keys and structured data of the different tables) (Figure 6), allowed all analyses to be performed from several decision angles. Figure 6 describes the architecture of the platform implemented in Gabon as well as the SQL query that allows the raw data to be stored at the finest possible level of granularity in a materialized view, which is assimilated to a fact table and integrates the data contained in the various tables of the database deployed in the platform. This materialized view avoids manual processing (ETL) of data before integration into the DW. It uses the primary keys of all other tables as foreign keys to retrieve data from all the relational tables (Figure 7). Thus, a simple multidimensional star model containing the following dimensions was designed as shown in Figure 7.

Figure 6. Architecture of the proposed platform model and SQL query generating the fact table. SQL: Structured Query Language.

Figure 7. Example of a star diagram of the model centered on a join query.

Geographical location dimensions were as follows:

- Regional health level (regional health name)
- Health district level (health district name and regional health name)
- Health care facility (health care facility name, administrative category, and district health name)
• Health care service (health care service name and health care facility name)

Medico-administrative dimensions were as follows:

• Consultation (Num examination, examination date, patient sex, patient age, patient nationality, Consultation Residence, and Service ID)

• Diagnosis (CodeICD10 or ICPC2, local concept [diagnosis], standard concept [diagnosis], and Num examination)

• Drug (Anatomical Therapeutic Chemical code, local concept, standard concept, and Num examination)

• Laboratory (CodeLOINC, local concept, standard concept, and Num examination)

The table of facts contained the following:

• Retrieval table (Regional health name, health district name, health care facility name, health care service name, Num examination, CodeICD10 or ICPC2, CodeATC, CodeLOINC, Examination date, patient sex, patient age, patient nationality, patient habitation, local concept [diagnosis] standard concept [diagnosis], local concept [medicine], standard concept [medicine], local concept [biology], standard concept [biology], etc)

Table 2. Accessibility level of functionalities according to profiles.

<table>
<thead>
<tr>
<th>Functionality profiles</th>
<th>Create a record</th>
<th>Record clinical data</th>
<th>Match local concepts to standard concepts in terminology repositories</th>
<th>Update data entered (delete, modify, or add)</th>
<th>Analyze and perform multidimensional cross-checking of data</th>
<th>Visualize data</th>
<th>Exporting service data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care service profile</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Health care facility profile</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>District health profile</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Regional health profile</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Country profile</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Implementation of the DMIS Pilot

For the implementation and testing of the Routine Info platform, 2 health regions of Gabon were chosen. For 2 months, the platform was routinely used simultaneously in a health center, the regional hospital, and a university hospital to respond to the 3 levels of the health pyramid (department, region, and country).

The data managers of these facilities were asked to fill in the platform with the raw data available in the medical visit registers. The data filled in included clinical, demographic, and socioeconomic data. The objective was to compare the quality of the data reported using the Routine Info platform with that of the data produced by the traditional system used within the HIS in Gabon. During the 2 months of use, actual data from various medical consultations were integrated in near real time. For reporting purposes, Tableau 2020.1 software was connected to this database for data analysis and visualization.

The implementation of the platform in these 2 regions made it possible to obtain data associated with medical consultations recorded from January 20, 2018, to July 12, 2018. The results gathered made it possible to carry out multivariate analyses at all levels of the health pyramid. These results have been shown to support the decisions of decision makers at all levels.

Scalability and Evaluation of the Pilot

To scale up the model, a pilot implementation phase was carried out over a period of 2 months in health facilities in 2 of the 10 health regions of Gabon. These 2 health regions serve 49% (8,87,428/1,811,079) of the general population, employ 34% (2125/6250) of health professionals, and have 31.95% (333/1042) of the health facilities in Gabon [13].

At the end of this pilot phase, the Routine Info tool was evaluated through a survey interview of all the users who participated in the pilot phase.

This evaluation was based on 3 determinants contributing to the achievement of data quality, namely the ability to have fully recorded data, the ability to facilitate the verification of data accuracy, and the ability to have all data available in a timely manner.

The evaluation method used was a comparative one, whereby the surveyed users filled in 2 different questionnaires with identical questions to evaluate and compare Routine Info with
the traditional system. The questionnaires consisted of the following questions:

- Does the proposed system have a database that stores all data recorded in the facility daily?
- Does the proposed system allow for automatic data recording?
- Does the system allow for real-time data entry of all the data contained in the register?
- Does the system allow for the timely production of statistics?
- In how many days, on average, can the user have the statistics with the proposed system?
- With the proposed system, did the user produce the report for the previous month in a timely manner, meaning by the 5th of the current month?
- Is it possible to disaggregate the data by health facility and by service in the system?
- With the proposed system, is it possible to disaggregate the data and check its conformity with the data contained in the register of a given service?
- Is it possible to check the accuracy of the data with the proposed system?
- What percentage of completeness does the user think is achievable with the system?
- Is it possible to automatically aggregate the data of a given health service with the help of the system?
- How do you rate the process of processing National Health Information (NHI) data with the proposed system?

The collected data made it possible to carry out a qualitative analysis with the calculation of the frequencies and scores associated with these assessment criteria. Using the McNemar test, the aggregate data scores obtained for the 2 systems were compared.

**Ethics Approval**

After approval was obtained from the ethics board of each hospital, all the persons participating in the evaluation were fully informed about the evaluation being conducted, and they explicitly agreed through a consent form. Further, they participated in the evaluation free from any coercion and were informed about their rights to be free to withdraw their participation at any time without negatively impacting their involvement in their respective hospital activities.

We provided an anonymous web-based form to be filled out for the evaluation and for further analysis. No personal or identification information was collected during this study. The participants gave their free and informed consent to the publication of the results of this study.

**Results**

**Feedback on the Implementation of the Pilot and Evaluation**

To test and evaluate the proposed system, a set of health professionals were first randomly selected from the participating health facilities in the 2 health regions of Gabon. Then, these professionals participated in various test sessions. Finally, we interviewed them to collect their opinions. In total, 14 health professionals (3 women and 11 men) were interviewed and participated in the various testing and evaluation sessions of the prototype. Overall, they had a mean age of 43 (SD 7) years and 12 (SD 1) years of experience in HIS data management. Specifically, there was no statistically significant difference between women and men in terms of age ($P > .05$) or experience in the NHI system ($P > .05$).

The 14 health professionals interviewed were distributed as follows: statistics specialist, 36% (5/14); data managers, 29% (4/14); activity coordinator, 14% (2/14); physician: 7% (1/14); epidemiologist: 7% (1/14); and computer scientist, 7% (1/14).

**Capabilities of the Tools to Produce Quality Data**

Figure 8 shows a short description of the results derived from the analysis of the questionnaires about the capacity of the tools to produce quality data.
The ability to obtain all health data in a timely manner resulted in an overall response score of 96% (27/28) for all data quality criteria for the Routine Info tool compared with an overall response score of 18% (5/28) for all data quality criteria for the traditional system.

Overall, 2 criteria were used to assess the ability of the system to provide all data in a timely manner. These 2 criteria were the ability to produce monthly reports on time and the ability to generate statistics or indicators on time. These 2 criteria had scores of 93% (13/14) and 100% (14/14), respectively, for the Routine Info tool compared with 7% (1/14) and 28% (4/14), respectively, for the traditional system that met these criteria.

With regard to the ability to facilitate the verification of data accuracy, the Routine Info tool had an overall response score of 100% (28/28) for all data quality criteria compared with a score of 18% (5/28) for the traditional system.

The 2 criteria that were used to assess this dimension were the ability to compare the tool’s data with the registry data and the ability to have the registered data detailed at the finest possible level of granularity. These 2 criteria had scores of 100% (14/14) each for the Routine Info tool and 28% (4/14) and 7% (1/14), respectively, for the traditional system.

Regarding the ability to have fully recorded data, the results showed that the Routine Info tool had an overall response score of 93% (39/42) for all data quality criteria, compared with a score of 12% (5/42) for the traditional system.

A total of 3 criteria were used to assess this dimension. Measured individually, these criteria had scores of 100% (14/14), 86% (12/14), and 93% (13/14), respectively, for the Routine Info tool, compared with the scores of 14% (2/14), 7% (1/14), and 14% (2/14), respectively, for the traditional system.

The results presented in Table 3 show that according to the users surveyed, the quality of the data (completeness, accuracy, and timeliness) produced by the 2 systems was statistically different ($P<.001$). Routine Info had a higher capacity to produce quality data than the traditional system.

The respondents felt that the use of Routine Info allowed them to have access to data in a shorter period, which allowed them to make decisions quickly. They estimated that with Routine Info, it is possible to obtain data within an average of 1 day, whereas it takes an average of 21 days to obtain data with the traditional system. This feedback shows that the respondents agree that Routine Info significantly ($P<.001$) improves the time taken to provide data compared with the traditional system.

Following the test phase, 86% (12/14) of the respondents declared that Routine Info allows them to reach a completeness of more than 80%, contrary to the traditional system, where only 7% (1/14) of the respondents declared its capacity to allow the same completeness (Table 4).

Overall, the users were satisfied with Routine Info, as shown in Figure 9. Indeed, when asked, “How do you rate the NHI data processing process with the proposed system?” 43% (6/14) and 57% (8/14) of the users thought that the process was good and very good, respectively, with Routine Info. However, with the former traditional system, only 21% (3/14) of the users thought that the process was good, and 72% (10/14) declared it to be less good.

### Table 3. Comparison between the capacities of the tools to produce quality data.

<table>
<thead>
<tr>
<th>Score criteria</th>
<th>Routine info</th>
<th>Traditional system</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score in relation to the ability to have completely recorded data</td>
<td>93</td>
<td>12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Data readiness score</td>
<td>96</td>
<td>18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Score in relation to the verification of the accuracy of the data</td>
<td>100</td>
<td>18</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimated completeness achievable by the tool (%)</th>
<th>Traditional system, n (%)</th>
<th>Routine info, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;30</td>
<td>1 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>30-50</td>
<td>11 (78)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>50-80</td>
<td>1 (7)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>≥80</td>
<td>1 (7)</td>
<td>12 (86)</td>
</tr>
</tbody>
</table>

Table 4. Comparison of the completeness of the data estimated for each tool by the 14 users surveyed.
Discussion

Overview

The work reported in this paper illustrates a model and framework for improving the adequacy of information systems in low- and middle-income countries with limited digital infrastructure. A particular focus is placed on Gabon, where a pilot has been implemented and tested. The model proposed here constitutes the first initiative of this scale in the country. The inadequacy of the currently existing tools is often characterized by a low level of digitalization of the main data sources (operational systems). This leads to manual processing of health data. As a result, the quality is seriously affected to such a degree that the data are often incomplete, inconsistent, subject to long delays, and very often inaccurate. After testing and evaluating the proposed system in 2 regions representative of the 10 health regions in Gabon, feedback from the surveyed users showed that the proposed approach contributes to improving data quality and helps address the problems around data collection, data storage, and multidimensional data processing, processes which are often found to be not available in the health systems in developing countries [11]. Although various initiatives were conducted with international donors to improve the HISs and, in turn, the quality of data in these countries, these initiatives unfortunately lack sustainability after the donors withdrew. Indeed, the presence of a multitude of nonharmonized tools complicates the data collection process for local data managers. Thus, they have to collect all the data sent to them or available to them by manually filling in all the tools provided to them.

Value of the Model Compared With Existing Models

The design and implementation of a system based on a relational database approach, which integrates all data production processes, is a real challenge, as it pertains to facilitating the collection and structuring of data available on paper registers. It helps to structure different data and make semantically coherent data recorded in the different tables of the system. Furthermore, it helps to meet another major challenge of improving data quality. This systematically excludes manual and subjective manipulation despite the absence of digitalized operational systems, as is the case in the context of an assertive digital transformation. Indeed, in a context of sufficient digital maturity, many platforms such as i2b2 [20] and Ehop [17] have simply used ETL tools to extract and transform data to the platform model before loading [16].

As an ETL tool cannot be used because the data are not digitized at the source level, the problem of centralizing the data is therefore taken into account by an SQL query that carries out the selection of the relevant health information in the various tables and makes them persistent in an extraction table. The latter is a materialized view of the data on which several analyses can be carried out later on. As the common model of the Observational Medical Outcomes Partnership platform represents the common structure of the data in the Observational Medical Outcomes Partnership on which all possible processing of the data is performed, the materialized view (considered as a retrieval table) resulting from the SQL query of Routine Info is, therefore, the main table on which all processing around the data will be done. However, the platform has the distinct advantage of integrating a natural language processing program to automatically structure the free-text data of electronic patient records [18].

Benefit in Data Storage and Processing From the Proposed Model

It is in fact from the retrieval materialized view of the data that all the relevant data for decision support are centralized, thus allowing users to dynamically generate various statistics. This model, which records the data from the department in which it is produced, now excludes manual processing to fill in the multiple tools that make the work of data managers repetitive and laborious. Furthermore, the verification of the accuracy of the data by comparing the observations of the reports and registers is therefore taken into account upstream. This makes it easier to assess the quality of data, for example, with the Performance of Routine Information System Management approach [3].

The implemented system makes it possible to disaggregate data from the country level down to the service level and assess whether the data contained therein really reflect those present in the production sources (eg, consultation registers). In a context of insufficient digital infrastructure at the level of the operating systems with, for example, nondigitized HISs, as can be observed in several information systems [18], this model responds well to the question of automatic extraction and integration of data by avoiding manual processing (and preprocessing) of data. Indeed, because of the nonexistence of
digitized transactional databases, an initial processing consisting of counting the data by type of diagnosis and type of drug prescription is often carried out by staff members before filling in the aggregated totals in DWs. This approach, which our present framework avoids, did not allow for the most detailed analyses. This is because the data aggregated manually and entered into the DW are not related to their primary sources, which makes it very difficult to check the accuracy or completeness of the data, for example.

Therefore, this proposed model and framework has the advantage of acting as a transactional database for data integration into other platforms. This is specifically the case of HISs in many developing countries that use the DHIS2 platform [10]. Indeed, the DHIS2 platform is often populated at the district level from preprocessed, manually aggregated data, whereas for more detailed and better quality data [4], it is necessary to integrate the health structure level and, when existing, the health service level, which are both already taken into account in our model. In terms of the fragmentation of information systems, which multiplies the collecting tools for health structures, this study provides a solution in that a data manager will only have to query the database to fill in the various collecting tools.
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Abstract

Background: There are around 1.3 million people in the United Kingdom with the devastating psychological, physical, and cognitive consequences of long COVID (LC). UK guidelines recommend that LC symptoms be managed pragmatically with holistic support for patients’ biopsychosocial needs, including psychological, emotional, and physical health. Self-management strategies, such as pacing, prioritization, and goal setting, are vital for the self-management of many LC symptoms.

Objective: This paper describes the codevelopment and initial testing of a digital intervention combining peer support with positive psychology approaches for self-managing the physical, emotional, psychological, and cognitive challenges associated with LC. The objectives of this study were to (1) codesign an intervention with and for people with LC; (2) test the intervention and study methods; (3) measure changes in participant well-being, self-efficacy, fatigue, and loneliness; and (4) understand the types of self-management goals and strategies used by people with LC.

Methods: The study used a pre-post, mixed methods, pragmatic, uncontrolled design. Digital intervention content was codeveloped with a lived-experience group to meet the needs uncovered during the intervention development and logic mapping phase. The resulting 8-week digital intervention, Hope Programme for Long COVID, was attended by 47 participants, who completed pre- and postprogram measures of well-being, self-efficacy, fatigue, and loneliness. Goal-setting data were extracted from the digital platform at the end of the intervention.

Results: The recruitment rate (n=47, 83.9%) and follow-up rate (n=28, 59.6%) were encouraging. Positive mental well-being (mean difference 6.5, \(P<.001\)) and self-efficacy (mean difference 1.1, \(P=.009\)) improved from baseline to postcourse. All goals set by participants mapped onto the 5 goal-oriented domains in the taxonomy of everyday self-management strategies (TEDSS). The most frequent type of goal was related to activity strategies, followed by health behavior and internal strategies.

Conclusions: The bespoke self-management intervention, Hope Programme for Long COVID, was well attended, and follow-up was encouraging. The sample characteristics largely mirrored those of the wider UK population with LC. Although not powered
to detect statistically significant changes, the preliminary data show improvements in self-efficacy and positive mental well-being. Our next trial (ISRCTN: 11868601) will use a nonrandomized waitlist control design to further examine intervention efficacy.
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**Introduction**

“Long COVID” (LC) is the term commonly used when symptoms continue or develop after acute COVID-19. It includes ongoing symptomatic COVID-19 (4 to 12 weeks) and post–COVID-19 syndrome (12 weeks or more), where symptoms cannot be explained by an alternative diagnosis [1]. There are around 1.3 million people (2% of the population) with LC in the United Kingdom [1]. Of those, 40% report symptoms lasting at least 1 year and 64% report symptoms that adversely affect their daily activities [1]. The most common symptoms are fatigue (51%), loss of smell (37%), breathlessness (36%), and difficulty concentrating (28%)—also known as “brain fog” [1]. Mental well-being can also be impacted through the distress of living with a long-term health condition [2].

Symptoms vary within and between individuals and in severity. Patients often feel dismissed by medical professionals and seek validation elsewhere, such as peer support groups [3,4]. People with LC can also experience social stigma and invalidation in the wider community, further adding to the burden of coping [5-7]. LC has devastating psychological, physical, and cognitive consequences that disrupt lives and livelihoods. There are currently 90 specialist post–COVID-19 clinics across the United Kingdom, but there is wide local variation in referral rates, waiting times, and access across demographic groups [8]. Many services were suspended due to staff shortages following the rise in cases of the Omicron variant [9].

Since the first wave of the pandemic, people with LC have sought virtual peer support for managing their symptoms, driven by the lack of formal support in the early days of the pandemic [4]. In response to the pandemic generally, there has been a rapid and essential growth in the provision of digital health care for long-term conditions to allow remote care [10,11], and patients are more motivated, accepting, and familiar with digital technologies for health care and social connection [12]. The main digital resource for people with LC in the United Kingdom is “Your COVID Recovery” [13], a comprehensive National Health Service (NHS) website providing general symptom management advice and limited professional support. However, this broad resource lacks the social connection that patients desire [4], and evaluations of patient experiences of the intervention have yet to be published.

UK COVID-19 guidelines recommend that LC symptoms be managed pragmatically with holistic support for patients’ biopsychosocial needs, including psychological, emotional, and physical health [14]. Activities should be paced and only performed if they do not worsen symptoms, such as breathlessness or fatigue [15,16]. Self-management strategies, such as pacing, prioritization, and goal setting, are vital for the self-management of many LC symptoms, such as fatigue [15]. However, there is still no NHS-endorsed, evidence-based, peer-supported self-management program for the multifaceted issues faced by people with LC.

NHS England recommends that patients with LC symptoms be treated in accordance with the national post–COVID-19 syndrome pathway, which encourages self-care through engaging patients in techniques such as specific, measurable, achievable, relevant, and timely (SMART) goal setting and peer support [17]. Goal setting is a core component of self-management of long-term conditions and can support patients to change behaviors. Setting goals empowers patients to maintain or improve management of their own physical, psychological, and social health. SMART goal setting helps to break down a desired achievement (ie, goal) into manageable chunks (ie, action plan), and SMARTER goal setting incorporates “enjoyable” and “reward” elements [18]. However, peer support and goal setting have not yet been evaluated in LC self-management programs. Improvement is nonlinear, and recovery to pre–COVID-19 levels of health and fitness is not guaranteed, so evaluation of goal setting is imperative.

This paper describes the codevelopment and testing of a digital intervention combining peer support with evidence-based behavior change techniques for self-managing the physical, emotional, psychological, and cognitive challenges associated with LC. The Hope Programme for Long COVID provides a proactive, timely solution in the most urgent public health crisis in a generation. We repurposed an existing digital self-management intervention—the digital Hope Programme—which has shown postcourse improvements in depression, anxiety, and mental well-being in multiple participant groups, such as cancer survivors [19,20], people with multiple sclerosis [21], and parents of children with autism [22]. The Hope Programme for Long COVID combines positive psychology and cognitive behavioral approaches, providing essential psychological support for people to live with the physical symptoms of LC and is delivered by trained facilitators.

This paper describes the codesign process and pre- and postprogram changes in mental well-being, self-efficacy, fatigue, and loneliness. In this study, we aimed to codesign and test a bespoke self-management intervention with and for people with LC. Specifically, the objectives of the study were to:

- Codesign bespoke intervention content specifically for LC.
- Test the intervention and study methods to inform future study design (calculate recruitment and follow-up rates and summarize demographics and symptoms of the sample).
- Measure changes in key indicators of well-being, self-efficacy, fatigue, and loneliness to signal efficacy of the intervention (calculate the difference in pre- and postprogram outcomes).
- Examine goal-setting data to better understand the types of self-management goals and strategies used by participants (perform a thematic analysis of the types of goals set by participants).

Methods

Study Design
The wider project was led by Hope For The Community (H4C) Community Interest Company, with the aim to empower people across Coventry, Warwickshire, and Rugby (CWR) to self-manage their health and well-being and to develop social connections and peer support opportunities. The study reported here adopted a pre-post, mixed methods, pragmatic, uncontrolled design to codesign and test a digital self-management intervention for people with LC.

Participants
Adults with self-reported LC were eligible to enroll into the Hope Programme for Long COVID. Participants were informed that they must be over the age of 18 years and have access to an internet-enabled device to access the intervention content. No further exclusion criteria were applied. The intervention delivery partner (H4C) recruited people to enroll into the intervention using a range of social media, posters, flyers, and mailshots in the CWR area. Subsequently, those who had enrolled were contacted by email and asked whether they wanted to also participate in the research. Nonparticipation in the research had no impact on their receipt of the intervention. The intervention was hosted on the H4C digital platform.

Intervention
The digital Hope Programme for Long COVID was cocreated to enable a rapid response to the ongoing public health crisis in the wake of the COVID-19 pandemic. The Hope Programme for Long COVID shares the same underlying theoretical framework as the digital Hope Programme, which has been described in detail elsewhere [19,20]. In summary, the Hope Programme for Long COVID focuses on strengths rather than deficits and uses group curative factors, including instilling hope, universality (realizing you are not alone), and altruism [23]. By sharing successful coping strategies, the peer support of the group achieves something greater than the sum of its parts. Through positive psychology, the Hope Programme for Long COVID cultivates an upward spiral of positive emotions [24] to improve well-being and coping. Hope and gratitude—2 important concepts in positive psychology—are core themes embedded within the Hope Programme for Long COVID. They are addressed through the experience of group curative factors [23] and through specific activities, such as goal setting and feedback, identification of strengths, and gratitude diaries [25-27]. The Hope Programme for Long COVID content was codesigned by people with LC and health care professionals who support them.

Codesign Methods
We conducted 3 workshops: 2 workshops with a total of 8 people with LC and 1 workshop with 6 professionals involved in LC health care. In addition, 1-to-1 sessions were completed with 2 people with LC who could not join the group sessions. A total of 16 participants took part in the codesign activities.

A conversational and informal approach was used to facilitate discussion and open expression of views. Workshops were conducted online via Zoom. Participants were asked to reflect upon what “antecedents” caused the problem statement “People living with long COVID face many challenges in doing self-management” and then were asked to talk about what causes the antecedents, working back each time something was mentioned by asking “What causes this?” This process is based on elements of the antecedent target measurement process described by Renger and Hurley [28]. Responses were captured by the researcher in a logic map (see Figure 1, for example), noting each chain of antecedents that lead to the problem. Reading from right (white boxes) to left (green box), the map shows that antecedents (root causes) of challenges in engaging in self-management stem from negative feelings caused by a shift in abilities. The green box shows the need for support to manage change, and the blue box represents the target behavior of acceptance, which is addressed by the intervention. Participants were invited to add further antecedents or details throughout the discussion and on checking the logic map with the researcher.

Figure 1. Extract from logic map created during co-development of the Hope Programme for Long COVID.

A rapid literature search of the research databases PsycInfo, Cumulative Index to Nursing and Allied Health Literature (CINAHL), and Medline identified literature relating to support or self-management needs for people with LC. LC is a new condition, and there is a relative paucity of research, so we also searched for literature on chronic fatigue syndrome (CFS) and...
myalgic encephalomyelitis (ME), which share many of the key symptoms of LC (eg, fatigue, breathlessness, brain fog). Titles and abstracts of papers were assessed for relevance, prioritizing reports of recent systematic reviews of needs and interventions in LC. Research papers were then examined to ensure the needs identified by our stakeholder groups were supported by the research evidence. Reports of existing interventions for conditions with similar symptoms helped identify components that may be effective in supporting people with LC. This information was used to ensure an underlying evidence base for the foci and components of the Hope Programme for Long COVID.

The digital Hope Programme content [19-21,29] was repurposed to reflect the needs and individual lived experience of people with LC. New content was developed to meet the needs uncovered during the intervention development phase and logic mapping. A cognitive psychologist (author HW) led the codesign of the module addressing the management and understanding of brain fog, and a clinical psychologist (author FM) co-developed new material on acceptance, self-compassion, and managing fatigue. Evidence-based breathing and physical exercises were provided by an exercise physiologist (author SE). All the intervention content was developed specifically to address the needs of people with LC, with goal setting embedded within each module. All modules were reviewed by the multidisciplinary team and patients with lived experience of LC, prior to testing the full program.

Key features of the Hope Programme for Long COVID, as identified by stakeholders and supported by the literature, include:

- Peer support has been integral to patients’ recovery and understanding of COVID-19 throughout the pandemic [4], helping patients feel less lonely and isolated. Our workshop participants asked for this essential source of support to be included in the Hope Programme for Long COVID. Participants can interact with peers in an optional weekly Hope Café via Zoom or through online discussion forums and email. They are encouraged to support each other’s goals and gratitude posts by posting likes and comments, where feedback strengthens group cohesiveness and a sense of belonging [23]. The Hope Programme for Long COVID is asynchronous, so it can be accessed as and when required, and text content is presented in concise sections measured against readability indices, such as the Gunning Fog Index [30]. These design features support participants in pacing their learning and progress through the course at their own speed.

- Facilitated delivery: Two exercise specialists from Atrium Health were trained in health coaching and motivational interviewing to become Hope Programme facilitators. They were available to answer participants’ questions and stimulate discussions between participants throughout the Hope Programme for Long COVID.

- Evidence-based guidelines relating to recovery and rehabilitation for COVID-19 are still emerging and can be inconsistent at best [31]. Evidence-based information about how to self-manage symptoms of LC and signposting to further information are provided by the NHS Your COVID Recovery web-based resource for UK patients [13]. However, during codesign, our stakeholders reported that patients experiencing fatigue may be overwhelmed by the amount of information to read. To mitigate these limitations, the Hope Programme for Long COVID provides bite-sized, evidence-based information, embedded in interactive videos, diagrams, and discussion forums, which is consolidated in the processes of social networking and peer support.

- Across our workshops, stakeholders were unanimous in their support for pacing [32] for people with LC. Many had experienced the “boom-and-bust cycle,” where overexertion in times of high energy (boom) leads to periods of extreme fatigue (bust). Pacing materials and activities were co-designed with a clinical psychologist (FM) with experience of supporting patients in an NHS LC clinic. Participants described how fatigue can be caused by physical, mental, or emotional exertion. In collaboration with exercise physiologists (SE and team), we developed bespoke, expert-delivered physical activity content for the Hope Programme for Long COVID, with a clear focus on pacing and participants staying within their “energy envelope.” Prioritization and goal setting [29,33] are central to self-management approaches and are core elements of pacing. These are all vital techniques for fatigue management in LC [15].

Access to the Hope Programme for Long COVID is unrestricted, sits outside of the NHS and so does not require participants to have a clinical diagnosis or referral, and is free of charge at the point of access to users. Weekly program content and activities are summarized in Table 1.
<table>
<thead>
<tr>
<th>Session</th>
<th>Weekly topics and activities</th>
<th>Examples of content, in addition to weekly goal setting</th>
<th>Examples of exercises and activities</th>
</tr>
</thead>
</table>
| Week 1: Introduction: Instilling Hope | • Welcome and introductions  
• The benefits of positive emotions  
• The power of gratitude  
• Self-compassion  
• Personalized goal setting  
• Video: How to Set Achievable Goals  
• Dates for live sessions |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting  
• Rectangle breathing exercise for LC  
• Self-test: How are you feeling? |
| Week 2: Long COVID Symptoms | • Fatigue management, including the boom-and-bust cycle, prioritizing, planning, and pacing  
• What is brain fog, and what can we do to help ourselves?  
• Forum topics: sharing experiences of managing fatigue and brain fog  
• Further resources and links to LC information and support |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Activity and fatigue diary  
• Pacing planner |
| Week 3: Managing Stress | • Coping with unhelpful thinking patterns  
• Understanding and managing stress  
• Self-compassion and acceptance  
• Mindfulness for stress management and meditation  
• Video: How to Be Kind to Yourself  
• Further resources and links (eg, videos, podcasts, and websites) to self-compassion, mindfulness, and stress management |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Guided relaxation and meditation  
• Self-care checklist (worksheet) |
| Week 4: Communication | • Communication skills and tips for talking with health professionals, your employer, and your family  
• Preparing for difficult conversations  
• Asking for and accepting help  
• Compassion for worries  
• Further resources and links (eg, videos, podcasts, and websites) to LC support groups |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• “Ask the Expert” live session  
• Self-test: How are you feeling? |
| Week 5: Sleep and Mindfulness | • How does COVID-19 affect our sleep?  
• Tips for sleeping better  
• Tips to aid relaxation  
• Introduction to mindfulness, meditation, and relaxation |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Raisin meditation  
• Breathing exercises  
• Live mindfulness meditation session via Zoom |
| Week 6: Move Better, Feel Better | • Keeping active with LC  
• Postexertional malaise  
• Tips for getting active  
• Eating well for physical and mental health  
• Managing changes to taste and smell after COVID-19 |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Quiz: What contributes to happiness?  
• Activity: gentle stretches and exercises |
| Week 7: Happiness and Strengths | • LC and effects on mood  
• Happiness and hope  
• Identifying your character strengths  
• Understanding how using your strengths can lead to a more fulfilling life  
• Video: The Science of Character Strengths  
• Managing setbacks  
• Tips for authentic happiness, managing setbacks, and keeping going |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Video: guided meditation activity |
| Week 8: Moving Forward With Hope | • Hopes and dreams  
• Doing something for yourself  
• Planning pleasant activities  
• Keeping in touch with peers  
• Review of the program  
• Feedback  
• Staying hopeful |  | Self-management tools:  
• Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Self-test: How are you feeling? |
Outcome Measures

Sociodemographics
Participants were asked their name, email address, gender, date of birth, postcode, occupation, highest level of education attained, and details of formal treatment received for COVID-19–related symptoms.

Symptom Logging
The COVID-19 Yorkshire Rehabilitation Screening Tool (C19-YRS [34]) screens for the most common complications after COVID-19 (eg, breathlessness, fatigue, cognitive problems) and rates the severity or significance of each symptom on a scale of 0–10 (0=no impact to 10=significant impact).

The logic map from the cocreation activities set out what issues were to be addressed by the intervention, and this study measured the impact of the intervention on these issues. Validated, standardized questionnaires were used to measure changes in key factors commonly affected by LC. The intervention components were designed to:

- Increase positive mental well-being
- Increase confidence to self-manage (self-efficacy)
- Reduce fatigue
- Reduce feelings of loneliness

Positive Mental Well-being
The Warwick-Edinburgh Mental Wellbeing Scale (WEMWBS [35]) has previously been used in research on people with long-term conditions [19,20]. The items (questions) are worded positively and refer to function and feelings. For each item, there is a choice of 5 responses ranging from 1 for “none of the time” to 5 for “all the time.” The responses are summed to obtain a total score ranging from 14 to 70, where a higher score indicates a higher level of mental well-being. A score of 40 or less is indicative of probable depression, and a change of 3 or more in the total score represents a minimally important level of change. Two versions of WEMWBS were used in this study:

The full measure was used at baseline and end of the intervention, and the shorter 7-item version of the WEMWBS (score range 7–35) was embedded within the Hope Programme for Long COVID in sessions 1, 4, and 7, allowing participants to monitor their own mental well-being throughout the course.

Self-efficacy
The 6-item Self-Efficacy for Managing Chronic Disease scale (SEMCDE [36]) provides a robust measure of participants’ confidence to self-manage their symptoms of LC. The questions relate to participants’ confidence that they can keep issues relating to their condition from interfering with daily life. Responses to each of the 6 questions are on a 10-point scale, ranging from 1 for “not at all confident” to 10 for “totally confident.” The total ranges from 6 to 60, and the self-efficacy score is calculated as the mean score across all items (eg, total/6), with a range of 1–10. There are no recommended cut-off scores for this scale, but data from a population of 489 individuals with chronic disease show an average self-efficacy score of 5.2 [37].

Fatigue
The Fatigue Severity Scale (FSS [38]) measures fatigue and its effect on activities and lifestyle in patients with a variety of conditions. It comprises 9 questions answered on a 7-point scale, ranging from 1 for “strongly disagree” to 7 for “strongly agree.” The questions relate to how fatigue interferes with certain activities, and severity is indicated by the 7-point scale. Summed answers give a total score ranging from 9 to 63, and mean scores range from 1 to 7. Higher scores indicate higher fatigue severity. Research suggests that a mean score of 4 or more is indicative of fatigue [39].

Loneliness
The University of California, Los Angeles (UCLA) Loneliness Scale, Version 3 [40], is a 3-item scale to assess loneliness and is recommended by the Office of National Statistics [41]. The 3 questions are as follows:

- How often do you feel that you lack companionship?
- How often do you feel left out?
- How often do you feel isolated from others?

The response scale is scored as 1 for “hardly ever,” 2 for “some of the time,” and 3 for “often.” The total score is the sum of all the items (ranging from 3 to 9), where higher scores indicate greater feelings of loneliness.

Sample Size
A target sample size of N=40 was deemed adequate for this study, informed by evidence that sample sizes of 24–50 are sufficient to estimate the key parameters of an efficacy trial [42]. Attendance on the Hope Programme for Long COVID was capped at 60 people to allow manageable facilitation and communication between participants.

Analysis
Descriptive statistics were used to summarize recruitment and retention rates. All statistical data analyses were conducted using IBM SPSS Statistics version 26. The sample was not fully powered to detect significance in the outcome measures, but we presented changes in scores and preliminary P values to demonstrate the potential of the intervention (ie, to signal efficacy) and provide data on which to base power calculations for a larger study of efficacy. The level of statistical significance was set at P<.05. Outcomes were analyzed using paired-sample t tests. We reported the means with SDs and effect size estimates.

Goal-setting data were analyzed using deductive content analysis, with coding derived from the taxonomy of everyday self-management strategies (TEDSS) [43]. TEDSS focusses on self-management strategies for persistent symptoms, such as those that have become synonymous with LC (eg, fatigue), that lead to reduced physical and cognitive function. The taxonomy categorizes self-management strategies for conditions that are typically difficult to mitigate and have a significant impact on...
everyday life [43], which again are typical of the fluctuating symptoms of LC. The types of goals set by participants were coded according to the 5 goal-oriented domains:

- Activity strategies
- Internal strategies
- Social interaction strategies
- Health behavior strategies
- Disease-controlling strategies

All goals were coded by 1 researcher, and a random selection of 25% of the data was second-coded by another researcher. An interrater reliability score (Cohen $\kappa$) of <.70 was used as a cut-off to indicate all data should be second-coded.

Ethical Considerations

All participants received a Participant Information Sheet describing the purpose and anticipated outcomes of the research, including participants’ right to decline to take part or withdraw from the research at any time, and data processing in accordance with the Data Protection Act of 2018. Participants were informed that their data would be treated confidentially and would be anonymized by the use of a randomly generated participant identification number in Qualtrics. The digital consent form required participants to confirm that they had read and understood the Participant Information Sheet and agreed to their anonymized data being used in research publications and dissemination. All statements had to be agreed upon before participants could progress into the study. Upon completion of pre- and postprogram questionnaires, participants were entered into a prize draw for a chance to win a £50 (US $52.87) voucher. The research was reviewed and approved by the Black Country Research Ethics Committee (IRAS ID: 283172) and the Coventry University Research Ethics Committee (P106036).

Results

Recruitment and Follow-up

A total of 56 people enrolled into the Hope Programme for Long COVID, of which 47 (recruitment rate 83.9%) consented to take part in the study and provided baseline data. A total of 28 participants completed the postcourse questionnaires, giving a follow-up rate of 59.6% (see Figure 2 for participant flow).

Figure 2. Participant flow through the study. H4C: Hope For The Community.
Sociodemographics and Symptoms

Sociodemographic data describing the characteristics of the sample and the severity of the impact of LC symptoms are shown in Tables 2 and 3, respectively. Baseline data suggested that the characteristics of the sample were similar to the general UK population with LC [1]. The mean age of this group was 48.8 years (SD 11.0), 39 (83%) were female, 42 (91.3%) described themselves as White British, 36 (78.2%) were employed, and 36 (76.6%) had reduced their working hours due to their COVID-19–related illness.

All participants (n=47, 100%) reported fatigue at baseline, and the majority reported cognitive issues, including problems with concentration (n=46, 98%), memory (n=44, 94%), and communication (n=34, 72%), such as word finding and following a conversation. On average, COVID-19–related symptoms had persisted for longer than a year across the sample. The severity or impact of symptoms was rated highest for fatigue, usual daily activities (eg, shopping, household tasks), and cognitive communication (all rated 7/10, on average), followed by breathlessness on walking up stairs and pain (both rated 6/10, on average). A summary of severity scores is shown in Table 3.

Table 2. Sample characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline (N=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age(^a) (years), mean (SD)</td>
<td>48.8 (11.0)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>39 (83.0)</td>
</tr>
<tr>
<td><strong>Ethnicity(^a), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>42 (91.3)</td>
</tr>
<tr>
<td>Asian British</td>
<td>3 (6.5)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>1 (2.2)</td>
</tr>
<tr>
<td>Post-16 education, n (%)</td>
<td>37 (78.7)</td>
</tr>
<tr>
<td><strong>Employment status(^b), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full time, paid</td>
<td>22 (47.8)</td>
</tr>
<tr>
<td>Part time, paid</td>
<td>14 (30.4)</td>
</tr>
<tr>
<td>Unemployed/retired/stay-at-home parent</td>
<td>10 (21.7)</td>
</tr>
<tr>
<td>Cut work hours due to LC(^c), n (%)</td>
<td>36 (76.6)</td>
</tr>
<tr>
<td>At least 1 long-term condition prior to LC(^c), n (%)</td>
<td>30 (73.2)</td>
</tr>
<tr>
<td>LC symptom duration in days(^a), mean (SD)</td>
<td>377.3 (171.8)</td>
</tr>
<tr>
<td>Positive COVID-19 test or diagnosis, n (%)</td>
<td>34 (72.3)</td>
</tr>
<tr>
<td>Hospitalized with acute COVID-19, n (%)</td>
<td>2 (4.3)</td>
</tr>
<tr>
<td>Accessed NHS(^d) LC clinic, n (%)</td>
<td>19 (40.4)</td>
</tr>
</tbody>
</table>

\(^a\)N=46 due to missing data.
\(^b\)LC: long COVID.
\(^c\)N=41 due to missing data.
\(^d\)NHS: National Health Service.
Table 3. LC\textsuperscript{a} symptoms and mean severity scores across the sample at baseline.

<table>
<thead>
<tr>
<th>LC symptoms/impact (N=47)</th>
<th>Severity score (range 0-10), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue</td>
<td>7.0 (2.1)</td>
</tr>
<tr>
<td>Cognitive/communication</td>
<td>6.6 (2.4)</td>
</tr>
<tr>
<td>Impacting daily activities</td>
<td>6.9 (2.4)</td>
</tr>
<tr>
<td><strong>Breathlessness</strong></td>
<td></td>
</tr>
<tr>
<td>Walking up stairs</td>
<td>5.7 (2.8)</td>
</tr>
<tr>
<td>On dressing</td>
<td>3.3 (2.7)</td>
</tr>
<tr>
<td>At rest</td>
<td>2.4 (2.2)</td>
</tr>
<tr>
<td>Personal care</td>
<td>3.0 (3.1)</td>
</tr>
<tr>
<td>Pain/discomfort</td>
<td>5.5 (2.4)</td>
</tr>
<tr>
<td>Throat sensitivity</td>
<td>5.2 (2.0)</td>
</tr>
<tr>
<td>Voice changes</td>
<td>5.1 (1.7)</td>
</tr>
<tr>
<td>Swallowing difficulties</td>
<td>5.0 (1.7)</td>
</tr>
<tr>
<td>Reduced appetite</td>
<td>3.5 (2.6)</td>
</tr>
<tr>
<td>Reduced mobility</td>
<td>5.0 (2.7)</td>
</tr>
<tr>
<td>General health</td>
<td>5.1 (1.9)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>5.1 (2.8)</td>
</tr>
<tr>
<td>Depression</td>
<td>4.1 (3.4)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}LC: long COVID.

**Health and Well-being**

Outcome data from participants completing both baseline and postcourse questionnaires are summarized in Table 4. Paired \( t \) tests measured statistically significant changes in pre-post well-being scores to signal efficacy of the intervention. Positive mental well-being (WEMWBS) scores increased by 6.5 points, on average, from baseline to postcourse (\( P<.001 \)). In addition, the Short-Form Warwick-Edinburgh Mental Wellbeing Scale (SWEMWBS) was embedded within the Hope Programme for Long COVID in weeks 1, 4, and 7 (see Table 5).

Table 4. Summary of baseline and postcourse well-being measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline score (N=28), mean (SD)</th>
<th>Postcourse score (N=28), mean (SD)</th>
<th>Difference, mean (SD)</th>
<th>( t ) (df)</th>
<th>( P ) value</th>
<th>Effect size (Cohen d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive mental well-being</td>
<td>40.1 (8.7)</td>
<td>47.1 (6.6)</td>
<td>6.5 (8.5)</td>
<td>-4.1 (27)</td>
<td>&lt;.001</td>
<td>0.8</td>
</tr>
<tr>
<td>Self-efficacy\textsuperscript{a}</td>
<td>4.8 (2.0)</td>
<td>5.9 (1.9)</td>
<td>1.1 (1.9)</td>
<td>-2.8 (26)</td>
<td>.01</td>
<td>0.5</td>
</tr>
<tr>
<td>Fatigue</td>
<td>5.9 (1.3)</td>
<td>5.5 (1.2)</td>
<td>0.4 (1.6)</td>
<td>1.2 (27)</td>
<td>.25</td>
<td>0.3</td>
</tr>
<tr>
<td>Loneliness</td>
<td>5.9 (2.0)</td>
<td>5.7 (1.9)</td>
<td>0.2 (1.8)</td>
<td>0.5 (27)</td>
<td>.60</td>
<td>0.1</td>
</tr>
</tbody>
</table>

\( \textsuperscript{a}N=27 \) due to missing data.

Table 5. SWEMWBS\textsuperscript{a} scores across the program.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Week 1 score (N=19), mean (SD)</th>
<th>Week 4 score (N=16), mean (SD)</th>
<th>Week 7 score (N=16), mean (SD)</th>
<th>( F_{1.42.21} ) value</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWEMWBS</td>
<td>19.5 (4.5)</td>
<td>22.6 (4.9)</td>
<td>24.1 (4.6)</td>
<td>20.2</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\( \textsuperscript{a} \)SWEMWBS: Short-Form Warwick-Edinburgh Mental Wellbeing Scale.

Repeated-measures ANOVA showed a significant difference in SWEMWBS scores across the 3 time points (\( F_{1.42.21}=20.2, P<.001 \)). Bonferroni-corrected comparisons showed a significant increase in scores between week 1 and week 4 (\( P<.001 \)) and between week 1 and week 7 (\( P=.01 \)) but no difference in scores between week 4 and week 7 (\( P=.25 \)). Self-efficacy also improved from baseline to postcourse (mean difference 1.1, SD 1.6, \( P=.25 \)). Similarly, loneliness scores remained unchanged from baseline to postcourse (mean difference 0.2, SD 1.8, \( P=.60 \)).
Goal Setting

Of the 47 participants, 26 (55.3%) used the goal-setting tool at least once, and a total of 97 goals were set across the 8-week course. The mean and median number of goals set by participants using the tool was 4 (range 1-9). All 97 goals were coded according to the 5 goal-oriented domains in TEDSS (see Table 6) [43]. Cohen κ was used to determine whether there was agreement between the 2 researchers’ judgement on whether participants’ goals were categorized as activity, internal, social interaction, health behavior, or disease-controlling strategies.

There was good agreement between the 2 researchers (κ=.77, 95% CI 0.557-0.973, P<.001).

The goal-setting tool within the intervention was based on SMARTER goal setting. In personal communication, 1 participant emphasized the importance of setting realistic goals (eg, lowering expectations in line with what is possible now, not what was achievable pre–COVID-19). Further, the concept of time may be different depending on individual circumstances, symptoms, physical ability, lifestyle, etc, and goals are measurable in terms of improvement rather than being time oriented.

Table 6. Frequency of goal type in each domain of TEDSSa, with examples extracted from participant entries in the goal-setting tool embedded within the Hope Programme for Long COVID.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Goal type frequency (N=97), n (%)</th>
<th>Examples (“My goal is…”)</th>
</tr>
</thead>
</table>
| Activity strategies: finding ways to participate in everyday activities despite experiencing problems, such as fatigue, pain, or memory loss | 47 (48.5)                         | • “Plan my routine more each day…knowing what I am doing saves energy and reduces stress” [JH]  
• “Going back to work for 2 hours a day…to feel useful again” [LG]  
• “To get my house ready for Christmas…because I loved Christmas” [TC]  
• “Tonight I am going to paint my toenails…because it makes me feel nice when I care for myself” [G]  
• “I am going to begin singing lessons one day each week at a music studio…I want to surprise my daughter by singing at her wedding” [KW] |
| Health behavior strategies: maintaining a healthy lifestyle to enhance health and limit the risk of lifestyle-related illness | 18 (18.6)                         | • “To walk more than I have already done…to build up my strength and stamina” [AS]  
• “Eat healthier snacks each day at work…what I eat can make a big difference to how I feel” [JH]  
• “To continue eating healthy and losing weight…because I know my health and recovery will benefit” [VL]  
• “To work on my breathing exercises more…it will help improve my general condition and health” [Ru] |
| Internal strategies: preventing and managing stress, negative emotions, and internal distress and creating inner calm | 16 (16.5)                         | • “To be positive and have a purpose in life…to conquer fear, it helps my panic attacks and nervous tension” [DS]  
• “To increase mindfulness activities at home…switch my brain off and have a proper rest” [LT]  
• “To have a relaxing day today…because everyone needs to unwind” [TC] |
| Social interaction strategies: managing social interactions and relationships to be able to participate without exposure to negative reactions | 10 (10.3)                         | • “To reach out to two people I haven’t spoken to for a while on Whatsapp…because I value their friendship” [AM]  
• “To go our for lunch with my daughter on a Thursday lunchtime in a caféd…because I enjoy her company” [TC]  
• “I want to make sure I keep in touch with my friends and family, by phone or in person…because these relationships are very important to me” [IA] |
| Disease-controlling strategies: preventing, controlling, and limiting symptoms, complications, or disease progression | 6 (6.2)                            | • “Starting a physical rehabilitation course…I so desperately want to get better” [SC]  
• “To feel less dizzy by doing my exercises…it will make me feel better overall with long covid symptoms” [KB] |

aTEDSS: taxonomy of everyday self-management strategies.
Discussion

Principal Findings

In this study, we aimed to codevelop and test a digital self-management intervention for people with LC and estimate the parameters for a full trial. Sixteen people with lived experience of LC (both patients and professionals) led the codevelopment phase through workshops and interviews to discuss unmet needs and areas in which they felt support was lacking. This allowed us to coproduce bespoke and relevant content aligned to the needs of many people with long-term effects of COVID-19.

Our target sample size of 40 was exceeded (N=47), suggesting the advertising campaign for enrollment and subsequent email invitation to participate in the study is a viable strategy. The postcourse questionnaire completion rate was suboptimal (60%), when compared to the 70% completion target in our previous Hope Programme for Long COVID study protocol [44] and 80% completion rates in other Hope Programme for Long COVID studies [20,22]. This will be addressed in future studies by enhanced incentives for completion (see later). Nevertheless, the postprogram outcome data indicated significant improvements in mental well-being and self-efficacy scores at the end of the program relative to the start. A change in the WEMWBS score of 3 or more points is a minimally important level of change, so an average group increase of 7 points from pre- to postprogram is extremely encouraging. However, this measure was taken immediately at the end of the intervention rather than at a later follow-up, so longer-term changes are yet to be determined. Furthermore, the finding that the most significant improvement in positive well-being is made within the first half of the course is essential for our planning and design of future interventions. For example, future courses may consider presenting modules in the first half of the intervention that participants rank as being the most useful or address the most common issues, such as fatigue. An alternative explanation could of course be that participants found the second half of the course to be less useful. Our next trial will incorporate follow-up interviews with participants and facilitators to gain a better understanding of their experience of the course and suggestions regarding the relevance of all modules.

The significant improvement in self-efficacy is promising, as the Hope Programme for Long COVID is a self-management course providing tools to support people to manage their own health and well-being. These early data indicate that participants feel more confident to manage their COVID-19–related symptoms after taking part in the course. However, we must exercise caution when interpreting these changes in participant scores, as the study was not powered to detect statistically significant changes. Full inferential analysis and statistical significance will be determined by a fully powered trial.

All goals set by participants mapped onto the 5 goal-oriented domains in TEDSS [43]. The most frequent type of goals related to activity strategies, such as using the 3 Ps (ie, pace, plan, prioritize), organizing time and routines, and engaging in meaningful activities. These relate to common self-management techniques and are embedded throughout the Hope Programme for Long COVID. It is encouraging that participants appear to be using these strategies in setting and planning their own short-term goals, giving further assurance of the usefulness of the intervention for self-managing LC symptoms. Interestingly, goals relating to disease-controlling strategies were the least common types of goals set by participants in this study. This is perhaps because of the varied nature of LC symptoms and a lack of clear medication management that would be inherent in other complex conditions. As medical and scientific research on treatments for LC continues, disease management strategies may become more applicable within everyday self-management of LC symptoms.

The Hope Programme for Long COVID was delivered digitally to allow participants flexibility in when and how they accessed the intervention. The wider literature reports this as the preferred format of participants seeking peer support [3,4]. Although we did not offer an in-person option, digital face-to-face meetings were well attended in the form of Hope Cafés. It is not possible to know whether an in-person delivery would have different outcomes, but we believe that digital delivery removes barriers introduced by physical ill-health (eg, fatigue) and time constraints (eg, employment, care duties) in the population with LC.

Strengths and Limitations

A major strength of this study is the rapid development and deployment of the Hope Programme for Long COVID, due to the repurposing of an existing digital intervention for long-term conditions. The course was developed and delivered by a multidisciplinary team and social enterprise, exploiting existing networks to draw upon professional and clinical expertise and maximize the impact of the Hope Programme for Long COVID. A further strength of this study is the depth of understanding gained about how the intervention is used by people with LC. That is, the data showed that the most significant change in mental well-being is likely to occur in the first half of the intervention, indicating that the topics covered in the first 4 weeks of the intervention are the most useful for participants or possibly that 4 weeks of peer support are sufficient to enable a positive change in mental well-being. It may be that participants gain a validation of their condition and a feeling of universality after only a few weeks on the program. This could be especially valuable, given the experience some patients have had of being dismissed by health professionals and stigmatized or invalidated socially [5-7]. Goals were most frequently related to activities and health behaviors, indicating that the motivations, priorities, and needs of participants center around staying physically and mentally healthy through planning meaningful activities. It must be noted that this was a self-selecting sample, where participants who saw the ads were motivated to join the intervention and the research. Improvements in mental well-being and self-efficacy may be inflated by scores from people who were simply more open to, or actively searching for, self-management support.

This study yielded encouraging data regarding improved mental well-being and self-efficacy scores after the course. This pre-post study was not powered, a priori, to detect a statistically significant difference in key outcome measures, nor to account for
for potential covariates, such as age or education, which would ideally be included in a multivariate model to test the effect of the intervention. Nevertheless, we presented preliminary inferential statistics to signal efficacy. For a study of this nature to be sufficiently powered, based on the effect sizes noted within this study, and retaining an α error rate of .05, a (1 – β) error of .95, and a 2-tailed hypothesis, we would need to recruit 32 participants based on the WEMWBS [35], 54 participants based on the Self-Efficacy in Managing Chronic Disease scale [36], 147 participants based on the FSS [38], and up to 1302 participants based on the UCLA Loneliness Scale [40]. (Note that these sample sizes are presented assuming each variable to be primary outcome.) In a future study, the inclusion of a control group would allow comparison of postcourse scores between those who took part in the Hope Programme for Long COVID and those who had not received the intervention. A fully powered study using the WEMWBS as the primary outcome measure would require 87 participants per group (ie, intervention and control groups) to minimally detect moderate effect sizes (ie, Cohen f≥0.25, Cohen d≥0.5) or 42 participants per group to minimally detect large effect sizes (ie, Cohen f≥0.4, Cohen d≥0.8), both with a power of 0.95, and an α priori α of .05 [45]. The results of the next study—a waitlist control trial—will allow us to specify with greater confidence that improvements in well-being and self-efficacy are related to the intervention, rather than natural, spontaneous recovery over 8 weeks. Collecting longer-term follow-up data in the next study will show whether any improvements continue beyond the end of the intervention and whether participants are making use of the techniques and self-management strategies months later.

Participant interviews will be incorporated into the research design of the next trial to capture important data regarding acceptability, nonusage, or reasons for dropout. These rich, qualitative data would help us understand the key factors behind participant “improvements” (eg, whether it was peer support, particular activities, or goal setting that people found most useful). Such data may also indicate why greater changes in well-being are observed in the first half of the course. Better incentives (ie, a guaranteed £10 (US $10.57) voucher for completing pre and postprogram surveys) will also be included to encourage participants to complete follow-up questionnaires regardless of whether they used or enjoyed the program.

Conclusion

We codesigned a bespoke, digital self-management intervention with and for people with LC. Our recruitment rate was extremely encouraging, and the sample characteristics largely mirrored those of the wider UK population with LC. We enlisted an enhanced incentive strategy to improve completion rates of follow-up questionnaires in future research. We have already started our next trial (ISRCTN: 11868601) using a nonrandomized waitlist control design to further examine intervention efficacy.
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Abstract

Background: Evidence-based medicine (EBM) is critical for providing the best scientifically proven patient health care, and it is implemented worldwide in order to improve the quality of the delivered health care. However, not all Syrian health professionals are knowledgeable about the importance, methodology, and implementation of EBM. Providing web-based learning courses on EBM might be effective in improving the knowledge of health care professionals.

Objective: This study was performed to test the effectiveness and the feasibility of an asynchronous web-based course on EBM in improving the competencies of Syrian health care professionals in terms of EBM.

Methods: A web-based course on EBM was developed in Arabic and uploaded onto the Syrian Virtual University platform. An electronic registration form was designed and distributed to medical groups on social media for registration to this web-based course. Both the pretest and posttest had the same 3 sections to measure the impact of this web-based EBM program on the knowledge, skills, and attitudes of the Syrian health care professionals. The posttest had an additional section for measuring the efficacy and ease of use of this program. Student paired 1-tailed t test was used to analyze the differences in the different assessment sections among the participants.

Results: Nineteen participants filled the electronic registration form, but 8 participants did not meet the inclusion criteria. Therefore, the pretest was sent to the remaining 11 participants (7 men and 4 women) who graduated from Syrian universities. Ten of them completed the pretest, while 7 of them completed the posttest. The web-based course was found to be effective in improving the participants' EBM knowledge, skills, and attitudes at P >.05. Further, the web-based EBM course was feasible and easy-to-use.

Conclusions: In order for EBM to be implemented in Syria, continuous medical education training programs should be designed for clinical practitioners. Our study shows that asynchronous web-based medical education is an effective and a feasible means for introducing the concept of EBM, improving practitioners’ skills, and promoting the positive attitudes of Syrian clinical practitioners toward EBM.

(JMIR Form Res 2022;6(10):e36782) doi:10.2196/36782
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Evidence-based medicine (EBM) is the integration of well-designed research with clinical experience and patients’ beliefs that aim at developing decision-making through the utilization of the best available scientific evidence [1]. The practice of EBM requires formulating a question based on the clinical problem faced, searching the available literature to find evidences, and critically appraising the evidence in order to find the best application on the patient [2]. This process is followed by the evaluation of each of the last 4 steps of EBM (explained in the subsequent section) to make sure that the goal of EBM in improving patient care has been achieved [2].

EBM promotes a patient-centered approach by making patients’ preferences and values an important component of the treatment process [3]. EBM is also a cost-effective approach since it promotes what has already been proven to be effective [4]. This will be reflected not only on the health care provider but also on the patient, which makes its implementation of special importance in limited-resource countries. EBM provides practitioners with an effective continuous medical education strategy by offering the required tools needed to keep up with the most recent scientific evidence [5] and benefits patients as it will provide them with the best scientifically approved health care.

EBM was first introduced in the medical programs in 1990 at McMaster University [6]. Since then, it has been a part of the medical programs offered in universities worldwide [7]. In limited-income countries, however, teaching EBM is faced with major barriers such as the lack of educational resources and the language barrier [5]. These barriers are more obvious in Syria, as EBM was still not part of the undergraduate medical program in public universities until 2017 [8]. Moreover, medical education in Syria is delivered in Arabic, with the vast majority of students having the desire to improve their English skills to be able to raise their scientific standards, but the English language is still a significant barrier to learning [9]. This barrier has resulted in producing doctors who are not familiar with EBM and who lack the skills needed to learn about this concept on their own, since educational resources on EBM are rare in Arabic. Another barrier is that clinical practitioners usually lack the needed time to master EBM skills [6].

Web-based EBM course had 3 main learning objectives. The first objective was to define and introduce the concept of EBM and to explain its 5 steps. The second objective focused on learning objectives of the web-based course in addition to how those objectives are connected to the learning contents, the specified duration of each video in the asynchronous web-based session, and a detailed description of the expected time for the whole web-based course. This form worked as an advertising tool in addition to its use as a registration form. The e-form was distributed to medical groups on both Telegram and WhatsApp. To be accepted in this web-based course, the participant had to be a clinical practitioner who had graduated from a Syrian medical faculty.

Web-based EBM Course Design

The design of the web-based course followed the objective-based approach. The learning objectives were set to meet the need of medical practitioners who were currently working in clinical settings and who did not have the opportunity to learn about EBM in their undergraduate medical program. The web-based EBM course had 3 main learning objectives. The first objective was to define and introduce the concept of EBM and to explain its 5 steps. The second objective focused on improving the knowledge and skills about the methodology and how to apply EBM while approaching clinical problems in clinical settings. The last learning objective was related to the clinical practice guidelines and its importance in clinical settings.

After setting those objectives, YK, who was a peer of the targeted study population, developed a screening process for the medical literature to design the material of the web-based course. Considering the time problem and the language barrier that deprive clinical practitioners from learning this concept, 11 presentations were designed in Arabic using the PowerPoint 2016 software. Those were turned into 11 video lessons by YK. An electronic registration form was designed using Google forms. This form included an introduction about the web-based course and the reason for choosing the internet to deliver this course. The form also included the learning objectives of the web-based course in addition to how those objectives are connected to the learning contents, the specified duration of each video in the asynchronous web-based session, and a detailed description of the expected time for the whole web-based course. This form worked as an advertising tool in addition to its use as a registration form. The e-form was distributed to medical groups on both Telegram and WhatsApp. To be accepted in this web-based course, the participant had to be a clinical practitioner who had graduated from a Syrian medical faculty.
The lessons were categorized under 4 learning units. The first learning unit was based on the first learning objective. At the start of the second unit, participants were introduced to a clinical problem, and they were asked to turn this problem into the PICO (Patient, Intervention, Comparison, and Outcome) format question and to search for an answer in one of the medical search engines (eg, Cochrane, PubMed). This was a voluntary task and participants were able to find the best solution for that PICO task problem in the last lesson of the second unit. In the same unit, there was also a practical session where a clinical problem was presented, turned into a PICO question, and then a medical search engine (PubMed) was searched for an answer to that PICO question. The third learning unit was also related to the second learning objective. It focused on the last 3 steps of the EBM implementation. It started by introducing the scientific evidence pyramid and then moving onto defining the concept of validity and reliability. This unit also dealt with the application of the evidence and the evaluation process of each step of EBM. The fourth learning unit covered the last learning objective, wherein the clinical practice guidelines were defined, and the components, databases, and the benefits of following the recommendations of clinical practice guidelines were listed. Participants needed approximately 70 minutes to finish all the materials of the web-based EBM course. Table 1 shows the web-based course map (Multimedia Appendices 1-Multimedia Appendices 11).

### Table 1. The web-based course map of evidence-based medicine in clinical settings (Multimedia Appendices 1-Multimedia Appendices 11).

<table>
<thead>
<tr>
<th>Objective, learning unit and objective, lesson title</th>
<th>Duration</th>
<th>PowerPoint Presentation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Learning objective 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>First learning unit: Introduction to evidence-based medicine</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defining evidence-based medicine</td>
<td>5 min</td>
<td>Multimedia Appendix 1</td>
</tr>
<tr>
<td>The importance of evidence-based medicine</td>
<td>8 min</td>
<td>Multimedia Appendix 2</td>
</tr>
<tr>
<td>Explanation of the 5 steps of evidence-based medicine</td>
<td>5 min</td>
<td>Multimedia Appendix 3</td>
</tr>
<tr>
<td><strong>Learning objective 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Second learning unit: Clinical problem solving</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient, Intervention, Comparison, and Outcome format</td>
<td>8 min</td>
<td>Multimedia Appendix 4</td>
</tr>
<tr>
<td>How to search in medical search engines</td>
<td>7 min</td>
<td>Multimedia Appendix 5</td>
</tr>
<tr>
<td>Practical training</td>
<td>5 min</td>
<td>Multimedia Appendix 6</td>
</tr>
<tr>
<td><strong>Third learning unit: Appraise, apply, and evaluate our approach to solving a clinical problem</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical appraising 1</td>
<td>8 min</td>
<td>Multimedia Appendix 7</td>
</tr>
<tr>
<td>Critical appraising 2</td>
<td>7 min</td>
<td>Multimedia Appendix 8</td>
</tr>
<tr>
<td>Application guide and process calendar</td>
<td>4 min</td>
<td>Multimedia Appendix 9</td>
</tr>
<tr>
<td><strong>Learning objective 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fourth learning unit: Clinical guidelines</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical practice guidelines</td>
<td>6 min</td>
<td>Multimedia Appendix 10</td>
</tr>
<tr>
<td>The importance of clinical practice guideline</td>
<td>4 min</td>
<td>Multimedia Appendix 11</td>
</tr>
</tbody>
</table>

---

Knowledge, Skills, and Attitudes of Participants Regarding EBM

The EBM knowledge, skills, and attitudes were defined in the context of this study as follows.

**EBM Knowledge**

This involves the understanding of the EBM triad and pointing out its importance, in addition to being able to explain the 5 steps of EBM and the evidence pyramid, and defining the clinical practice guideline, its components, and importance.

**EBM Skills**

This involves effectively being able to turn a clinical problem into a PICO format and to search for an answer in a web-based medical database and applying the critical appraisal skills and implementing the evidence and the evaluation of the entire process.
Attitude of Participants Toward EBM

This involves the willingness to learn and improve knowledge and skill with regard to EBM and support the implementation of EBM on a large scale in the Syrian community.

Measurements

The pretests and the posttests were drafted in Arabic and designed using Google forms. The first section of the pretest focused on the demographic information of the participants. The other 3 sections were designed to test the participants’ knowledge, skills, and attitudes regarding EBM in the context of this study. All 3 sections were designed based on the learning objectives of the web-based EBM course. The knowledge section included 20 questions: 12 multiple choice questions and 8 true or false questions. For the skills section, a clinical problem was introduced followed by 8 multiple choice questions about its PICO elements in addition to the best study type to answer that type of PICO question. The last section consisted of 20 statements on the Likert scale to test the attitudes of the participants regarding EBM. The posttest differed from the pretest in that it had an extra section that measured the usefulness and ease of use of the web-based course. This section included 14 statements evaluated on the Likert scale [19]. The assessment was checked for content and face validity by the supervisor MD, an expert in the field of EBM and a member of the Cochrane Collaboration. However, no criterion or construct validity of the questions was attempted.

Study Design and Procedures

The contents of the course were validated by the supervisor MD according to the essential information presented by the Cochrane Collaboration and all related international publications. After that, the course videos were uploaded to the learning management system of the Syrian Virtual University. The web-based EBM course was designed as a 1-group pretest and posttest study. Replies to the electronic registration form expired after 72 hours. Then, participants were asked to answer the pretest. After that, they were provided with the login data to access the web-based course on the learning management system. On the first day, all asynchronous sessions were available for the participants so that they could attend the web-based course according to their own pace and schedule. On the second day, reading materials were provided to the participants, which included the presentations and the scientific resources used to develop these presentations. The reading materials provided more in-depth information, and participants were informed as such. On the third day, an encouraging message and a reminder of the deadline (ie, the fourth day) was sent to participants. On the fourth and last day, the posttest assessment was shared with the participants along with an encouraging message to fill it even if they did not attend all the sessions. Participants were kept motivated during these 4 days by daily messaging, explaining the significance of this web-based course and its benefits to their practice and the health care system. Further, they were constantly encouraged to share their opinions and suggestions about the web-based EBM course. The degree of commitment of the participants and interest in the EBM course were monitored by the researchers (YK and MD) by observing and counting the number of downloads, videos watched, and duration of access to the course through a specific tracking system related to the Syrian Virtual University platform in collaboration with the technical support staff in the university without violation of private data and information of participants.

Statistical Analysis

All data obtained from the pretests and posttests were retrieved and put into Excel 2016. Paired 1-tailed t test was used to analyze the differences between the findings of the participants in the pretest and posttest. \( P<.05 \) was used to determine the statistical significance threshold.

Ethics Approval

This study was reviewed and approved by the ethics approval committee of the Syrian Virtual University on November 15, 2021 (ID 2083/0). Informed consent was obtained from all potential participants through the electronic registration form, wherein they were informed that the data shared for the purpose of this research would be kept confidential and would solely be used for this research.

Results

Characteristics of the Participants

Nineteen potential participants filled out the electronic registration form. Eight potential participants did not meet the inclusion criteria, and the pretest was sent to the remaining 11 participants (7 men and 4 women). Eight of them were dentists, 2 of them were physicians, and 1 was a pharmacist. The majority of the participants (9/11, 82%) graduated from Tishreen University, 1 graduated from Aleppo University, and 1 graduated from the International Private University for Science and Technology in Damascus. All of them were studying for their master’s degree in their fields. Table 2 shows the demographic characteristics of the participants in detail. Ten participants filled out the pretest, while 7 completed the final test.
Table 2. Demographic characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>7</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>25 years</td>
<td>1</td>
</tr>
<tr>
<td>26 years</td>
<td>6</td>
</tr>
<tr>
<td>27 years</td>
<td>2</td>
</tr>
<tr>
<td>31 years</td>
<td>1</td>
</tr>
<tr>
<td>40 years</td>
<td>1</td>
</tr>
<tr>
<td>Graduation year</td>
<td></td>
</tr>
<tr>
<td>2021</td>
<td>1</td>
</tr>
<tr>
<td>2020</td>
<td>1</td>
</tr>
<tr>
<td>2019</td>
<td>2</td>
</tr>
<tr>
<td>2018</td>
<td>4</td>
</tr>
<tr>
<td>2017</td>
<td>1</td>
</tr>
<tr>
<td>2014</td>
<td>1</td>
</tr>
<tr>
<td>2004</td>
<td>1</td>
</tr>
<tr>
<td>Medical specialty</td>
<td></td>
</tr>
<tr>
<td>Dentistry</td>
<td>8</td>
</tr>
<tr>
<td>Medicine</td>
<td>2</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>1</td>
</tr>
<tr>
<td>Master's study</td>
<td></td>
</tr>
<tr>
<td>Medical education</td>
<td>4</td>
</tr>
<tr>
<td>Quality assurance</td>
<td>1</td>
</tr>
<tr>
<td>Cosmetic dentistry</td>
<td>1</td>
</tr>
<tr>
<td>Prosthodontics</td>
<td>1</td>
</tr>
<tr>
<td>Oral maxillofacial surgery</td>
<td>1</td>
</tr>
<tr>
<td>Otolaryngology</td>
<td>1</td>
</tr>
<tr>
<td>General surgery</td>
<td>1</td>
</tr>
<tr>
<td>Microbiology, Hematology, and Immunology</td>
<td>1</td>
</tr>
<tr>
<td>Participants' self-perceived expertise in evidence-based medicine (scale of 1-10; 1: novice, 10: expert)</td>
<td></td>
</tr>
</tbody>
</table>

Efficiency and Ease of Use of the Web-Based Course

Seven participants filled out the posttest. The majority of the participants agreed on the positive statements regarding the effectiveness and ease of use of the web-based course. Table 3 shows the statements and the number of participants who agreed to them.

The overall satisfaction with the web-based course was high, as 4 participants rated their satisfaction as 9 out of 10, while the other 3 participants rated their satisfaction as 10. Most of
the participants attended all the asynchronous web-based sessions, while only 2 could not attend the last one. Most of them tried to solve the PICO task, and only 1 participant did not attempt to do so. Further, all participants agreed on receiving future communications in case another web-based course was developed in the future. The practical training session and the PICO format session in the second learning unit were the most interesting and useful for 4 participants. Two of them found that the entire training program was useful and interesting, while 1 participant liked the topics of the third and fourth educational units. As for the least interesting and useful aspect, 3 participants answered “nothing” on the web-based course being not interesting or useful. Two of them commented that having many definitions and terms affected their enjoyment and clarity of the learning process. Only 1 participant commented that the first lesson of the third unit was the least interesting and useful. Further, the web-based course was feasible, as the design of its materials and presenting them in asynchronous web-based sessions were free of charge.

**Table 3.** Participants who agreed with the statements used to test the efficacy and ease of use of the web-based course.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Agree/totally agree (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The objective of the web-based course was clear.</td>
<td>7</td>
</tr>
<tr>
<td>The content of the web-based course was understandable.</td>
<td>7</td>
</tr>
<tr>
<td>The web-based course met my expectations.</td>
<td>7</td>
</tr>
<tr>
<td>The web-based course offered me sufficient information for an introductory course.</td>
<td>7</td>
</tr>
<tr>
<td>The content of the web-based course matched my educational level.</td>
<td>7</td>
</tr>
<tr>
<td>I will be able to use what I learned in this web-based course.</td>
<td>7</td>
</tr>
<tr>
<td>The content of the web-based course fits to my work setting.</td>
<td>5</td>
</tr>
<tr>
<td>This web-based course will help me to better practice evidence-based medicine.</td>
<td>7</td>
</tr>
<tr>
<td>This web-based course will help me to improve the quality of my work.</td>
<td>7</td>
</tr>
<tr>
<td>The difficulty level of the web-based course was appropriate.</td>
<td>6</td>
</tr>
<tr>
<td>The web-based course was presented in a clear logical manner.</td>
<td>7</td>
</tr>
<tr>
<td>The web-based format was a good way for me to learn evidence-based medicine.</td>
<td>7</td>
</tr>
<tr>
<td>I enjoyed taking the web-based course.</td>
<td>7</td>
</tr>
<tr>
<td>I would like to take more of this kind of web-based courses.</td>
<td>7</td>
</tr>
</tbody>
</table>

**Knowledge, Skills, and Attitudes of the Participants Regarding EBM**

Only the results of the participants who completed both the pretest and posttest assessment were included. The data were exported from the Google form in Excel format. Paired 1-tailed Student *t* test was performed 3 times to each group of the data representing each of the 3 sections of the assessment. The results showed that the web-based course is effective in terms of improving EBM competencies. The average score of the participants in the EBM knowledge section was clearly improved from 8.4 to 15 after attending the web-based course—an improvement that was statically significant (*P*=.002). Although the increase in the average score of the participants for EBM skills between the pretest and the posttest was quite small (from 3.1 to 4.4), it was still a statistically significant improvement (*P*=.03). The average score of the participants’ attitudes toward EBM was improved from 66.5 to 79.5 among medical graduates who did not receive EBM training during their undergraduate years, which was also statistically significant (*P*=.001). The standard deviation, however, was always greater in the posttest scores when compared with that in the pretest scores, with the knowledge section having the greatest difference between the pretest and posttest (Table 4).
Table 4. Participants’ scores in the pretest and posttest.

<table>
<thead>
<tr>
<th>Section</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
<th>X7</th>
<th>Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge section</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>7.00</td>
<td>6.00</td>
<td>8.00</td>
<td>10.00</td>
<td>9.00</td>
<td>9.00</td>
<td>10.00</td>
<td>8.4 (1.5)</td>
<td>.002</td>
</tr>
<tr>
<td>Posttest</td>
<td>18.00</td>
<td>14.00</td>
<td>14.00</td>
<td>18.00</td>
<td>15.00</td>
<td>7.00</td>
<td>19.00</td>
<td>15 (4)</td>
<td></td>
</tr>
<tr>
<td>Skills section</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Pretest</td>
<td>3.00</td>
<td>1.00</td>
<td>3.00</td>
<td>4.00</td>
<td>3.00</td>
<td>3.00</td>
<td>5.00</td>
<td>3.1 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Posttest</td>
<td>6.00</td>
<td>3.00</td>
<td>3.00</td>
<td>7.00</td>
<td>4.00</td>
<td>2.00</td>
<td>6.00</td>
<td>4.4 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Attitudes section</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pretest</td>
<td>66</td>
<td>68</td>
<td>65</td>
<td>63</td>
<td>74</td>
<td>60</td>
<td>70</td>
<td>66.5 (4.6)</td>
<td></td>
</tr>
<tr>
<td>Posttest</td>
<td>83</td>
<td>80</td>
<td>79</td>
<td>75</td>
<td>77</td>
<td>71</td>
<td>92</td>
<td>79.5 (6.6)</td>
<td></td>
</tr>
</tbody>
</table>

aX indicates participant number.

P value indicates participant’s score.

Discussion

Main Findings

Web-based medical education can provide many learning and training opportunities for medical students. Several web-based learning modalities have shown to improve clinical training, such as simulation technology, synchronous learning delivery, and web-based or videoconferencing for standardized patient-based training [20]. However, in Syria, despite the growing demand for web-based medical learning resources, e-learning is still in its early stage [21]. Moreover, since English is a language barrier in Syria, Syrian clinical practitioners are unlikely to benefit from the large number of already existing English web-based learning resources [9]. Furthermore, the current unstable political situation in Syria makes it hard to organize a traditional course [17].

In this study, our web-based EBM course is the first one in Syria, to the best of our knowledge, to rely entirely on asynchronous web-based sessions and to be designed and delivered in Arabic by a peer of the targeted study population. Additionally, this is the first web-based EBM learning course in Syria that targeted clinical practitioners who did not have the opportunity to be introduced to EBM during their undergraduate studies, and our study reveals the opportunities that e-learning offers in a low-resource and an unstable environment. The goal of our study was to test the feasibility of this web-based course and to develop an effective method to promote EBM practice in Syria. This goal could be achieved because a significant improvement in EBM learning was observed after the clinicians attended our web-based course that was designed using open-sourced software.

Kirkpatrick’s model for the evaluation of training programs represent one of the most comprehensive strategies for evaluating organizational training [22]. Our web-based EBM course was found to be successful when evaluated on the basis of the adaptation of Kirkpatrick’s model to the e-learning environment [22]. Course assessment showed a clear satisfaction, enjoyment, improvement in participants’ learning, and willingness to apply what they learned after attending this course. Our web-based EBM course was not only feasible but also extremely useful during the COVID-19 pandemic, wherein social distancing regulations had to be followed. Further, asynchronous web-based learning was found to be advantageous for busy clinical practitioners with crowded schedules, as they were able to attend approximately all sessions in just 4 days.

This web-based course focused on practitioners acquiring the needed skills to practice EBM in clinical settings. Given the fact that there is preappraised evidence available online, this web-based course focused on the first 2 sets of EBM skills in formatting a clinical question and searching the literature online. For that purpose, the PICO task was designed and presented to be solved voluntarily by the participants followed by general feedback on that task. In addition to designing a practical session, the process of searching a web-based search engine was presented. Moreover, a population of clinical practitioners was targeted to try to make this web-based EBM course clinically integrated, as it was found that EBM skills can be best fostered during ward rotation [23]. These were found to be effective techniques, as EBM skills were significantly improved in this 70-minute web-based course, which was provided over a period of 4 days. Further, the electronic registration form with its content worked as an effective advertising tool for the web-based course, as more than half of the potential participants rated their self-perceived expertise regarding EBM as 5 or more on the scale of 1-10.

Limitations and Suggestions

This was a pilot study conducted with only a few medical graduates. Thus, the effectiveness of this web-based learning method could not be determined among older clinical practitioners who often have technophobia and will therefore find web-based learning to be a challenging task [24]. Further, it is assumed that only participants who were interested in learning the concept of EBM had joined, which could raise bias in the results. However, future studies will be performed on a more diverse sample, and critical appraisal tasks will be designed with general feedback to be delivered in the same technique as done for the PICO task to reveal more benefits of the e-learning in terms of EBM.
In the future, it is possible to adopt a peer-review strategy to communicate feedback provided by participants to their peers’ work before introducing the general feedback and studying the effectiveness of such an approach and its reflection on the participants’ EBM skills. Specifically, the peer’s role was found to be effective in improving EBM skills, which can overcome the barrier of the limited number of EBM experts in Syria [18]. The effect of including a test after each asynchronous session is also worth studying, as it enhances the retention rates to make the participants feel more engaged [25]. Since this web-based course was found to be effective for the introduction of EBM, it can be disseminated further as part of a larger continuous medical education program to make all clinical practitioners familiar with the concept of EBM. This web-based EBM course can also be presented at the undergraduate level as an introductory session before proceeding to the newly developed official curriculum.

Comparison With Prior Work
The results obtained in our study are consistent with the previously obtained findings [11,12,26] that e-medical education is effective and feasible for developing EBM knowledge and improving practitioners’ attitudes toward EBM. Previous studies [11,12,26] have focused on comparisons between e-learning and lecture-based methods, but they have not shown the effects of e-learning on EBM skills. A study showed that e-learning was found to be effective for developing EBM skills; however, in the 8-week-long e-module in that study, a tutor with experience in teaching EBM was responsible for providing feedback on the multiple exercises and assignments incorporated in that e-module [13]. Another study found that e-learning can improve EBM skills. However, that e-module contained summative, formative, and individual assessments [27]. In this study, EBM skills were improved by providing general feedback on a given task. Another study showed that a 90-minute introductory EBM e-module, which consists of set of screens without explanation for those screens, failed to improve EBM skills but succeeded in improving EBM knowledge and practitioners’ attitudes [19]. Our web-based course improved EBM skills significantly in 70-minute video recordings of explanations for a set of presentations. In Syria, 2 other studies [8,18] were found to be associated with EBM teaching: the first one was based on traditional teaching methods by experienced EBM instructors for the undergraduate population [8], and the second one relied on both asynchronous and synchronous sessions of web-based learning and the web-based course was delivered over 6 weeks [18].

Conclusions
Transforming health care in Syria from relying on expert opinion to relying on the latest scientific evidence starts by teaching the concept of EBM at the undergraduate level and continuing the medical education trainings throughout the study program. Our study showed that asynchronous web-based medical education introduces the concept of EBM effectively, provides adequate EBM skill training, and promotes the positive attitudes of Syrian clinical practitioners toward EBM. Further, this web-based course was designed with simple and accessible means, and it was highly feasible and well-received by the participants.
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Abstract

Background: Enhanced patient-provider engagement can improve patient health outcomes in chronic conditions, including major depressive disorder (MDD).

Objective: We evaluated the impact of a digitally enabled care mobile app, Pathway, designed to improve MDD patient-provider engagement. Patients used a mobile interface to assess treatment progress and share this information with primary care providers (PCPs).

Methods: In this 52-week, real-world effectiveness and feasibility study conducted in primary care clinics, 40 patients with MDD who were recently prescribed antidepressant monotherapy were randomized to use a mobile app with usual care (20/40, 50%) or usual care alone (20/40, 50%). Patients in the app arm engaged with the app daily for 18 weeks; a report was generated at 6-week intervals and shared with the PCPs to facilitate shared treatment decision-making discussions. The patients discontinued the app at week 18 and were followed through year 1. Coprimary outcome measures, assessed via research visits, included change from baseline in the 13-item Patient Activation Measure (PAM-13) and 7-item Patient-Provider Engagement Scale scores at week 18. Additional outcome measures included depression severity (9-item Patient Health Questionnaire [PHQ-9]) and cognitive symptoms (5-item Perceived Deficits Questionnaire–Depression).

Results: All 37 patients (app arm: n=18, 49%; usual care arm: n=19, 51%) who completed the 18-week follow-up period (n=31, 84% female, mean age 36, SD 11.3 years) had moderate to moderately severe depression. Improvements in PAM-13 and PHQ-9 scores were observed in both arms. Increases in PAM-13 scores from baseline to 18 weeks were numerically greater in the app arm than in the usual care arm (mean 10.5, SD 13.2 vs mean 8.8, SD 9.4; P=.65). At 52 weeks, differences in PAM-13 scores from baseline demonstrated significantly greater improvements in the app arm than in the usual care arm (mean 20.2, SD 17.7 vs mean 1.6, SD 14.2; P=.04). Compared with baseline, PHQ-9 scores decreased in both the app arm and the usual care arm at 18 weeks (mean 7.8, SD 7.2 vs mean 7.0, SD 6.5; P=.73) and 52 weeks (mean 9.5, SD 4.0 vs mean 4.7, SD 6.0; P=.07). Improvements in 7-item Patient-Provider Engagement Scale and WHO-5 scores were observed in both arms at 18 weeks and were sustained through 52 weeks in the app arm. Improvements in WHO-5 scores at 52 weeks were significantly greater in the app arm than in the usual care arm (41.5 vs 20.0; P=.02).
Conclusions: Patients with MDD will engage with a mobile app designed to track treatment and disease progression. PCPs will use the data generated as part of their assessment to inform clinical care. The study results suggest that an app-enabled clinical care pathway may enhance patient activation and benefit MDD management.

Trial Registration: ClinicalTrials.gov NCT03242213; https://clinicaltrials.gov/ct2/show/NCT03242213
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Introduction

Background
Major depressive disorder (MDD) is among the most common mental health disorders in the United States, with a lifetime prevalence of up to 20% [1]. Although MDD is a chronic and recurrent disorder that frequently requires long-term treatment with antidepressants [2], the rates of nonadherence and premature discontinuation of antidepressant therapy are high and associated with worse clinical outcomes [3-5]. In addition, the impact of nonadherence on clinical outcomes subsequently translates to increased medical and total health care use [3]. In the United States and across the world, most patients with depression are treated by primary care providers (PCPs) [6,7]. Consequently, nearly 10% of all primary care visits are related to depression [8]. Given the recent decline in the number of psychiatrists practicing in the United States, the demand for MDD care in primary care likely will continue to surge [9].

Effective management of MDD in primary care requires a systematic approach to diagnosis, patient education, treatment, close follow-up, and a commitment to adjusting care or consulting with specialists when needed [8,10]. One systematic approach to improving MDD outcomes is measurement-based care, which involves the use of rating scales to monitor symptoms, adherence, and side effects combined with guideline-dependent resources to inform treatment [11]. However, increasing time constraints and the infrequency of visits in primary care settings may make it difficult for clinicians to practice measurement-based care and fully engage with patients with MDD [7,11]. Consequently, patients with MDD and other chronic conditions may benefit from additional support and increased engagement with their PCPs [8,12].

One proposed strategy to increase patient engagement, improve patient-provider communication to facilitate MDD management, and improve patient outcomes in primary care is the use of mobile health apps and digital platforms [13,14]. To improve patient-provider engagement, apps need to be easy to use and easily integrated into the workflow of traditional clinical care and care teams [15]. Currently available apps supporting MDD management are heterogeneous in features and quality, possibly because of the absence of standards governing their development, evaluation, and use [16]. Moreover, the number of apps developed for depression exceeds the number of studies that have demonstrated their efficacy and feasibility. Although few apps have the ability to transmit data directly to PCPs, apps that feature the active involvement of mental health professionals may also increase patient engagement more than presentation enhancements of the technology platform [17]. Digital tools that can share data with PCPs may enable PCPs to more easily and efficiently embrace measurement-based care.

The development of any mobile health and information technology tool, including those supporting MDD management, may benefit from collaboration between industry, app developers, and the health care team representing large health care systems [18]. Research has demonstrated that involving target users and stakeholders in the development of such tools yields a higher acceptance of apps by clinicians. To help meet the needs of PCPs and patients with MDD and improve patient-provider engagement, Takeda, Lundbeck, and Advocate Aurora Health (AAH) worked together with software developers (Ctrl Group, Fora Health, and Cognition Kit) to develop the patient app and care team view of the patient data. The process followed user-centered design principles, in which the designs and development were iterated based on user input and feedback. The app enables patients to track their symptoms, monitor their treatment progress, and share data collected by the app with their care team.

Objectives

The primary objective of this study was to determine whether the addition of the Pathway mobile app to usual clinical care improves patient-provider engagement in the management of MDD over an 18-week period. The secondary objectives of the study were to evaluate the impact of the Pathway mobile app on changes in certain patient-reported outcomes, including self-reported clinical depression severity (via the 9-item Patient Health Questionnaire [PHQ-9]), cognitive dysfunction (via the 5-item Perceived Deficits Questionnaire–Depression [PDQ-D5]), quality of life (via the 5-item World Health Organization Well-Being Index [WHO-5]), and patient satisfaction, as well as changes in medication and medication adherence. Additional retrospective assessments were also planned to evaluate the impact of the app on measures of health care use 1 year after enrollment.

Methods

Study Design
In this randomized controlled pilot study (ClinicalTrials.gov NCT03242213), we enrolled patients diagnosed with MDD who were receiving primary care services at Advocate Health Care, which is now part of AAH. The study took place between July 2017 and January 2019 and involved 4 study sites in
suburban and urban settings within metropolitan Chicago, Illinois, including Advocate Medical Group–Huntley, Advocate Medical Group–Hometown Family Medicine, Family Medicine Center in Ravenswood, and Adult Medicine Center in Oak Lawn. On identifying a patient with MDD who met the criteria for study participation, the physician providing care for that patient introduced the study; a designated research study coordinator then explained the study and obtained informed consent. Patients were then randomized to receive either the Pathway mobile app along with usual care or usual care alone. Participating patients were randomized based on the results from a randomized study list created using serially generated random numbers obtained by the study staff using a random number generator. Patients in the mobile app arm were encouraged to engage with the mobile app daily for 18 weeks (Figure 1). At week 18, the use of the mobile app was discontinued. Patients in the usual care arm did not receive study-related interventions.

The mobile app was specifically designed to enhance patient-provider engagement, promote shared decision-making, and support measurement-based care in the management of clinical depression. It also provided patients with a way to track changes in clinical depression severity, cognitive symptoms, quality of life, emotional well-being, and adherence to medications; set up medication reminders; and record side-effect experiences. App functions included PHQ-9 and PDQ-D5 assessments conducted every 2 weeks, daily assessments of depression using 2 questions from the PHQ-9 and 1 question from the PDQ-D5, daily assessments of emotional well-being using a visual analog measurement of global well-being on a scale of 0 to 100, and daily cognitive symptoms assessed using the Cognition Kit 2-back test, in which patients indicate whether the symbol (usually an abstract shape) matches the symbol 2 items back [19]. Patients reporting any change in suicidal ideation during PHQ-9 assessments were instructed to contact their health care provider or emergency services immediately because data from the app were not monitored; these instructions were reviewed with patients during the consent process. In addition, patients were able to review a graphical summary of their data (Figure 2), allowing them to review their symptom progression and the treatment’s effectiveness and side effects. A graphical summary of the data was also shared with the care team every 6 weeks to reinforce measurement-based care. No further instructions were provided to the care team.

The single-phase study included 2 follow-up periods: the primary follow-up period and the long-term follow-up period. The primary follow-up period began with randomization and continued through week 18. The long-term follow-up period began after the final visit at week 18 and continued through the 1-year follow-up phone interview (34 weeks after the use of the mobile app was discontinued). At year 1, the results from the follow-up phone interview and extraction of data from patients’ electronic medical records (EMRs) were analyzed to evaluate the residual impact of the app on patient-reported outcomes and health care use.

Figure 1. Study design. Long-term follow-up period indicates that no visits, calls, or use of the mobile app occurred during this phase in either treatment arm. The app arm also included usual care.

<table>
<thead>
<tr>
<th>Primary follow-up period assessments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessed for both arms at baseline and week 18 via phone interview:</td>
</tr>
<tr>
<td>- Patient activation (PAM-13)</td>
</tr>
<tr>
<td>- Patient-provider engagement (PPI-S)</td>
</tr>
<tr>
<td>- Depressive symptoms (PDQ-D5)</td>
</tr>
<tr>
<td>- Quality of life (WHO-5)</td>
</tr>
<tr>
<td>Exploratory outcomes</td>
</tr>
<tr>
<td>- Medication and dose switches (assessed via retrospective chart review)</td>
</tr>
<tr>
<td>- Patient and provider sentiments on app features and possible future features (assessed via week 18 exit interviews)</td>
</tr>
</tbody>
</table>

Assessed for the app arm |
| - App usage data for PHQ-9 and PDQ-D5 every 2 weeks and medication adherence |
| - Patient satisfaction with the app |

Long-term follow-up period assessments |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessed for both arms at 52 weeks (34 weeks after use of the mobile app was discontinued):</td>
</tr>
<tr>
<td>- Patient-reported outcomes via phone interview:</td>
</tr>
<tr>
<td>- Patient-provider engagement (PAM-13 and PPE-7)</td>
</tr>
<tr>
<td>- Quality of life (WHO-5)</td>
</tr>
<tr>
<td>- Depressive symptoms (PDQ-D5)</td>
</tr>
<tr>
<td>Retrospective chart reviews</td>
</tr>
<tr>
<td>- Medication and dose switches</td>
</tr>
<tr>
<td>- Hospital and ED admissions and LOS</td>
</tr>
<tr>
<td>- Primary care and specialist visits</td>
</tr>
</tbody>
</table>

![Figure 1](https://formative.jmir.org/2022/10/e34923/fig1.png)

![Figure 2](https://formative.jmir.org/2022/10/e34923/fig2.png)
Participants

Patients were eligible to participate in the study if they were aged 18 to 70 years, were receiving primary care for MDD at AAH, used an iPhone version 5 or later or a smartphone with an Android operating system, and had an active cellular data plan or regular Wi-Fi access. Patients were also required to have a PHQ-9 score of >5 at baseline, indicating at least mild depression severity [20], and to have initiated monotherapy with a new antidepressant (either a new prescription or a switch from another antidepressant medication) in the previous 0 to 14 days.

Patients were excluded from the study if they had a diagnosis of a major psychiatric disorder other than MDD, were considered to be at imminent risk of hospitalization due to MDD, had been hospitalized due to MDD within 3 months, had a significant risk of suicide or had a previous suicide attempt within 6 months, or had a history of responding only to combination or augmentation therapy in their current depressive episode. Patients for whom the use of antidepressants was contraindicated were not eligible for the study.

Study Procedures

Eligible patients were randomized to usual care (20/40, 50%) or usual care plus the mobile app (20/40, 50%) for 18 weeks (unblinded for both participants and researchers). An in-person introduction to the app and instructional handouts were provided to the patients at the time of enrollment. Although the use of the mobile app was encouraged, it was not required. Patients assigned to usual care received regular care as needed from their PCP; no specific interventions were mandated. At the end of the long-term follow-up period (1 year), patient-reported outcome measures were collected via follow-up phone calls. Data on health care resource use and medication changes during the long-term follow-up period were collected from medical chart reviews. A quality control committee reviewed the data for adequate completion and integrity.

Study End Points

Study coprimary, secondary, and exploratory outcomes were assessed at 18 weeks for each arm via in-person research visits and phone interviews. Coprimary outcomes included changes in the 13-item Patient Activation Measure (PAM-13) scale and 7-item Patient Provider Engagement Scale (PPES-7) between baseline and 18 weeks. The PAM-13 scale was developed and validated to assess patient engagement and confidence in self-management of the disease [21,22]. The PAM-13 scores ranged from 0 to 100, with higher values reflecting greater activation. The PPES-7 is an assessment that was developed for this study and has not yet been validated. In the PPES-7, scores range from 7 to 28, with higher values reflecting more engagement.
The secondary outcomes included changes (between baseline and 18 weeks) in depression severity evaluated using the PHQ-9 measure [20], cognitive symptoms measured using the PDQ-D5 scale [23], and quality of life measured using the WHO-5 assessment, a 5-item questionnaire that measures the subjective quality of life. In the WHO-5, scores range from 0 to 100, with higher scores reflecting the best imaginable quality of life [24].

Exploratory outcomes included medication and dose switches, defined as medication switches, dosage changes, medication add-ons, or discontinuations (assessed via retrospective chart review), and patient and provider satisfaction with the care and use of the app. Additional assessments were collected throughout the study in the app arm via app functions such as the PHQ-9, PDQ-D5, emotional well-being, and cognitive symptom assessments. In addition, information on patient satisfaction with the app and app use data were collected from the patients in the app arm.

After the 18-week end-of-study visit, patients and providers were invited to participate in a remote, qualitative, semistructured interview using a digital tool to discuss sentiments on app features and future features. This qualitative tool allowed the interviewer to observe and talk to the patients as they looked at the app’s features on their own devices, record the interview, and capture time-stamped notes.

At the end of the long-term follow-up phase of the study (at year 1), a phone interview was conducted (34 weeks after the use of the mobile app was discontinued) to assess patient-reported outcomes, including patient and provider engagement (using PAM-13 and PPES-7), quality of life (using WHO-5), and depressive symptoms (using PHQ-9). At this time, a retrospective analysis that compared health care use between the app arm and the usual care arm was also conducted. Data were collected on inpatient visits, including depression-related hospitalizations; emergency department (ED) visits; outpatient visits, including visits to PCPs, psychiatrists, behavioral therapy specialists, and other health care providers; and medication and dose switches. Spontaneously reported serious adverse events were also recorded during the study period.

**Statistical Analyses**

This was a pilot study, and thus no sample size estimation was conducted. A sample size of 20 patients per group was expected to be sufficient to provide initial information about the potential effects and benefits of the app and the feasibility of its real-world use to inform future larger-scale studies. Patients were included in the analysis based on treatment allocation, and an intent-to-treat analysis was used. As 18-week follow-up data were not available for 3 randomized patients, these patients were dropped from the analysis, and an intent-to-treat analysis (with the exclusion of missing data) was conducted on the remaining population. For the primary and long-term follow-up periods, between-group differences in changes in continuous variables were evaluated using the 2-tailed Student t test or Mann-Whitney U test. Changes in categorical variables were compared using Fisher exact test or Pearson chi-square test. Two-tailed tests using a significance threshold of \( P < .05 \) were performed.

A retrospective comparison of health care use was conducted between patients in the usual care arm and those in the mobile app arm using medical record extraction. This comparison included data from the time of consent to 1 year after enrollment for each patient. Health care use was compared between groups for long-term differences at 1 year after each patient’s study enrollment, overall, by cause (depression-related or not) and by category (inpatient via ED, outpatient, or specialty). Sensitivity analysis was used to assess attrition bias among patients lost to follow-up in the long-term follow-up period; these outcomes were used to assess the generalizability of the 52-week results across the original study group. Statistical analysis was performed using SAS software (version 9.4; SAS Institute).

**Ethics Approval**

This study (#Y5000249) was approved by the Advocate Health Care Institutional Review Board.

**Results**

**Patient Disposition**

A total of 40 patients were enrolled, and of them, 37 (93%) completed the 18-week primary follow-up period (Figure 3) and were included in the main analysis based on treatment allocation. In the app arm, 18 (90%) patients completed the primary follow-up period, 1 (5%) withdrew, and 1 (5%) was lost to follow-up. In the usual care arm, 19 (95%) patients completed the primary follow-up period and 1 (5%) was lost to follow-up. At year 1 (the long-term follow-up phase), data were available for 43% (17/40) of patients, including 8 (47%) patients in the app arm and 9 (53%) in the usual care arm.
Baseline Characteristics

The baseline characteristics of patients who completed 18 weeks of the study are shown in Table 1. Demographic categories were well represented and balanced between each treatment arm, including race (Hispanic, non-Hispanic Black, and non-Hispanic White), geographic area of residence (rural, urban, and suburban), income range, work type, marital status (single, married, or living as a couple; widowed; divorced; or separated), and type of health insurance. The mean age was 33.8 years in the app arm and 38.9 (SD 11.0) years in the usual care arm; 84% (31/37) were women, and 16% (6/37) were men. The mean PHQ-9 score at baseline was 15.3 in the app arm and 14.1 in the usual care arm, indicating moderate to moderately severe depression. Although certain socioeconomic characteristics (eg, education level and annual income) differed between the groups, the groups were similar in terms of MDD severity and treatment history. The baseline demographic characteristics of the 17 patients who completed the long-term follow-up period (the 52-week completers) were also similar between the groups (Table S1 in Multimedia Appendix 1). When the 52-week completers were compared with noncompleters with regard to baseline demographics or patient-reported outcomes (PHQ-9, PAM-13, PPES-7, and WHO-5), no statistically significant differences were observed.
Table 1. Demographics and baseline characteristics for patients completing 18 weeks.

<table>
<thead>
<tr>
<th></th>
<th>App (n=18)</th>
<th>Usual care (n=19)</th>
<th>Total (N=37)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex (female), n (%)</strong></td>
<td>14 (78)</td>
<td>17 (90)</td>
<td>31 (84)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>33.8 (11.4)</td>
<td>38.9 (11.0)</td>
<td>36.4 (11.3)</td>
</tr>
<tr>
<td><strong>Aged ≥45 years, n (%)</strong></td>
<td>2 (11)</td>
<td>5 (26)</td>
<td>7 (19)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>8 (44)</td>
<td>6 (32)</td>
<td>14 (38)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>2 (11)</td>
<td>5 (26)</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>7 (39)</td>
<td>8 (42)</td>
<td>15 (41)</td>
</tr>
<tr>
<td>Non-Hispanic multiracial</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed full-time</td>
<td>6 (33)</td>
<td>10 (53)</td>
<td>16 (43)</td>
</tr>
<tr>
<td>Employed part-time</td>
<td>5 (28)</td>
<td>3 (16)</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1 (6)</td>
<td>2 (11)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Not employed</td>
<td>3 (17)</td>
<td>2 (11)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Student</td>
<td>3 (17)</td>
<td>2 (11)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Nonworking spouse, retired, or other</td>
<td>2 (11)</td>
<td>2 (11)</td>
<td>4 (11)</td>
</tr>
<tr>
<td><strong>Annual income &lt;US $40,000, n (%)</strong></td>
<td>13 (72)</td>
<td>8 (42)</td>
<td>21 (57)</td>
</tr>
<tr>
<td><strong>Education (associate’s degree or higher), n (%)</strong></td>
<td>3 (17)</td>
<td>12 (63)</td>
<td>15 (41)</td>
</tr>
<tr>
<td><strong>Number of non–MDD(^a)-related medications currently taken, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6 (33)</td>
<td>7 (37)</td>
<td>13 (35)</td>
</tr>
<tr>
<td>1-3</td>
<td>8 (44)</td>
<td>9 (47)</td>
<td>17 (46)</td>
</tr>
<tr>
<td>≥4</td>
<td>4 (22)</td>
<td>3 (16)</td>
<td>7 (19)</td>
</tr>
<tr>
<td><strong>PHQ-9(^b), mean (SD)</strong></td>
<td>15.3 (5.1)</td>
<td>14.1 (5.0)</td>
<td>14.7 (5.0)</td>
</tr>
<tr>
<td><strong>Antidepressant use at baseline, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSRIs(^c)</td>
<td>13 (72)</td>
<td>15 (79)</td>
<td>28 (76)</td>
</tr>
<tr>
<td>Bupropion</td>
<td>2 (11)</td>
<td>3 (16)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>SNRIs(^d)</td>
<td>2 (11)</td>
<td>1 (5)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>TCAs(^e), MAOIs(^f), SMSs(^g), or other</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Years on antidepressants, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>10 (56)</td>
<td>11 (58)</td>
<td>21 (57)</td>
</tr>
<tr>
<td>&lt;1</td>
<td>2 (11)</td>
<td>2 (11)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>≥1</td>
<td>6 (33)</td>
<td>4 (21)</td>
<td>10 (27)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>2 (11)</td>
<td>2 (5)</td>
</tr>
</tbody>
</table>

\(^a\)MDD: major depressive disorder.
\(^b\)PHQ-9: 9-item Patient Health Questionnaire.
\(^c\)SSRI: selective serotonin reuptake inhibitor.
\(^d\)SNRI: serotonin and norepinephrine reuptake inhibitor.
\(^e\)TCA: tricyclic antidepressant.
\(^f\)MAOI: monoamine oxidase inhibitor.
\(^g\)SMS: serotonin modulator and stimulator.
Primary Follow-up Results (18-Week Analysis)

Coprimary Outcomes
At week 18, both arms exhibited an increase in patient activation based on the PAM-13 scores (Table S2 in Multimedia Appendix 1), with greater improvement in the app arm than in the usual care arm although this difference was not statistically significant (mean change from baseline 10.5, SD 13.2 vs 8.8, SD 9.4; \( P=.65 \)). Patient-provider engagement improved in both arms based on changes in PPES-7 (Table S2 in Multimedia Appendix 1), with greater improvement in the usual care arm than in the app arm, although again, this difference was not statistically significant (mean change from baseline 1.7, SD 2.7 vs 0.6, SD 3.1; \( P=.27 \)).

Secondary Outcomes
Depression severity (as measured by the PHQ-9 score) decreased in both arms (Table S2 in Multimedia Appendix 1). Although the decrease was greater in the app arm (mean change from baseline \(-7.8, SD 7.2\) vs \(-7.0, SD 6.5\)), no statistically significant differences were observed between the groups \( (P=.73) \). In addition, no significant differences in the rates of depression response or remission between groups were reported. Response, defined as a \( \geq 50\% \) decrease in the PHQ-9 score from baseline, was achieved in 56% (10/18) of the patients in the app arm and 58% (11/19) in the usual care arm. Remission, defined as a PHQ-9 score of \( \leq 5 \), was achieved by 39% (7/18) in the app arm and 44% (8/18) in the usual care arm. Cognitive symptoms (PDQ-D5) and quality of life (WHO-5) improved in both the app arm and the usual care arm (mean change from baseline for PDQ-D5 was \(-2.6, SD 5.6\) vs \(-5.5, SD 4.3\), respectively; \( P=.08 \); mean change from baseline for WHO-5 was 31.8, SD 19.7 vs 30.7, SD 23.4, respectively; \( P=.88 \)).

Exploratory Outcomes
A total of 11% (2/18) of patients in the app arm and 0% (0/18) of patients in the usual care arm switched medications during the study. One serious adverse event (inpatient hospitalization related to depression) was reported in the app arm. All patients randomized to the app arm (20/20, 100%) completed at least one app assessment during the study period. A majority of patients (12/20, 60%) completed the PHQ-9 and PDQ-D5 assessments biweekly for at least 12 weeks. A total of 70% (14/20) of the app users completed the self-report of medication assessment daily for >100 days. Patient satisfaction in the app arm was high, as shown in the results of the patient satisfaction survey administered at 18 weeks (Table S3 in Multimedia Appendix 1). In remote interviews, >70% of the patients and PCPs provided positive feedback on most of the app’s features and potential new features, including its ability to track medication use and side effects and provide reports (Figure 4). The 2-back task and well-being tracking features scored the lowest, highlighting the need to update these features during the next iteration.

![Figure 4. Positive and negative patient and PCP sentiments on Pathway app features (at 18 weeks). Responses were classified as follows: Gray=positive responses: app features were well received; black=negative responses: app features need further work. Data from remote interviews with providers (n=15) and patients (n=20). PCP: primary care provider.](https://formative.jmir.org/2022/10/e34923)

Long-term Follow-up Results (1-Year Analysis)
Patient-Reported Outcomes
At year 1, a significant increase in patient activation (PAM-13) was observed for patients in the app arm (Table S2 in Multimedia Appendix 1), with a greater improvement in the app arm than in the usual care arm (mean change from baseline 20.2, SD 17.7 vs 1.6, SD 14.2; \( P=.04 \)). The quality of life (WHO-5) improved in both arms (mean change from baseline for app vs usual care 41.5, SD 12.3 vs 20.0, SD 19.5), with a significantly greater improvement observed in the app arm \( (P=.02) \); Table S2 Multimedia Appendix 1). Patients in the app arm experienced improvements in patient-provider engagement as assessed by the PPES-7 although the improvement was not significantly different from that observed in the usual care arm (mean change from baseline for app vs usual care 1.5, SD 2.6 vs 0.1, SD 3.1; \( P=.33 \)). Depression severity (as measured by the PHQ-9 score) decreased in both arms at year 1 (mean change from baseline for app arm vs usual care arm was \(-9.5, SD 4.0\) vs \(-4.7, SD 6.0\); \( P=.07 \)). The longitudinal patient-reported
outcomes among patients who completed the 52-week trial are shown in Table S4 in Multimedia Appendix 1.

Outcomes From Medical Chart Review

Among the 17 patients assessed during the 1-year follow-up period, there were no inpatient hospitalizations. One patient in the usual care arm visited the ED twice; however, neither visit was considered related to depression. Patients in the usual care arm (n=9) had more outpatient clinic visits to any provider than those in the app arm (n=8; 88 visits vs 49 visits), including visits to PCPs (59 visits vs 38 visits). At 1-year follow-up, 3 patients in each group had a medication change: 1 patient in the mobile app arm and 2 in the usual care arm switched medications; 1 patient in each group had a medication dose change; and 1 patient in the mobile app arm added a new medication to their regimen.

Discussion

Principal Findings

The results of this pilot study suggest that the Pathway mobile app may facilitate the systematic use of measurement-based care in MDD management, which can enhance shared decision-making and patient-provider communication, with improved medication adherence and treatment outcomes [10]. The small sample size of this study prevents interpretation based on individual characteristics; however, a larger implementation study is underway (NCT04891224) [25]. Patients in the mobile app arm exhibited a greater change in patient activation (PAM-13) from baseline, with a 10.5-point increase over 18 weeks; this was numerically better than that observed for the usual care arm, although these differences were not statistically significant. The PAM-13 is scored on a scale from 0 to 100, and PAM-13 results are categorized into 4 levels of patient activation: level 1 (0-47.0), which suggests that patients may not yet understand that their role is important; level 2 (47.1-55.1), which indicates that patients lack the confidence or knowledge to take action; level 3 (55.2-72.4), which suggests that patients are beginning to engage in recommended health behaviors; and level 4 (72.5-100), which indicates that patients are proactive about health and engage in many recommended health behaviors [26].

In this study, the mean PAM-13 scores suggested that patients in the app arm, on average, moved from PAM-13 level 3 (58.2) to level 4 (74.2) at the end of the primary follow-up period, whereas patients in the usual care group, on average, started and remained at level 3. A cross-sectional study of patients visiting a primary care clinic reported that every 10-point increase in the PAM-13 score was associated with a 1% reduction in the predicted probability of having an ED visit or being obese and a 1% increase in the predicted probability of having clinical indicators (eg, hemoglobin A1c) in the normal range [22]. Taken together, these results may suggest that patients who used the app have a slightly greater likelihood of engaging in proactive health behaviors. In addition, the increase in patient-provider engagement (as measured by the PPES-7 score) noted for both arms may further increase this likelihood by helping patients and clinicians make better care decisions, thus improving the ability of patients to effectively manage their own care [27].

The severity of depression, quality of life, and subjective cognitive symptoms improved in both arms, with no statistically significant differences between groups from baseline to week 18. Although not statistically significant, a trend toward improvement in depressive symptoms (PHQ-9) was observed among the patients in the app arm. Patient-provider engagement also showed small improvements in both arms. These results suggest that a larger study is warranted to determine whether the use of the app is associated with a clinically meaningful improvement in the symptoms of depression or patient-provider engagement.

At year 1, greater improvement in patient activation (PAM-13; P=.04) and quality of life (WHO-5; P=.02) was observed for patients in the mobile app arm than in the usual care arm, indicating that the app was associated with a long-term impact on patient activation that was sustained for at least 34 weeks after the app was discontinued. Small improvements were observed in both treatment arms with regard to patient-provider engagement (PPES-7) from baseline to week 52. It is possible that the reported improvement at year 1 among patients who completed the 1-year trial may be influenced by attrition bias. However, patients who were lost to follow-up were similar in most baseline characteristics to those who completed the study although they did have higher PHQ-9 scores at baseline and were more likely to have received education beyond high school. The similarity between the populations that completed the study and those that were lost to follow-up suggests that the year 1 results may be generalizable to the original study population.

Moreover, although the overall number of medication changes was similar in both groups at 52 weeks, 2 switches occurred in the app group before the week 18 assessment, with no observed switches in the usual care group that time frame. In addition, the number of outpatient visits (overall and PCP visits) was greater for patients in the usual care arm than for those in the app arm. These examples may suggest that the app, through improved patient-provider communication, allowed for a more rapid response to changes in patient status while reducing the burden of in-person office visits.

Several systematic reviews and meta-analyses have shown that the use of digital mental health interventions such as apps can aid in the reduction of depressive symptoms, with larger effects seen in patients with more severe symptoms [28,29]. In addition, a randomized clinical trial of a mobile intervention app–based platform, IntelliCare, in primary care patients positive for depression or anxiety demonstrated a greater reduction in symptoms, with sustained changes over a 2-month follow-up period compared with participants in the control arm [30]. Furthermore, a pilot study in 23 women with postpartum depression demonstrated that the enhancement of clinical care with ecological momentary assessment using a wearable device to track daily symptoms, depression, anxiety, and maternal functioning was found to be clinically useful by both study participants and the study clinician [31]. In this study, the digitally enabled care pathway showed sustained effects for up to 1 year (34 weeks after the mobile app intervention was
discontinued) on patient-provider engagement, clinical symptoms, quality of life, and resource use. These results confirm the findings of previous studies that demonstrated that app use in patients with MDD and other chronic conditions can have a positive effect on patient adherence, symptoms of depression and anxiety, and patient engagement with therapeutic interventions [13,28-33]. In summary, digital mental health interventions to support clinical decisions and empower shared decision-making may confer solutions to existing barriers and high discontinuation rates observed in psychotherapy.

Although the app users used the app for only 18 weeks, the 34-week follow-up period enabled us to determine whether the benefits of the app were sustainable. The length of the follow-up period is unique in the field of mobile health research on MDD. In fact, a recent review of the effectiveness of apps targeting patients with MDD identified 18 studies evaluating their impact on depression [16], and none of the studies was for >4 months in duration.

Two important strengths of our pilot study were its randomized controlled study design and the long-term 1-year follow-up period. Another strength was that the app was developed and piloted in collaboration with end users in the health care team and cocreated with patient end users. Research has demonstrated that the effectiveness of digital technology resources can depend on the extent to which end users are included as active participants in their design [18]. Moreover, approximately 60% of the study population was Hispanic, non-Hispanic Black, or multiracial, suggesting that the patients included in the study were largely representative of the racial and ethnic diversity observed in the US population.

Limitations and Future Directions

Potential limitations of the study included its small sample size, which limited our ability to identify statistically significant differences between groups, and the relatively short duration of app use although we were able to maintain follow-up with nearly half of the study’s participants after they discontinued its use. In addition, although patients and providers generally expressed high satisfaction with the app and interest in its features, both groups received limited education on how to use the app or its associated reports. The provision of additional education about the functionality and reporting features of the app might help increase patient-provider engagement and lead to improvements in the overall management of MDD.

Embedding the reporting feature into the EMR rather than it being a stand-alone report might also improve the ability of PCPs to make real-time decisions about treatment. Additional work on the Pathway platform informed by the results of this study will help integrate the digitally enabled MDD care pathway into the current AAH system by assessing process and workflow improvements, clinician-patient experiences, collaborative care model enhancements, EMR integration, and efficiencies with other platforms.

Our study data and qualitative insights informed the design of a real-world, prospective, interventional study of the app currently underway at AAH, designed to test the scaling and integration of the Pathway platform, along with educational interventions, at multiple primary care sites (Clinical Trials.gov NCT04891224). The goal of this study was to determine whether the use of the app can improve adherence to measurement-based care practices in primary care to help improve outcomes for patients with MDD.

Conclusions

This pilot study demonstrated that patients with MDD will engage with a mobile app designed to track treatment and disease progression and that health care providers will use the data generated as part of their assessment to inform care. The study results demonstrate that it is feasible to conduct an innovative app intervention in this diverse patient population with moderate to moderately severe depression. Introducing a customized, cocreated patient app into the care pathway can provide both patients and clinicians with greater details and trend data related to the disease state outside the traditional in-person visit. Enhanced use of patient-reported data within real-world health care settings can help support measurement-based care practices by making patient self-reported data and summaries of the data easy to interpret and easy to access within existing EMR instances. Although the sample size was small for the long-term follow-up phase of the study, the results of this feasibility study suggest that this digitally enabled MDD clinical care pathway approach may support shared decision-making and help provide sustainable benefits over at least 1 year. The impact of the app on patient activation and MDD management will be further explored in a larger prospective study of its real-world use in patients with MDD.
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Abstract

Background: Adolescents with cerebral palsy (CP) who have mobility limitations have almost no access to inexpensive and enjoyable home-based programs that can be disseminated on a large scale to help them independently manage their health through participation in leisure-time physical activity (LTPA).

Objective: The primary aim of this study was to determine the preliminary efficacy of the early adoption phase of an adult Movement-to-Music (M2M) program with behavioral telecoaching for increasing LTPA and activity participation compared with a waitlist control group in adolescents with CP. The secondary aim was to explore the effects of the program on perceived levels of pain and fatigue. The tertiary aim was to qualitatively evaluate the factors that influenced adherence and develop a theory that would inform the development of a more targeted M2M telehealth program for this group.

Methods: This randomized controlled trial piloted a 4-week M2M program with weekly behavioral telecoaching among 58 adolescents with CP who walked or used wheelchairs. The participants were randomized into one of 2 groups: M2M or control, which maintained their daily activities. M2M included videos that participants were asked to complete 3 times each week at home (asynchronous training). Adherence to video minutes was objectively measured using cloud-based analytics. Changes in activity and LTPA participation were measured before and after the intervention using the Children’s Assessment of Participation and Enjoyment total domain scores and active physical recreation domain scores, respectively. Perceived pain and fatigue were measured using the National Institutes of Health Neuro-QoL short forms. The changes in scores were compared between the groups using analysis of covariance. A grounded theory approach was used to analyze one-on-one interviews, coaching notes, and feedback surveys.

Results: A total of 58 people were enrolled, of which 49 (84%) completed the primary outcome follow-up assessment. The mean adherence to the prescribed exercise video minutes across all 4 weeks was 68%, starting from 90% in week 1 and gradually declining to 43% in week 4. Mean adherence to coaching calls was 91%. Analysis of covariance revealed a statistically significant difference between the pre- to postchange scores for Children’s Assessment of Participation and Enjoyment Active Physical Recreation–Intensity domain scores in favor of the intervention group ($F_{1,47}=8.76; P=.005; effect size=0.17$, also known as volume
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of LTPA). The qualitative findings highlighted 5 critical factors that influenced participants’ adherence to the program: caregiver support, video elements, suitable exercises, music, and behavioral coaching.

Conclusions: This project determined that adolescents with CP responded well to an M2M telehealth program that could enhance their LTPA levels. This paper describes a theory in which adherence to a telehealth LTPA program can be optimized through functional and age-specific modifications for adolescents with CP.

Trial Registration: ClinicalTrials.gov NCT04264390; https://clinicaltrials.gov/ct2/show/NCT04264390

(JMIR Form Res 2022;6(10):e36049) doi:10.2196/36049
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Introduction

Background
Cerebral palsy (CP) is a common motor disorder in childhood [1] and “describes a group of permanent disorders of the development of movement and posture, causing activity limitations that are attributed to nonprogressive disturbances that occurred in the developing fetal or infant brain” [2,3]. Adolescence is a critical period for health professionals to engage youth with CP in regular leisure-time physical activities (LTPAs). LTPA is defined as energy expenditure from sports, conditioning, exercise, household tasks, and other daily activities [4]. Reports have indicated that young people with CP have alarming low rates of LTPA, far exceeding those observed among typically developing young people [5,6]. The coronavirus pandemic has further reduced participation in LTPA among youth with CP [7]. However, physically active youth with CP are more likely to live healthy active lifestyles as adults [6], which has important consequences for healthy aging with CP.

Previous studies have suggested that LTPA interventions can improve gross motor function [8], reduce morbidity risk [9], and potentially assist in the management of secondary conditions, such as pain and fatigue [10,11]. Participation in LTPA is further supported by over 3 decades of published clinical studies that reported benefits to physical fitness and well-being in children with CP [8,12-15]. Collectively, these findings demonstrate a gap between successful clinically tested programs and those that impact larger populations within the community. Thus, there is a need to identify programs that can easily be translated beyond clinical and research-supported settings to reach larger populations of people with CP.

Clinical LTPA studies targeting youth with disabilities are often not designed to be translated into the home or community and therefore fall short of reaching larger populations [16]. Owing to the inability to reach and include large sample sizes within randomized controlled trials (RCTs), there is little high-quality evidence (meta-analyses) that confirms the effects of LTPA interventions in CP [8]. Moreover, interventions typically prescribe programs that are supervised and delivered on-site at a fitness or clinical facility and often include only ambulatory individuals (ie, studies often exclude people who use wheelchairs) [8,17-19]. Achieving LTPA guidelines is far more difficult for people with CP who may use wheelchairs or have difficulty walking for long periods, regardless of whether general guidelines [20] or CP-specific guidelines [15] are used. In addition, there are often geographical, environmental (eg, lack of transportation), or economic (eg, cannot afford a fitness membership or one-on-one supervision by a therapist) reasons for isolation from participating in on-site LTPA programs at local facilities or clinics [21,22]. Therefore, there is an urgent need to translate successful clinical exercise studies into more widely available exercise programs that target underserved and physically inactive adolescents with CP who have mobility limitations.

Home-based exercise programs that incorporate “virtual” behavioral coaching through videoconferencing (telecoaching) are a desirable approach for people with disabilities who may not have convenient access to other means of exercise. The advantages of a telehealth approach over usual care include increased social support, quality of care, cost-effectiveness, and access to services [23]. These advantages have made telehealth an instrumental part of health services since the onset of the COVID-19 pandemic [24]. According to the supportive accountability theory [25], programs that use telehealth technology can foster strong adherence by overcoming barriers to on-site health services and promoting strong relationships with health professionals. Telehealth with behavioral coaching explains the success of 2 of the largest exercise trials for youth with disabilities [26,27], which reached sample sizes of 101 and 92 by incorporating telehealth technology to reduce the burden on both the participant and the LTPA trainer. The average sample size for the LTPA trials among youth with disabilities is 27 people [16].

To develop and implement large-scale trials for adolescents with CP, lessons can be learned from the adult literature, which has been more successful in reaching larger study samples. One ongoing telehealth trial is testing the effectiveness of a novel Movement-to-Music (M2M) video program that includes more than 400 adults with physical disabilities (NCT03024320). M2M is a 12-week program that incorporates 83 enjoyable movement routines accompanied by music to improve cardiovascular capacity, muscular strength and endurance, and range of motion. M2M combines elements of music with health-enhancing exercises, which may improve attention, communication, brain plasticity [28,29], and functional outcomes [29]. Evidence supports the efficacy of M2M in enhancing functional mobility (the Timed Up and Go and 6-Minute Walk Test) among adults with multiple sclerosis [30]. Although M2M is primarily implemented through telehealth channels, M2M was originally modified and scaled up from an on-site program that was...
delivered at a state-of-the-art exercise facility for people with disabilities (Lakeshore Foundation).

To date, there is no evidence-based program that can be easily disseminated by health professionals across multiple sites and settings to promote LTPA among adolescents with CP who have mobility limitations. A low-cost M2M program has the potential to address this need, but it has not been tested among children with disabilities.

**Objectives**

The purpose of this study was to examine the preliminary efficacy of a youth-based adapted M2M intervention for increasing both activity and LTPA participation among adolescents with CP, compared with a 4-week waitlist control (WC) group. A secondary purpose was to explore the potential effects of the program on the levels of perceived pain and fatigue, which are 2 important secondary conditions that can likely be improved through LTPA participation. A tertiary aim was to qualitatively evaluate the critical factors that influenced adherence and to develop a theory that would inform the development of a more targeted M2M telehealth program for CP. The original M2M program included movement exercises for a larger, more general population of adults with physical disabilities.

To determine whether M2M requires specific modifications for adolescents with CP, this study aimed to address the following research question: Can the early adoption phase of an adult-based program increase physical activity, LTPA, pain, and fatigue levels among adolescents with CP? Given that the intervention included exercise videos and behavioral coaching aimed at increasing community activity, we hypothesized that participants in M2M would increase their levels of LTPA and activity after the intervention compared with WC participants.

**Methods**

**Study Design and RCT Considerations**

This study was a parallel-arm pilot RCT (immediate M2M intervention group vs WC group). The person entering the data was blinded to group allocation. Randomization was performed by the project statistician, who was not involved in recruitment or intervention. This trial was registered a priori as a clinical trial (NCT04264390). The trial was conducted from February 2020 to September 2021 during the COVID-19 pandemic. Owing to COVID-19 university-related delays, the length of the intervention was shortened to 4 months from the originally proposed 8 months before conducting the trial (approved by the study sponsor). In accordance with the National Institutes of Health Stages of Intervention Development, this study was a stage 1 trial. The trial focused on testing a new behavioral intervention in a pilot test and testing implementation issues that assist in the development of training materials for a larger trial. This study also included a preliminary examination of outcomes that will provide estimates of efficacy for a larger trial.

**Recruitment**

Participants were recruited via telephone through medical and billing records and physician referrals from a Children’s Hospital. Recruitment was conducted between September 2020 and September 2021. The eligibility criteria included (1) a diagnosis of CP as determined by the International Classification of Disease codes from electronic medical records, (2) the ability to exercise with arms because most of the movements include arm exercises, (3) aged between 10 and 19 years (adolescent age range, as defined by the World Health Organization) [31], (4) access to a Wi-Fi internet connection at home, and (5) ability to use a device capable of viewing internet video content (television, computer tablet, laptop computer, or desktop computer). The exclusion criteria were as follows: (1) physically active (defined as >60 minutes per day of moderate to vigorous intensity exercise in a typical week) [32] and (2) complete blindness or deafness.

**Assessment Procedures**

Screening, recruitment, and data collection were remotely performed. This was performed to bypass the need for transportation. Transportation to a facility deters a substantial proportion of people from participating (even for data collection) [33,34]. The assessment procedures were as follows. First, prospective participants were prescreened for age and disability type based on medical and billing records. Second, the child, adult, or caregiver was contacted to confirm their interest and eligibility. Third, prospective participants completed the assessments. They had 2 options to complete the assessments: (1) physically mailed documents that were in a large envelope containing the informed consent document and all outcome measures or questionnaires or (2) signature of a digital consent document through a secure web database REDCap (Research Electronic Data Capture; Vanderbilt University) and completion of the questionnaires through phone calls with the research staff. Children were instructed to complete the questionnaires with the assistance of a caregiver. Fourth, once consent documents were signed, participants were randomized to either the intervention or control group. After the 4-week intervention or wait period, participants in both the intervention and control groups completed a second set of questionnaires using the same option as they had done at baseline.

In addition, at the end of the 4-week intervention, all participants provided written feedback on an open-response survey asking questions related to likes, dislikes, and recommendations to improve the program. They were also provided with the option of participating in a one-on-one phone call or Zoom (Zoom Communications) semistructured interview with the principal investigator (PI). The interviews included questions related to general perceptions of the program, likes and dislikes, preferences for music and exercises, factors that affected attendance, and recommendations to improve the program. The interviews lasted no longer than 45 minutes. The participants were given US $20 to complete the interviews. The interviews were audio recorded and transcribed for analysis.
Randomization

After baseline assessments were completed and returned, the recruiting staff contacted the project statistician to determine the participants’ allocation to a group. Participants were randomized into 1 of 2 groups (M2M or WC) with a 1:1 allocation ratio using a permuted block randomization approach. Participants were stratified based on their functional level into either a standing (Gross Motor Function Classification System [GMFCS] levels I-III) or a seated M2M program (GMFCS levels IV-V). The randomization sequence was generated prior to the project statistician using a computer-generated random schedule in permuted blocks (SAS, version 9.4; SAS Institute). Only the statistician knew the randomization sequence (the recruitment staff, investigators, and interventionists were blinded to the randomization order), and the statistician was not involved in any other part of the intervention or recruitment process. Given the nature of the intervention and control, it was not possible to blind the participants or telecoach during the intervention.

Intervention Procedures

Overview

If randomized to the M2M group, the participants were mailed the intervention equipment and instructions. Participants randomized to the WC group received the intervention after a 4-week wait period, during which they continued their normal daily activities or therapies. The participants were given US $45 for completing the questionnaires.

Home-Based M2M Intervention

M2M incorporated a variety of music-oriented movement routines, which were accompanied by music, to improve cardiovascular capacity, muscular strength and endurance, range of motion, and general physical function. This M2M intervention included the early adoption phase (first 4 weeks) of a larger 12-week M2M program for adults (5R01HD085186-02) [35]. M2M includes three types of video levels that are given to participants based on their GMFCS level and functional ability: (1) videos with arm and leg exercises (level 1, designated for GMFCS levels I-II), (2) videos with only arm exercises (level 2, designated for GMFCS levels III-V or wheelchair users), and (3) videos with arm and leg exercises for one side of the body (level 3, GMFCS levels I-III with weakness or movement limitation on one side of the body, ie, hemiparesis). GMFCS levels were determined during the screening call using the expanded and revised version of the GMFCS (GMFCS-E&R) [36]. Specifically, parents were verbally guided through either the GMFCS-E&R for children aged 6 to 12 years or the GMFCS-E&R for children aged 12 to 19 years [36].

The present intervention included compilations of M2M videos organized into weekly playlists. Participants were instructed to complete all videos within their playlist 3 times per week on nonconsecutive days. In week 1, the prescription generally included a total of 48 minutes of video time, which included a mixed range of motion exercise routines with guided instructions. In weeks 2 and 3, the patients were prescribed 70 minutes of video time. Week 2 included 2 mixed range of motion and muscle strengthening routines. Week 3 included 2 range of motion routines and 1 strengthening routine. In week 4, participants were prescribed 100 minutes of video time, which included 2 range of motion exercise routines, one for strength, and one for cardiovascular exercise. A new movement routine was introduced each week in a video taught by an adult instructor. The following week, the instructional video was removed and replaced with another video, which was demonstrated by an adult actor with a disability, who guided the participants through the routine. The videos have been described in detail elsewhere [35]. The music incorporated into the videos was noncopyrighted. Songs with relaxing tones and slower tempos were selected for the range of motion. Songs with faster tempos were chosen for muscle strengthening and cardiovascular exercises. If participants had difficulty using the videos prescribed, the research staff replaced them with videos that were more suitable for their functional mobility level. For example, if a participant had difficulty with the arm or leg movements from video level 1, videos in their program could be added from videos of level 2 (arm exercise only) or level 3 (exercise with one side of the body), as appropriate. The intervention doses per program level are displayed in terms of frequency, intensity, time, and type (Table 1). The participants were mailed adjustable wrist weights for the strength exercise videos. Participants were instructed to call the lead investigator immediately if they had any concerns regarding safety or had experienced any condition or injury resulting from the intervention.

This intervention used consumer-available equipment and software that could be readily replicated by other interventionists. All M2M videos were stored on a free, secure, publicly available, cloud-based video sharing service (YouTube). The YouTube account was set to “private”: only users to whom the PI gave access could watch the videos. A telecoach monitored participant adherence using the YouTube Analytics web application. YouTube Analytics automatically records watch time, type of device used to stream content, audience retention, location, date or time frame, devices, likes and dislikes, and user comments.

To access the videos on YouTube, participants were allowed to use laptop computer, desktop computer, tablet, mobile phone, or television. To increase the consistency of how the videos were watched, all participants were provided with a Google Chromecast device so that they could stream the videos to their home television, and this was the method that participants were encouraged to use. Chromecast is a low-cost device that allows users to stream content from another computer device (eg, smartphone) onto the television, and it can be purchased from most major retailers. No changes were made to the equipment or the web-based protocol throughout the intervention period.
Table 1. Intervention dose.

<table>
<thead>
<tr>
<th>Level 1 (standing)</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Intensity</td>
<td>Low</td>
<td>Low</td>
<td>Low to moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Time (mm:ss)</td>
<td>16:20</td>
<td>25:05</td>
<td>21:08</td>
<td>33:17</td>
</tr>
<tr>
<td>Type (video, mm:ss)</td>
<td>ROM I (part, 04:55); ROM II (Instr b, 20:10)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 11:17)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 05:05); STR c (Instr, 11:27)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 05:05); CV d (Instr, 19:37)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level 2 (seated)</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Intensity</td>
<td>Low</td>
<td>Low</td>
<td>Low to moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Time (mm:ss)</td>
<td>16:20</td>
<td>23:43</td>
<td>21:59</td>
<td>33:08</td>
</tr>
<tr>
<td>Type (video, mm:ss)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 18:48)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 11:58)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 05:05); STR (Instr, 11:27)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 05:05); CV (Instr, 19:33)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level 3 (hemiparesis)</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Intensity</td>
<td>Low</td>
<td>Low</td>
<td>Low to moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Time (mm:ss)</td>
<td>15:50</td>
<td>21:26</td>
<td>21:28</td>
<td>30:13</td>
</tr>
<tr>
<td>Type (video, mm:ss)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 16:33)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 11:27)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 05:05); STR (Instr, 16:32)</td>
<td>ROM I (part, 04:55); ROM II (Instr, 05:05); CV (Instr, 16:32)</td>
</tr>
</tbody>
</table>

In addition to the M2M program, the intervention included behavioral coaching calls with a telecoach using the Zoom videoconference software. The participants received a total of 4 coaching calls (1 per week). Each coaching call (phone or videoconference) lasted approximately 20 minutes. Caregivers were instructed to support their children during the coaching call, considering that parental knowledge plays a significant role in determining the extent to which adolescents participate in LTPA [22,37]. Parental awareness of the benefits of LTPA, a positive attitude, and perseverance in exploring LTPA options have been identified as facilitators of LTPA behavior [37]. Parental barriers include beliefs that LTPA and sport are unimportant, concerns about the adolescent fitting in with typically developing children, and difficulties with watching the child struggle in competitive sports [37]. A caregiver was encouraged to attend coaching calls with the adolescent participant. The participant was permitted to attend the call without a caregiver in the room, but a caregiver had to be present in the home throughout the duration of the call.

The goal of the coaching calls was to enhance adherence to exercise videos and promote general LTPA and activities within the community. The calls included behavior change techniques framed within the social cognitive theory [38]. Specific strategies included confidence building, goal setting (specific, measurable, attainable, realistic, and timely goals), planned steps toward achieving the goals, instructions on proper movement techniques to increase mastery, discussions on methods to overcome barriers to participation, resolving questions related to exercise, and discussing realistic benefits that can be obtained from exercise (review recent systematic reviews of exercise for CP). The coaching call procedures are described in Multimedia Appendix 1. Coaching sessions were conducted by 2 research staff. The lead telecoach (BL) had a research background in adapted LTPA and behavioral coaching through tele-exercise for people with disabilities, in addition to 10 years of hands-on experience in exercise training for various disability groups. The assistant telecoach was a physical medicine and rehabilitation resident physician at the Children’s, who was instructed by the lead telecoach. Together, the telecoaches reviewed the procedures biweekly to maintain coaching fidelity. The telecoaches took written notes on an Excel sheet, which was archived on the university’s secure BOX server.

**WC Participants**

Participants in the WC group were instructed to maintain their usual activities for 4 weeks. After completing this period of nonintervention, the WC participants received the M2M intervention.
Summary of Qualitative Procedures
The summary of qualitative procedures is as follows:

1. The participants who completed the intervention were asked to participate in an interview to provide feedback on how to improve the program.
2. Interested participants were scheduled for a 45-minute phone or Zoom call (participant preference).
3. The interviews were conducted by the PI, who asked 10 questions related to general perceptions of the program, likes and dislikes, preferences for music and exercises, factors that affected attendance, and recommendations to improve the program.
4. The interview was audio recorded and transcribed by a third-party company.
5. Transcriptions were double-checked for accuracy.
6. Data were coded (see the Aim 3 Analysis section).
7. A theory was created based on coding results.
8. Participants were mailed an electronic debit card for completing the interview.

Measures or Assessments
The study outcomes were assessed using questionnaires. If the participants were unable to complete the questionnaires independently, they were permitted to assist their children.

Aim 1: Primary Outcome Measures
The primary outcome was pre- to postchanges in LTPA after the 4-week M2M intervention. At weeks 0 and 4, LTPA was measured using the Children’s Assessment of Participation and Enjoyment (CAPE) [39]. CAPE is used to document changes in everyday activities. CAPE provides three levels of scoring: (1) overall participation scores, (2) domain scores that reflect participation in formal and informal activities, and (3) scores that reflect participation in 5 types of activities (active physical recreation and social, skill-based, and self-improvement activities). We aimed to compare pre- and postchanges in active physical recreation activity (a measure of LTPA) and the overall total CAPE score (a measure of activity) between the study groups. Systematic reviews have reported that CAPE has adequate evidence of validity (construct and content) and reliability (internal consistency, intrarater reliability, and test-retest reliability) to support its use among adolescents with CP [40,41].

Aim 2: Potential Effects on Pain and Fatigue
The secondary aim of this study was to explore the potential effects of the program on perceived pain and fatigue. Perceived pain and fatigue were measured using the National Institutes of Health Neuro-QoL Pediatric Pain and Fatigue short forms [42]. The Neuro-QoL, pediatric assessments are a set of health-related quality of life instruments designed to be used for children and adolescents (aged 8-17 years) with neurological conditions or disorders [43]. The psychometric properties of the Neuro-QoL measures have been tested in a variety of clinical populations but not in CP. The rationale for examining pain and fatigue was that treatments for managing these conditions have been identified as a top research priority by CP stakeholders [44]. The Neuro-QoL Pain short form includes 8 questions pertaining to perceived pain level in the past 7 days. Questions probe perceived pain intensity, frequency, pain location, pain presence, and how pain affects lifestyle activities. The fatigue short form includes 8 questions pertaining to fatigue presence and how fatigue levels affected lifestyle activities and mood in the past 7 days. A higher score indicates a lower level of pain and fatigue.

Aim 3: Theory Generation to Inform Future Telehealth LTPA Programs
The grounded theory framework by Charmaz [45] underpins the qualitative component of this study. This method posits that theories are constructed “through our past and present involvements and interactions with people, perspectives, and research practices.” Thus, all study components were guided by the following philosophical assumptions: a critical realism ontological perspective (ie, there is a singular reality that can be understood through subjective perceptions or experiences of events that are linked with reality) [46] and an interpretivism epistemological perspective (ie, knowledge is socially constructed by both the participant and researcher) [47]. In other words, participants recalled reality when thinking about the questions in relation to their past experiences, and this reality was influenced by the interaction of the interviewer, caregiver, and participant. The theory was informed by 3 sets of data: the one-on-one postintervention interviews, the postprogram feedback survey, and notes taken by the 2 telecoaches after each behavioral coaching call.

Ethical Considerations
The study protocol was approved by the University Institutional Review Board for Human Use at the University of Alabama at Birmingham (300004608). Approval was obtained from the university institutional review board before starting the study. Written informed consent was obtained from all participants or their caregivers before enrollment.

Statistical Analysis
Overview
Statistical significance was evaluated at a family-wise error rate of 0.05. Quality control included data double-checking as well as descriptive and graphical approaches to summarize the baseline characteristics of all key variables, followed by independent 2-tailed t tests and chi-square statistics to assess baseline group differences. All data were double-checked for their accuracy.

Power
A power estimate calculation determined that a sample size of 54 was needed to detect a group difference, given the following variables: significance level of 0.05, Cohen d of 0.75, and power of 80%. The calculation was based on data obtained from an RCT of exercise for children and adolescents with CP that used the same measure for LTPA participation (CAPE) [48]. Although the duration of the intervention was longer than that in this study, the team decided that the intervention and measures were most relevant compared with other randomized trials [19].
Primary Analysis

We examined the effects of the intervention versus control condition on pre- to postchanges in LTPA (CAPE total scores, domain scores, and CAPE Active Physical Recreation [CAPE-APR] domain scores) using analysis of covariance (ANCOVA) based on the univariate F-statistic (conditions: intervention and control, change score, and baseline variable data as the covariate). ANCOVA has been found to be valuable as an effective and nonbiased method of analyzing pre- to postchange scores [49], and it has the smallest variance, highest power, and nominal 95% CI coverage compared with ANOVA and linear mixed models [49,50]. This method was also used to compare group differences between pre- and postintervention changes in secondary outcomes. If ANCOVA assumptions were not met, 2-tailed t tests were conducted.

Tertiary Qualitative Analysis

Audio transcriptions, participant feedback surveys, and telecoach notes were considered qualitative data that were analyzed using a grounded theory approach. The coding process included 3 phases: generation of (1) initial codes (ie, phrases that represent lines of text), (2) focused codes (ie, phrases that represent one or more initial codes), and (3) conceptual categories (ie, higher-order phrases that represent one or more focused codes) [45]. Conceptual categories and codes were arranged into a conceptual map (substantive theory) to address the study objectives. This process has been described in detail elsewhere [51]. The 2 analysts were the telecoaches. The lead analyst was a qualitative researcher with experience conducting more than 350 interviews for people with disabilities. The second analyst, a medical resident, was trained by the analyst.

Table 2. Participant characteristics (n=49).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>14 (3)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>25 (51)</td>
</tr>
<tr>
<td>Female</td>
<td>24 (49)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>30 (61)</td>
</tr>
<tr>
<td>Black</td>
<td>17 (35)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Gross Motor Function Classification System level I-V, n (%)</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>7 (14)</td>
</tr>
<tr>
<td>II</td>
<td>16 (33)</td>
</tr>
<tr>
<td>III</td>
<td>6 (12)</td>
</tr>
<tr>
<td>VI</td>
<td>11 (22)</td>
</tr>
<tr>
<td>V</td>
<td>9 (18)</td>
</tr>
</tbody>
</table>

Data Exclusion

Data from participants who did not complete the postintervention assessments were excluded from the analyses.

Results

Quantitative Results

Overview

The participant characteristics are presented in Table 2. Detailed recruitment and enrollment information is displayed in a CONSORT (Consolidated Standards of Reporting Trials) diagram (Multimedia Appendix 2). Of the 521 people contacted, 82 (15.7%) were assessed for eligibility, 58 (11.1%) were enrolled, 51 (9.8%) completed the intervention, and 49 (9.4%) completed the intervention and assessments and were included in the analyses. A total of 4 participants did not want to complete the pain and fatigue measures because they felt overburdened by the assessments and the paperwork. At baseline, there were no statistically significant differences between the groups in terms of study outcomes or characteristics (all P>.05).

The mean adherence to the prescribed exercise video minutes across all 4 weeks of the program was 68% (all 49 people, immediate start and control). The mean adherence to the videos was 90% (44/49 minutes) in week 1, 83% (56/68 minutes) in week 2, and 69% (45/65 minutes) and 43% (40/95 minutes) in weeks 3 and week 4, respectively. Adherence to coaching calls was 98% in week 1, 90% in week 2, and 90% and 86% in weeks 3 and 4, respectively. No adverse events (eg, accidents, injuries, or conditions related to the intervention) were reported by the participants.
Aim 1 and 2 Outcomes

The pre- to postchanges in outcomes between the groups are displayed in Table 3 for outcome variables. ANCOVA revealed statistically significant between-group differences in pre- to postchange scores for CAPE-Intensity ($F_{1,47} = 5.63; P = .02; \text{effect size}=0.11$; also known as volume of activity) and CAPE-APR–Intensity ($F_{1,47} = 8.76; P = .005; \text{effect size}=0.17$; also known as volume of LTPA). The estimated marginal means revealed that these were small changes in favor of the intervention group. Interpretation of CIs revealed that changes in activity intensity could be classified as minimal to no changes because 0 was included within the CI [52]. There were no statistically significant group differences in overall CAPE score or CAPE-APR–Diversity, –With Whom, -Where, or -Enjoyment scores (all $P > .05$). There were no statistically significant group differences in the pain or fatigue raw scores (all $P > .05$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>WC change in score, mean (SD; CI)</th>
<th>WC M2M (n=26), n (%)</th>
<th>WC M2M (n=23), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAPE-Diversity</td>
<td>−0.43 (3.59; −2.0 to 1.47)</td>
<td>23 (47)</td>
<td>0.19 (4.72; −1.59 to 1.67)</td>
</tr>
<tr>
<td>CAPE-Intensity</td>
<td>0.10 (0.31$^d$, −0.06 to 0.26)</td>
<td>23 (47)</td>
<td>−0.16 (0.43$^d$, −0.31 to −0.01)</td>
</tr>
<tr>
<td>CAPE–With Whom</td>
<td>0.02 (0.41; −0.18 to 0.23)</td>
<td>23 (47)</td>
<td>−0.05 (0.66; −0.24 to 0.14)</td>
</tr>
<tr>
<td>CAPE–Where</td>
<td>−0.03 (0.52; −0.20 to 0.19)</td>
<td>23 (47)</td>
<td>0.11 (0.42; −0.09 to 0.27)</td>
</tr>
<tr>
<td>CAPE-Enjoyment</td>
<td>−0.24 (0.99; −0.54 to 0.06)</td>
<td>23 (47)</td>
<td>−0.05 (0.44; −0.33 to 0.23)</td>
</tr>
<tr>
<td>CAPE-APR–Diversity</td>
<td>0.35 (1.56; −0.32 to 1.02)</td>
<td>23 (47)</td>
<td>−0.15 (1.05; −0.57 to 0.27)</td>
</tr>
<tr>
<td>CAPE-APR–Intensity</td>
<td>0.35 (0.62$^d$, 0.11 to 0.58)</td>
<td>23 (47)</td>
<td>−0.18 (0.54$^d$, −0.4 to 0.04)</td>
</tr>
<tr>
<td>CAPE-APR–With Whom</td>
<td>0.03 (1.15; −0.69 to 0.6)</td>
<td>23 (47)</td>
<td>0.48 (1.74; −0.11 to 1.07)</td>
</tr>
<tr>
<td>CAPE-APR–Where</td>
<td>−0.03 (1.23; −0.66 to 0.64)</td>
<td>23 (47)</td>
<td>0.54 (1.75; −0.1 to 1.13)</td>
</tr>
<tr>
<td>CAPE-APR–Enjoyment</td>
<td>−0.10 (1.43; −0.66 to 0.44)</td>
<td>23 (47)</td>
<td>0.02 (1.18; −0.49 to 0.53)</td>
</tr>
<tr>
<td>Pain</td>
<td>2.48 (5.86; 0.3 to 6.43)</td>
<td>21 (46)</td>
<td>−0.44 (7.5; −0.64 to 5.32)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>−0.09 (7.9; −2.55 to 2.79)</td>
<td>21 (46)</td>
<td>0.03 (4.68; −0.48 to 0.25)</td>
</tr>
</tbody>
</table>

aM2M: Movement-to-Music.
bWC: waitlist control.
cCAPE: Children’s Assessment of Participation and Enjoyment.
dSignificant difference at $\alpha$ level .05.
eCAPE-APR: Children’s Assessment of Participation and Enjoyment Active Physical Recreation.

Qualitative Results

Overview

A total of 28 people who completed the intervention also completed the interviews, and we chose to halt the interviews at this sample size because the conceptual categories appeared saturated (ie, the data analysts felt confident that the conceptual categories were adequately represented and explored) [45,53]. The results are organized into 2 sections. The first section briefly describes the conceptual categories and codes that represent participants’ preferences for an ideal home-based telehealth LTPA program. There were 6 resultant conceptual categories that are listed in Table 4 and described in further sections. The second section elaborates on the relationships between the conceptual categories and describes a theoretical framework that can be used by interventionists and health professionals aiming to develop or implement a telehealth LTPA program for adolescents with CP.
<table>
<thead>
<tr>
<th>Conceptual categories</th>
<th>Focused code</th>
</tr>
</thead>
</table>
| Enjoyment is influenced by music, suitability of the      | • Enjoyment increases attentional focus on the videos  
| exercises, and caregiver support                          | • Music was the core influencer of video enjoyment and the decision to join the program  
|                                                            | • Caregivers participating with their child led to noticeable improvements in a child’s mood and attention to the videos  
|                                                            | • Physical assistance from a caregiver created feelings of happiness and enhanced caregiver-child bonds  
| Caregiver support increases the usability and suitability | • Caregivers are instrumental in addressing physical, cognitive, and motivational demands and can modify exercises  
| of the exercises                                          | • Caregivers are the primary method for exercise adaptations in a home-based environment  
|                                                            | • Caregiver scheduling was a direct influencer of attendance  
| Music is instrumental for joining and sustaining an       | • Participants desired music that matched the theme of the movements (tempo and movements that are performed rhythmically to the music)  
| exercise regime                                           | • Personalized music can increase enjoyment and adherence. Music need not be genre specific but should be upbeat  
|                                                            | • Music was identified as critical component of the children’s lifestyles and was incorporated in most enjoyable activities they performed.  
| Video elements influence usability and suitability of the | • Most participants appreciated and preferred short and asynchronous (video-based) home exercise program because of the convenience of fitting it into their busy schedules  
| exercises                                                 | • Exercises should be adapted to include slow verbal instructions, different body positions (eg, bed or chair), and repetitive movements. These adaptations will help accommodate cognitive needs in the presence of intellectual disability (which influences the suitability of the exercises) or physical needs in the presence of impaired physical function. Doing so provides a sense of accomplishment and happiness while avoiding frustration and loss of attention  
|                                                            | • Videos should include child-appropriate themes (eg, superhero, sci-fi, western, pop dance, cartoons, and sports) and relatable actors (eg, children of similar ability and mobility as the participant or cartoon characters)  
|                                                            | • Exercises should be perceived as beneficial for range of motion or mobility  
| Behavioral coaching influences caregiver support,         | • Caregivers strongly noted that meeting with a coach created a sense of accountability that was a key factor that affected adherence to the program  
| usability, and adherence                                  | • Knowing that the program was offered by a trusted provider and created by a recognized community fitness facility for people with disabilities enhanced attendance and was a key factor in their decision to join the program  
|                                                            | • Developing a social bond with the participant and caregiver increased accountability  
|                                                            | • The coach resolved technical issues throughout the first 2 weeks of the program that had negatively impacted adherence  
|                                                            | • Participants and caregivers relied on the knowledge of the coach for guidance on the prescription (instructions at baseline were not sufficient)  

**Enjoyment Is Influenced by Music, Suitable Exercises, and Caregiver Support**

Adherence to the program was highly dependent on the children’s enjoyment of the program. Enjoyment with the program increased the child’s attentional focus on the movements and instructions within each video. High levels of enjoyment led to laughter and smiles when performing the movements, whereas low levels of enjoyment led to low levels of video minutes performed and noninterest in participation or even dropout (2 cases). The factors that contributed to enjoyment included elements of music, suitable exercises, and caregiver support.

**Caregiver Support Increases Adherence and Suitability of the Exercises**

Caregivers were a key factor in adherence and could perform supplemental adaptations that were needed for the child (in addition to those shown in the videos). Among participants with GMFCS levels IV to V, caregivers were instructed to modify the program for their child by physically assisting them through the movements. In these cases, caregivers reported that they noticed that the children became happy when the caregiver physically put their hands on them to perform fun and enjoyable movements, as opposed to care activities. Moreover, caregivers often managed the child’s exercise schedule and coaching calls, which were difficult because participants often had busy daily routines with school and care activities. In some cases, caregivers performed the videos with the child and used verbal cues and positive reinforcement to increase the child’s adherence.

**Music Is Instrumental for Joining and Sustaining an Exercise Regime**

Music was identified as a core component of both the child’s and caregiver’s interest in joining and participating in the program. Participants reported a love for music that was incorporated into their most enjoyable activities they did at...
home. Some participants loved dancing to music at home or listening to music to ease their anxiety and improve their mood. Participants expressed a variety of musical interests and noted that music aligned with their interests could enhance adherence. Some enjoyed the noncopyrighted music within the intervention, while others preferred music that aligned with their interests. However, for exercise, they reported that the music does not need to be limited to a specific genre, instead the music should coincide with the rhythm of the exercise movements (eg, an “upbeat” tempo for cardiovascular exercise). Participants strongly noted that an exercise program without a substantial musical component would not be appealing to them to participate in or perform for a prolonged period.

**Video Elements Influence Usability and Suitability of the Exercises**

Participants and caregivers reported several video elements that affected the child’s adherence. First, participants preferred short and asynchronous videos to real-time instructions (either in-person or videoconference instruction). Several participants suggested a duration <20 minutes. This was because caregivers and children had busy schedules with school, care activities, and frequent medical or therapeutic appointments or concerns. The ability to pause the videos and work at the child’s own pace was a strong advantage of asynchronous training. Second, videos were recommended to contain repetitive exercises and visual-verbal guidance to accommodate various learning and physical needs. Specifically, the fourth week of the cardiovascular exercise videos had too many transitions between exercise movements. In addition, the movements were too fast. These 2 factors were the reasons for the low video adherence at week 4. Participants also desired videos of shorter duration to accommodate short attention spans, which was the rationale for declining adherence in weeks 3 and 4. Notably, caregivers desired more program adaptations for people with GMFCS levels IV to V. In these cases, caregivers and participants desired a caregiver-child–assisted M2M program. Such a program could display a caregiver physically assisting the child throughout the movements and more appropriate exercise positions to avoid the need for transfer (eg, exercises performed in a bed, power wheelchair, or floor). For children with GMFCS levels I to III, exercises often appeared suitable and when performed successfully, provided participants with a sense of happiness and accomplishment that increased enjoyment. “Honestly, he reacted better to the videos than I anticipated...He uses a wheelchair and enjoyed them. Doing something he knows he can do. He looks forward to it” [caregiver of participant 22]. Third, participants and caregivers reported that age-appropriate themes and relatable actors could increase their interest. Actors could have a similar functional ability or be superheroes or animated characters from a show or movie. Participants desired videos based on age-appropriate themes (eg, superhero themes, pop dance themes, or sports). Fourth, exercises that were perceived as beneficial to physical function appealed to both the participants and caregivers. As stated by participant 47, “I really liked doing the exercises because I had arm surgery, and I feel like the exercises helped my arms and made me feel better.”

**Behavioral Coaching Increases Adherence Through Accountability and Support**

Both caregivers and participants reported that the program would not have adhered well without behavioral coaching support. Coaching helped in identifying movement adaptations, understanding the importance of exercise for CP, and reviewing the program structure or instructions. Most importantly, the coaching provided participants and caregivers with a sense of accountability. They felt that they had made a commitment and built a social bond with a trusted health professional, which made them want to try their best to attend the sessions. They further appreciated that a health professional was aiming to improve their child’s health outside the medical and school setting, which they felt was underserved. In addition, the coach was relied on to resolve streaming issues and provide guidance for completing the exercise prescription.

**Theory for Increasing Adherence to Telehealth LTPA Programs**

This section describes a theory that can be used by interventionists and health professionals (Figure 1) for the development and implementation of a telehealth program for adolescents with CP. The theory displays a framework that depicts linkages between conceptual categories that may lead to increased adherence to a telehealth LTPA program.
The theory posits that 3 elements influence the adherence of adolescents with CP to a telehealth LTPA program: support, video elements, and music. A successful telehealth program aimed at promoting self- or family-regulated home exercise behavior should address all 3 elements. Adherence is influenced by enjoyment, usability (ie, successful video performance), and accountability. Music is a strong factor of enjoyment and should be considered mandatory in any home-based exercise program that aims to promote sustainable exercise behavior. Enjoyment is further influenced by program elements (eg, children are happy to perform movements that match their functional ability and include age-appropriate themes and actors) and support from both the caregiver and behavioral coach.

The program elements influence adherence and usability. If an exercise is not adapted for the individual, they will not be able to perform the movement successfully and as a result, rapidly lose interest. Moreover, despite suitable exercises, if the video instructions were not presented appropriately, the exercise would not be suitable for the participants’ needs. Thus, video elements are indirectly linked to usability.

Caregiver influence was critical to participant adherence and often outweighed other factors. For example, a highly involved caregiver could increase adherence to less enjoyable music and unsuitable exercises or video elements. Behavioral coaching was critical for maintaining the caregivers and participants involved by providing a sense of accountability through performance monitoring, knowledge of benefits, and a bond with a trusted health professional or organization. This theory was underpinned by the supportive accountability theory [24]. In addition, coaching helped resolve programmatic and technological issues and helped caregivers engage in program adaptations. Thus, behavioral coaching influences adherence through accountability and indirectly through caregiver support, along with an indirect influence on adherence through program elements.

Conceptually, all 3 constructs of the theory, namely music, program elements, and support, should be addressed to enhance the likelihood that adolescents with CP adhere strongly to a telehealth LTPA trial.

**Discussion**

**Principal Findings**

Although there are efficacious on-site LTPA interventions for adolescents with CP, the effectiveness and dissemination of these interventions are low because of accessibility and expense. Recent systematic reviews have demonstrated that LTPA trials are only effective at increasing LTPA participation among ambulatory people with CP and typically include small sample sizes [16,19]. This project piloted a low-cost behavioral coaching M2M program among adolescents with CP to determine whether the telehealth program could potentially improve activity, LTPA, pain, and fatigue and whether modifications were necessary.

Quantitative findings demonstrated that the M2M program resulted in a small increase (effect size=0.17) in the volume of LTPA performed by the individual in the home setting compared with WC. This was demonstrated by a statistically significant improvement in CAPE-APR–Intensity but no improvement or difference in CAPE-APR–Diversity (types of activities), –With Who (exercising with others), –Where (exercise setting), and –Enjoyment scores. A statistically significant increase in nonsupervised LTPA behavior is meaningful, given that very few RCTs have successfully promoted the adoption of independent exercise behavior within the community [16,18,19], particularly among people with CP who have higher mobility disability. A meta-analysis by Reedman et al [18] demonstrated that behavioral interventions are efficacious in improving “habitual physical activity,” measured via steps per day, but interventions have not been effective in improving LTPA. In other words, interventions with behavioral coaching can improve step count among people who are ambulatory. However, further research is warranted into methods of promoting LTPA within the community among people who are nonambulatory. Although there was a statistically significant improvement in general activity (CAPE-Intensity), the difference was not strong enough to be termed an effect.

People with CP who use wheelchairs have largely been excluded from past LTPA interventions. A scoping review of LTPA studies reported that of the 48 RCTs including 1513 people with CP, only 16 people were reportedly included with a GMFCS level V, and 64 people with a GMFCS level IV were included [19]. In a recent report by Gross et al [44] and the Cerebral Palsy Research Network, the development and evaluation of effective methods for increasing LTPA among people who are less ambulatory have been ranked as a top research priority by a large cohort of CP stakeholders.

A strength of this study was that there was a strong representation of GMFCS levels IV and V. People with these levels were able to be included by adapting the exercise movements. Telecoaches guided caregivers to physically assist the participants with their exercises. This was done by the caregiver moving the participant’s arm while following the video. This often required several pauses by the caregiver to allow adequate time to learn a movement or adjust the participant’s position. A valuable and unexpected outcome was that the caregiver physically assisting the child created sensations of happiness and joy, which was caused by the child associating physical touch with something fun and playful, as opposed to daily care. Nevertheless, caregivers and children expressed a strong desire for caregiver-assisted videos and general exercise knowledge for their children, which was directly applicable to their scenarios, and this should be a research priority.

Regarding program adherence, we deemed an overall adherence rate of 69% to be acceptable. This determination was based on evidence that adherence rates between 50% and 69% to an on-site 12-week M2M program resulted in improved functional mobility among adults with physical disabilities [30,54]. Nevertheless, adherence was strong during the first 2 weeks of the program and declined gradually throughout weeks 3 and 4. Qualitative study findings demonstrated that adherence declines were due to the increasing duration of the videos as well as the too fast and complex cardiovascular routine provided in week 4. On the basis of the qualitative study findings, we recommend...
that asynchronous video programs should be brief in duration and include repetitive cardiovascular exercise routines with age-appropriate themes.

Although we were slightly shy of our target recruitment goal, another strength of this study was that a respectable sample size was obtained within a 1-year time frame. The achieved sample size was nearly twice the mean sample size of LTPA trials for children with disabilities [16]. Nevertheless, the findings demonstrated that the intervention had no effect on the level of perceived pain or fatigue. There are several possibilities for this. First, the dose was likely insufficient to improve the pain. Only a handful of studies have suggested potentially beneficial effects of exercise on perceived pain and fatigue among people with CP [11,19,55]. The 2 studies that reported benefits to pain and fatigue included resistance training programs that were higher in intensity than in the first 4 weeks of M2M. A second explanation was that the baseline values for pain were low, leaving little room for improvement. The mean baseline scores were 1.6 and 2.4 for pain and fatigue, respectively. These scores indicated “never/almost never” feeling pain and “a little bit/some of the time” feeling fatigue. Nevertheless, further efforts are needed to examine the effects of exercise on pain and fatigue in people with CP [19].

Several novel features were embedded in the project. First, the telehealth intervention enhanced participant adherence by providing remote support from a disability exercise professional. Second, the telehealth project overcame common logistical barriers (eg, transportation, time, and program costs) that prevented adolescents with CP from participating. Third, the intervention procedures were specifically designed to be implemented with minimal resources (eg, low-cost prerecorded videos, no transportation required, and minimal equipment) and burden on research staff to facilitate replication of the project in a larger future trial.

**Recommendations for Future Telehealth LTPA Trials**

Qualitative findings identified critical factors that contributed to participants’ adherence, and these findings were packaged into a theory that can maximize adherence in future telehealth LTPA trials. The 5 constructs of the theory, namely music, caregiver support, video elements, suitable exercises, and coaching, provide a general guide for replicating the study procedures in a future telehealth trial that can foster enjoyment, usability, and adherence. Specific intervention content (eg, choice of music and specific exercises) should be tailored to the needs and preferences of the specific target population. For example, the participants in this study were located within the Southeast United States, and their preferences will certainly not be generalizable to all adolescents with CP. This information can be obtained from a quick survey or usability study. In further sections, we elaborate on how these factors affect adherence to our intervention and list recommendations for future LTPA telehealth trials.

Attendance at the program was strong during the first 2 weeks of M2M. Participants had passion for music and felt that the program came from a trusted source (the hospital and adapted fitness facility). These factors also heavily influenced their decisions to participate in the program. However, adherence to week 3 declined as the movements became more numerous and complex, and the videos became longer. A large drop in attendance was observed during week 4, when the first cardiovascular exercise video was introduced, which had many movements that transitioned too quickly for many participants to follow. Caregiver support was often sufficient to counterbalance these inadequacies. Several lessons can be learned to further increase participant adherence in future trials:

1. Exercises and their instructions should be repetitive with slow transitions between different movements.
2. Exercises should always be visually guided, in addition to verbal instruction.
3. Music should be integrated into all components of the program (even the instructions).
4. Music preferences vary, and thus, the choice of music should emphasize the upbeat tempos that are specific to the target group.
5. Videos should include actors with disabilities that match the mobility and functional abilities of the participants.
6. Telecoaches should have behavior change techniques readily available for both the caregiver and adolescent.
7. Videos should be presented with adolescent-appropriate themes.

**Limitations**

This pilot study has several limitations. First, the study did not include any objective measures of health or physical activity, which should be the focus of a future trial testing a CP-specific M2M program. Second, the study was implemented during the COVID-19 pandemic, which could have influenced the response rates and changes in outcomes. For example, participation in community activities or physical activities may have been resistant to change, considering that the state was in lockdown, and many community activities were closed or had occupancy limits. By contrast, this could have inflated our response rates, as participants may have been more interested in a home exercise program during this period. Third, our sample was short of the target by 5 people. Fourth, this project initially aimed to test an 8-week M2M program. Owing to the COVID-19 restrictions, we experienced a 6-month delay in university-related operations, which required us to shorten the intervention to complete the study within a 1.5-year period. There is a need to test for longer intervention and follow-up periods to assess sustainability. Fifth, with only 2 study groups (intervention and control), we were unable to discern how physical activity levels would differ with and without behavioral coaching (ie, how behavioral coaching affects adherence), which should be tested in a future trial with 3 study groups (intervention with behavioral coaching, intervention alone, and control). Finally, the intervention required participants to have access to wireless internet at home, which may affect the generalizability of the study findings. No participants were excluded because they did not have access to wireless internet at home.

**Conclusions**

This project established the preliminary efficacy of a scalable telehealth M2M program for increasing LTPA behavior among adolescents with CP. Overall, participants responded well to
the program, which improved their LTPA levels at home. Adherence to the program was strong during the first few weeks but declined as the exercises became less suited to the participants’ needs. These findings demonstrated that M2M may require additional CP-specific modifications before implementation in a larger multisite trial. Ideally, the final product will result in an exercise program that can be implemented across a variety of settings to reach and include an underserved population of adolescents with mobility limitations.
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Abstract

Background: Social determinants of health (SDOH) refer to the social, economic, and psychosocial conditions that influence health. Lower levels of SDOH factors including income, education, and employment are associated with a higher prevalence of diabetes, poorer glycemic control, and increased diabetes-related mortality. Few studies have conducted a comprehensive evaluation of multiple SDOH factors in a population with type 2 diabetes mellitus (T2DM).

Objective: This study aimed to identify the range of SDOH challenges—including diabetes-related distress—that impact patients with insulin-dependent diabetes at an urban safety-net clinic using the 5-domain SDOH framework developed by the Healthy People 2020 initiative.

Methods: The pilot study used a cross-sectional, mixed methods approach. Participants were recruited from 3 programs within a general internal medicine clinic that provides ambulatory care for patients with uncontrolled T2DM. We administered an investigator-developed SDOH survey based on the Healthy People 2020 framework and the validated Diabetes Distress Scale (DDS), which assesses 4 domains of diabetes-related distress. One-on-one interviews were conducted to gain in-depth information about challenges.

Results: In total, 57 participants had an average hemoglobin A¹c level of 11.0% (SD 2.6%). Overall, 92% (52/57) of participants had a barrier in at least one SDOH domain. SDOH challenges were most commonly reported in the domain of Health and Health Care (84%, n=31), Neighborhood and Built Environment (54%, n=31), Education and Health Literacy (47%, n=27), and Social and Community context (37%, n=21). The mean overall DDS score was 2.09 (SD 0.84), where scores of ≥2 indicate distress. Further, 79% (45/57) of participants had at least moderate diabetes-related distress in one of the 4 DDS domains. General themes that emerged from participant interviews included job interference with healthy behaviors, concerns about burdening others, challenges communicating with providers, and difficulty getting appointments in a timely manner.

Conclusions: We found high levels of SDOH barriers across all 5 domains of the Center for Disease Control and Prevention’s Healthy People 2020 framework, including significant levels of diabetes-related distress. Future programs to address SDOH barriers in patients with uncontrolled insulin-dependent diabetes should consider screening for and focusing on a wide range of challenges.

(JMIR Form Res 2022;6(10):e40164)  doi:10.2196/40164
Social determinants of health (SDOH) are broadly defined as the circumstances in which people are born, live, and work [1,2]; they include the social, economic, and psychosocial conditions that influence health [1-4]. In 2010, the US Department of Health and Human Services published the goals for its Healthy People 2020 (HP2020) initiative, which included a new section on SDOH; this framework organizes key issues into one of 5 domains: Health and Care, Economic Stability, Neighborhood and Built Environment, Education, and Social and Community Context [1].

Over 30 million Americans are estimated to have diabetes, and another 84 million are estimated to have prediabetes [5,6]. Diabetes increases the risk of heart disease, stroke, kidney failure, blindness, and lower limb amputation [5,6]. In 2017, the estimated cost of diagnosed diabetes in the United States was US $327 billion [5,6]. Studies examining the connections between SDOH and diabetes have shown that lower levels of SDOH factors including income, education, and employment are associated with a higher prevalence of diabetes [7], increased diabetes-related mortality [8], and poorer glycemic control [9-11].

To date, most diabetes-related SDOH literature has generally assessed a narrow subset of SDOH challenges at one time [12-15]. A 2014 systematic review evaluating the impact of SDOH on outcomes for type 2 diabetes mellitus (T2DM) included articles whose focus was mostly clustered around a single SDOH domain: 28 focused on Health and Health Care, 17 on Social and Community Context, 11 on Economic Stability, 3 on Neighborhood and Built Environment, and 1 on Education [12]. Similarly, studies included in a 2021 review by the American Diabetes Association mainly assessed single SDOH domains [15]. It is less often that a single study evaluates multiple SDOH factors in the same population [9,14].

While not an individual category in the HP2020 SDOH framework, psychosocial distress is also considered an SDOH factor [2,3,16]. Diabetes-related psychosocial distress (hereinafter referred to as “diabetes-related distress” [DRD]) is associated with poor glycemic control and self-care [2,17-19]. Research estimates the prevalence of DRD in the United States to be 18%-48% [17,19-22]. However, the average hemoglobin A1c (HbA1c) levels in the populations studied ranged from 6.7% to 9.9% [17,19-22], where a level of <8% is generally considered to indicate good control and that of ≥11% is considered poor for individuals with diabetes. The prevalence of DRD in a population of patients with T2DM with poorer glycemic control is less studied.

To fill SDOH-related knowledge gaps for patient populations with T2DM, this pilot study sought to distinguish itself in several ways. First, this study evaluated SDOH barriers across a broad range of SDOH domains. Second, instead of looking at larger upstream SDOH factors (eg, income, education, and employment), this study sought to evaluate how SDOH challenges affect patients and their diabetes management on a day-to-day basis. Finally, we evaluated SDOH barriers and DRD in a population likely to have poorer glycemic control than previously reported.

Methods

Ethical Considerations

Study approval was granted by the institutional review board of the New York University Grossman School of Medicine (NYUGSoM; s17-01553). All participants provided written informed consent in English or Spanish in the presence of a bilingual study team member.

Study Setting

This study was conducted at Bellevue Hospital, New York City, New York, which is affiliated with NYUGSoM [23]. Bellevue is the oldest public hospital in the United States and is part of NYC Health + Hospitals, the largest municipal health care system in the United States. Bellevue provides safety-net care to a diverse population of over 30,000 patients—approximately one-third of whom are uninsured—through its Adult Primary Care Center.

Participants and Recruitment

From January 2018 to November 2018, patients with insulin-dependent T2DM and an HbA1c level of ≥7.0% and who speak English or Spanish were recruited from 3 settings within Bellevue Hospital’s Adult Primary Care Center: (1) the High A1C Clinic, a referral program imbedded within primary care that focuses on the management of patients with poorly controlled diabetes; (2) the Diabetes Group Medical Visit, a 4-week, multidisciplinary program that provides comprehensive self-management education; and (3) the Mobile Insulin Titration Intervention (MITI) Program, a telehealth service that uses basic SMS text messages and phone calls to adjust basal insulin remotely [24-26]. To address selection bias, all physicians of the High A1C Clinic and Diabetes Group Medical Visit as well as the MITI enrollment coordinator were informed about the study and eligibility criteria (ie, insulin-dependent T2DM, an HbA1c level of ≥7.0%, and speaking English or Spanish). Physicians and the MITI enrollment coordinator were asked to provide information about the study to every patient who met the eligibility criteria. Frequent reminders were provided each week during physician huddles to encourage recruitment efforts.

Upon receiving informed consent, bilingual research assistants administered the study questionnaires and conducted the study interview. All study procedures were completed in one sitting, and participants were provided US $30 in cash upon completion of study activities.
Study Instruments

The SDOH Questionnaire

Overview
We developed a 15-item questionnaire that assessed for SDOH factors across the 5 HP2020 SDOH domains that could affect the health and well-being of patients with T2DM. The majority of questions were adapted from the Protocol for Responding to and Assessing Patients’ Assets, Risks, and Experiences (PRAPARE) survey, a standardized tool to screen for SDOH [27]. The SDOH questionnaire also examined participants’ levels of physical activity. Questions were categorized into 6 sections.

Economic Stability
One question was adapted from PRAPARE to assess if participants had been unable to pay for an essential item when they really needed it in the past year. In total, 12 items were listed in the choices, including food, medication, and medical visits.

Education and Health Literacy
The following questions were adapted from a health literacy scale developed at the University of California, Los Angeles [28]: “How often do you have trouble: 1) explaining health concerns to a doctor or nurse; 2) understanding what a doctor or nurse says; 3) understanding written instructions on medication labels; 4) completing medical forms?” Participants had the option to respond with “often,” “sometimes,” and “never.”

Social and Community Context
Two questions were adapted from the PRAPARE survey: “How often do you see or talk to people that you care about and feel close to?” and “Who are the people you speak to when you are feeling stressed?”

Health and Health Care
One question was adapted from the PRAPARE survey to assess whether lack of transportation prevented the patient from consulting a doctor within the past year. We assessed for factors beyond the PRAPARE survey, such as “lack of insurance,” “can’t get an appointment,” and “hard to miss work.”

Neighborhood and Built Environment
Two questions were adapted from the PRAPARE survey to assess for housing situation and housing security. Additional questions were added by the research team to assess for the availability and quality of fruits and vegetables in the neighborhood and the availability of safe places to exercise.

Physical Activity
We adapted questions from the US National Health Interview Survey (NHIS) [29] to ask if participants engaged in physical activity outside of any paid job and the frequency, duration, and vigorosity of the physical activity.

The DRD Scale
DRD was measured using the validated 17-question Diabetes Distress Scale (DDS) [30,31]. The DDS measures distress in 4 areas: Emotional Burden, Regimen Distress, Interpersonal Distress, and Physician Distress. Responses are scored on a Likert scale. Total scores of 2-2.9 indicate moderate distress and those of ≥3 indicate severe distress. For this study, a total score of ≥2 was considered the threshold for describing patients as having distress, as advised by the DDS and prior studies [18,21,32,33].

Semistructured Interview Guide
The first 31 participants who completed the 2 study questionnaires were also asked to complete a semistructured interview. This sample size was determined by the number of participants who were interviewed until thematic saturation was reached. The research team developed an interview guide to gather in-depth information about the SDOH challenges patients reported on the SDOH questionnaire and DDS. The questions were written to allow participants to expand upon the SDOH challenges they identified and how those challenges impacted their diabetes.

Electronic Medical Record Data Abstraction
Sociodemographic data and HbA1c values were abstracted from electronic medical records. HbA1c values were the most recent values taken within 3 months from the date of enrollment.

Statistical Analyses
The SDOH quantitative data are reported as the number and percentage of participants who had challenges within each HP2020 domain, its subcategories, and the number and percentage of participants who had at least one barrier across a certain number of HP2020 domains. DDS data are reported such that for each individual DDS domain, the average score as well as the number and percentage of patients having scores in at least the moderate (≥2) and the severe (≥3) range are reported. These data are also reported by age, language, and gender. The number and percentage of patients who have at least moderate distress across a certain number of domains is also reported. Spearman and Pearson correlations were used to measure the level of association between HbA1c values and SDOH data (number of challenge domains, presence or lack of challenges in individual domains), HbA1c and DDS data (overall and domain DDS scores, number of domains with distress, and number of domains with severe distress), and overall DDS scores and number of SDOH challenge domains.

For quantitative data, descriptive statistics were used to summarize demographic characteristics and other factors. Continuous variables (eg, age and HbA1c) are described as means and SDs, and categorical variables (such as gender) are summarized as frequencies and percentages. For qualitative data, analyses were conducted on Atlas.ti (version 8.1; ATLAS.ti Scientific Software Development GmbH). Interviews were transcribed verbatim, and Spanish-language transcripts were translated into English. In total, 3 investigators used both deductive and inductive (grounded theory) approaches to code the interviews. They created an initial codebook that included 5 main SDOH domains from the interview guide, domain and code definitions, and inclusion and exclusion criteria. They then independently coded 4 transcripts, followed by discussions of
coding agreement and disagreement and an updating of the codebook to include open coding of SDOH subcodes. When the codebook was complete, they independently coded the remaining transcripts, with co-coding of every fifth transcript to ensure intercoder reliability. Once coding was complete, they met to identify themes.

### Results

#### Participant Characteristics

In total, 61 patients were screened for eligibility. Of those, 60 were eligible to participate. In total, 3 declined enrollment owing to scheduling difficulties. In total, 57 patients participated in the study. The mean age of participants was 54.8 (SD 12.1) years, 56% (n=32) were Hispanic, 28% (n=16) were uninsured, and the average HbA₁c level was 11.0% (SD 2.6%). Additional characteristics are provided in Table 1.

<table>
<thead>
<tr>
<th>Values</th>
<th>Demographics</th>
</tr>
</thead>
<tbody>
<tr>
<td>54.8 (12.1)</td>
<td>Age (years), mean (SD)</td>
</tr>
<tr>
<td>35 (61)</td>
<td>Male</td>
</tr>
<tr>
<td>22 (39)</td>
<td>Female</td>
</tr>
<tr>
<td>33 (58)</td>
<td>English</td>
</tr>
<tr>
<td>24 (42)</td>
<td>Spanish</td>
</tr>
<tr>
<td>6 (11)</td>
<td>White</td>
</tr>
<tr>
<td>14 (25)</td>
<td>Black</td>
</tr>
<tr>
<td>32 (56)</td>
<td>Hispanic</td>
</tr>
<tr>
<td>5 (9)</td>
<td>Asian</td>
</tr>
<tr>
<td>26 (46)</td>
<td>Medicaid</td>
</tr>
<tr>
<td>6 (11)</td>
<td>Medicare</td>
</tr>
<tr>
<td>9 (16)</td>
<td>Medicaid + Medicare</td>
</tr>
<tr>
<td>16 (28)</td>
<td>Uninsured</td>
</tr>
<tr>
<td>11.0 (2.6)</td>
<td>Hemoglobin A₁c levels (%), mean (SD)</td>
</tr>
</tbody>
</table>

#### SDOH Questionnaire Data

Data were obtained on the percentage of patients who had challenges within each of the 5 major HP2020 domains in the past year. All participants provided responses to every question on the SDOH questionnaire. Overall, 84% (48/57) of participants had a barrier in Health and Health Care in the past year, including 49% (28/57) who were unable to get an appointment. In total, 56% (32/57) of participants had a barrier in Economic Stability and reported ≥1 instance when they were unable to pay for an essential item when it was truly needed. This included 23% (13/57) of participants who were unable to pay rent and 23% (13/57) who were unable to pay for healthy food. Overall, 53% (30/57) of participants had a barrier in their Neighborhood and Built Environment including 32% (18/57) of participants with no or only a very small number of stores that sell produce in their neighborhood and 16% (9/57) having no safe place to exercise. Overall, 47% (27/57) of participants had an Education and Health Literacy challenge, including 42% (24/57) of those who had difficulty explaining their health concerns to a doctor and 18% (10/57) of those who had trouble reading a medication label. Approximately one-third of participants had challenges in the domain of Social and Community Context, including 37% (21/57) of participants who shared that they speak to or see someone who they care about ≥2 times per week, and 30% (17/57) of them speak to no one when stressed. The presence or lack of challenges in the domain of Health and Health Care was significantly correlated with HbA₁c values ($\rho=0.32$, $P=.02$). Correlation coefficients for all other domains were <0.5 and nonsignificant ($P>.05$).

Across the 5 HP2020 domains, 92% (52/57) of patients had a barrier in at least one domain, 73% (42/57) in at least 2 domains, 62% (35/57) in at least 3 domains, and 44% (25/57) in at least 4 domains. A further breakdown of challenges within each main domain are provided in Table 2. There was no significant correlation between the number of SDOH challenge domains and HbA₁c values ($\rho=0.23$, $P=.09$).
Table 2. Frequency of social determinants of health barriers reported by the study participants (N=57).

<table>
<thead>
<tr>
<th>Domain</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health and Health Care</strong></td>
<td></td>
</tr>
<tr>
<td>Had ≥1 barrier to health care access in the past year</td>
<td>84 (48)</td>
</tr>
<tr>
<td>Could not get appointment</td>
<td>49 (28)</td>
</tr>
<tr>
<td>Forgot the appointment</td>
<td>40 (23)</td>
</tr>
<tr>
<td>Difficult to miss work</td>
<td>21 (12)</td>
</tr>
<tr>
<td>Cost or lack of insurance</td>
<td>18 (10)</td>
</tr>
<tr>
<td>Transportation difficulties</td>
<td>14 (8)</td>
</tr>
<tr>
<td>Childcare difficulties</td>
<td>7 (4)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (7)</td>
</tr>
<tr>
<td><strong>Economic Stability</strong></td>
<td></td>
</tr>
<tr>
<td>Unable to pay for ≥1 essential items in the past year</td>
<td>56 (32)</td>
</tr>
<tr>
<td>Rent</td>
<td>23 (13)</td>
</tr>
<tr>
<td>Healthy food</td>
<td>23 (13)</td>
</tr>
<tr>
<td>Any food</td>
<td>18 (10)</td>
</tr>
<tr>
<td>Medical visit</td>
<td>16 (9)</td>
</tr>
<tr>
<td>Medical supplies</td>
<td>16 (9)</td>
</tr>
<tr>
<td>Utilities</td>
<td>16 (9)</td>
</tr>
<tr>
<td>Phone</td>
<td>14 (8)</td>
</tr>
<tr>
<td>Medication</td>
<td>14 (8)</td>
</tr>
<tr>
<td>Clothing</td>
<td>12 (7)</td>
</tr>
<tr>
<td>Mortgage</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Childcare</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Neighborhood and Built Environment</strong></td>
<td></td>
</tr>
<tr>
<td>Has ≥1 issue with the built environment</td>
<td>53 (30)</td>
</tr>
<tr>
<td>Worried about losing housing</td>
<td>19 (11)</td>
</tr>
<tr>
<td>No stores or only a small number of stores that sell produce in the neighborhood</td>
<td>30 (17)</td>
</tr>
<tr>
<td>Unsatisfied with the quality of produce available in the neighborhood</td>
<td>9 (5)</td>
</tr>
<tr>
<td>Do not have safe places to exercise in the neighborhood</td>
<td>16 (9)</td>
</tr>
<tr>
<td><strong>Education and Health Literacy</strong></td>
<td></td>
</tr>
<tr>
<td>Has ≥1 issue with health literacy</td>
<td>47 (27)</td>
</tr>
<tr>
<td>Has difficulty explaining health concerns to a doctor or nurse</td>
<td>42 (24)</td>
</tr>
<tr>
<td>Has difficulty understanding what a doctor or nurse is saying</td>
<td>19 (11)</td>
</tr>
<tr>
<td>Has difficulty filling out medical forms</td>
<td>19 (11)</td>
</tr>
<tr>
<td>Has difficulty understanding medication labels</td>
<td>18 (10)</td>
</tr>
<tr>
<td><strong>Social and Community Context</strong></td>
<td></td>
</tr>
<tr>
<td>Receives social support ≤2 times a week</td>
<td>37 (21)</td>
</tr>
<tr>
<td>Has nobody to speak to when stressed</td>
<td>30 (17)</td>
</tr>
</tbody>
</table>

**DDS Data**

DDS scores were calculated for 56 participants and are listed in Table 3. One participant did not complete the DDS owing to challenges with understanding the questions. The largest individual domain of DRD on the DDS was Emotional Burden (mean 2.62, SD 1.37), with 64% of participants having at least moderate distress (ie, score≥2) and 34% having severe distress (ie, score≥3). The second most common distress domain was Regimen Distress (mean 2.41, SD 1.13), with 57% (32/57) of participants having at least moderate distress and 30% having severe distress. The areas of Interpersonal Distress and Physician
Distress were present but were generally less of a challenge for participants, with means of 1.68 (SD 0.91) and 1.33 (SD 0.55), respectively. Emotional Burden and Regimen Distress remained the largest domains of DRD after analysis by age, language, and gender. As with SDOH, participants had DRD across multiple domains: 79% (45/57) of participants had at least moderate distress in ≥1 domain, 52% (30/57) in ≥2 domains, and 36% (21/57) in ≥3 domains. There were no significant correlations between HbA1c value and overall score (r=-0.006, \( P=0.96 \)) and individual domain scores.

### Table 3. Mean participant Diabetes Distress Scale scores\(^a\) and categorization by age, language, and gender (N=56\(^b\)).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Emotional Burden</th>
<th>Physician Distress</th>
<th>Regimen Distress</th>
<th>Interpersonal Distress</th>
<th>Overall Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score, mean (SD)</td>
<td>2.62 (1.37)</td>
<td>1.33 (0.55)</td>
<td>2.41 (1.13)</td>
<td>1.68 (0.91)</td>
<td>2.09 (0.84)</td>
</tr>
<tr>
<td>Ages 29-40 years (n=8), mean</td>
<td>3.10</td>
<td>1.38</td>
<td>2.34</td>
<td>2.50</td>
<td>2.39</td>
</tr>
<tr>
<td>Ages 41-59 years (n=27), mean</td>
<td>2.71</td>
<td>1.50</td>
<td>2.49</td>
<td>1.52</td>
<td>2.15</td>
</tr>
<tr>
<td>Age ≥60 years (n=21), mean</td>
<td>2.34</td>
<td>1.18</td>
<td>2.24</td>
<td>1.57</td>
<td>1.89</td>
</tr>
<tr>
<td>English speakers (n=32), mean</td>
<td>2.51</td>
<td>1.27</td>
<td>2.41</td>
<td>1.74</td>
<td>1.98</td>
</tr>
<tr>
<td>Spanish speakers (n=24), mean</td>
<td>2.62</td>
<td>1.42</td>
<td>2.42</td>
<td>1.60</td>
<td>2.04</td>
</tr>
<tr>
<td>Male (n=35), mean</td>
<td>2.47</td>
<td>1.29</td>
<td>2.13</td>
<td>1.69</td>
<td>1.95</td>
</tr>
<tr>
<td>Female (n=21), mean</td>
<td>2.87</td>
<td>1.40</td>
<td>2.85</td>
<td>1.64</td>
<td>2.32</td>
</tr>
<tr>
<td>Participants with at least moderate distress, n (%)</td>
<td>36 (64)</td>
<td>8 (14)</td>
<td>32 (57)</td>
<td>21 (38)</td>
<td>26 (46)</td>
</tr>
</tbody>
</table>

\(^a\)2.0-2.9: moderate distress; ≥3: high distress
\(^b\)One participant was unable to complete the Diabetes Distress Scale.

### Participant Interview Data

Themes identified from participant interviews were grouped by SDOH domain and are presented alongside representative quotes in Table 4.

Within the domain of Economic Stability, participants regularly experienced difficulty affording items that were necessary to manage their diabetes and care for their health. Consequences included delayed treatment and the foregoing of certain items, despite participants recognizing the impact these would have on their health. Participants also reported challenges stemming from their jobs. Many worked long hours (eg, late nights, 7 days a week) and had unpredictable schedules. As a result, they had little time or energy to cook and exercise. In addition, some participants reported difficulty taking time off from work, which impacted their ability to attend doctor’s visits.

Within the Social and Community Context domain, more than half of participants reported feeling like they did not have a support system for their diabetes. In particular, these individuals felt that they lacked people in their personal lives who understood what diabetes was or who they could talk to about their experience living with diabetes. Some participants noted that their family or friends impeded healthy eating efforts by offering them unhealthy foods. Participants who had friends and family members with diabetes shared that they provided a source of knowledge and support for coping, regularly checked in with the participant, and helped participants with their diabetes-related care. Many participants described experiencing a personal emotional toll from their diabetes. Finally, participants did not want to burden their loves ones with their diabetes and instead wanted to try to deal with their health on their own.

Within the domain of Neighborhood and Built Environment, several participants reported having limited access to healthy foods in their neighborhood, particularly fresh vegetables. Participants were frequently exposed to advertisements for fast foods, which made it difficult to resist unhealthy eating behaviors.

Within the Education and Health Literacy domain, some participants reported difficulty communicating with their providers. This included the following experiences with providers: the providers spoke too quickly, spoke too coldly, used medical terminology that the participants did not understand, or did not fully explain the participants’ condition and how to take care of it.

Lastly, within the Health and Health Care domain, participants reported difficulty getting health care appointments. This impacted their diabetes because their physicians wanted them to return for follow-up visits every 2-3 months but it often took much longer to get an appointment. Participants also experienced significant delays and frustrations owing to perceived disorganization and a lack of communication among different departments within the health care system.
Table 4. Social determinants of health and themes in the Diabetes Distress Scale identified during semistructured interviews.

<table>
<thead>
<tr>
<th>Social determinants of health domain and themes</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economic Instability</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Difficulty affording health-related needs       | • “Sometimes the way you eat is based on survival because it’s like $10 for a salad right? But it’s like $5 for a steak sandwich. So it’s like when you making financial choices and you trying to eat based on your budget. It conflicts because you know that you can’t have a Philly cheesesteak because of your diabetes but then again, you gotta eat something…So it’s about survival then.” (M117)  
• “My income is not enough. I have rent, food, everything, so I just cannot pay for the medical visit.” (M109) |
| Job interferes with healthy behavior             | • “I just don’t have the time [to exercise]. I work 11-12 hours daily, every day. I come home tired, I take a shower and go to sleep.” (M123)  
• Interviewer: What are some challenges you have in being able to see your doctor for your diabetes? “Financially, permission from work, sometimes I don’t have money. It’s all together.” (M114) |
| **Social and Community Context**                 |                |
| Limited or no support for diabetes-related health | • “I had some family staying with me and because the type of food [they were cooking], I think it contributed to [my blood sugar getting out of control].” (M109)  
• “Sometimes, people [don’t] understand diabetic people. Sometimes, I’m visit my friend, she’s having a birthday and gives me cake. Sometimes [she says], ‘You eat, you eat.’…Sometimes, people [don’t] understand.” (M105) |
| Loved ones with diabetes are supportive of diabetes-related health | • “If I feel a concern, I would just always talk to my father, because he’s been with diabetes and he’ll give me an example [of what to do]…’cause he’s been through the same thing.” (M106)  
• “I get a call from my cousin every day, so sometimes she’ll ask me if I did check my sugar.” (M107) |
| Participant feels an emotional toll associated with having diabetes | • “You know you’re supposed to be doing better but it’s like, you know, how can you? It does put you in a—um, a clouded mental space. […] Like ,you know you be beat. You don’t wanna beat yourself up but it’s like, how do you make better choices?” Interviewer: What is the emotion you feel the most often when you struggle with your diabetes? “Frustration and sadness.” (M104) |
| Participant does not want to burden others       | • “I have got plenty of [family], but, you know, sometimes everybody has their own thing to do. You don’t want to burden nobody with your things so try to get your thing over by yourself.” (M118) |
| **Neighborhood and Built Environment**           |                |
| Environmental exposure to unhealthy food         | • “[It’s harder] when watching TV and sometimes when commercials come on with food…psychologically it makes me hungry and I start eating the wrong things when I see commercials.” (M119) |
| Limited access to healthy food in the neighborhood | • Interviewer: What are some reasons that you find eating healthy challenging? “It’s just finding a place to buy the vegetables.” (M108) |
| **Education and Health Literacy**                |                |
| Challenges communicating with providers          | • “There are some words I still do not know. It might [help if my doctor would] explain things more slowly or that is when he speak sometimes talking is very fast and very cold, indifferent.” (M116) |
| Language discordance                              | • “The diabetes doctor for example speaks not an ounce of Spanish. But she also doesn’t use the translator phone.” (M135) |
| **Health and Health Care**                       |                |
| Cannot get appointments in a timely manner       | • “I haven’t seen my primary in five months, so that’s half a year gone by there. You call and there’s no appointments available.” (M130) |
| Disorganization of the health care system        | • “They shouldn’t be giving me appointments that are too close together, because then I might miss one or literally run from one appointment to the next and get late. 15 minutes late, they don’t want to see you. I’ve seen people get frustrated…extremely to the point where they’re yelling and screaming.” (M130) |
Discussion

Principal Findings

This study used a mixed methods approach to identify challenges across the 5 domains of the Healthy People 2020 SDOH framework and the presence of DRD, measured by the validated DDS, in patients with insulin-dependent T2DM seeking care at a safety-net hospital. Participants had substantial SDOH barriers, which created regular and significant challenges for participants wanting to better manage their diabetes. Data demonstrated that the challenges were extensive, impacting nearly every aspect of participants’ day-to-day lives—from difficulties affording health-related needs to encountering limited understanding of diabetes among loved ones—as well as their interactions with the health care system and health care teams. Given the association between glycemic control and DRD, it is noteworthy, but not surprising, that 46% of participants also had DRD. To our knowledge, our participant sample has the highest average HbA1c levels (mean 11.0%, SD 2.6%) out of any cohort for which DRD prevalence has been reported [17-22,32-37].

The lack of significant correlations between HbA1c levels and SDOH data (with the exception of the Health and Health Care SDOH domain) and DDS data may, in part, be due to the fact that all participants in our study were insulin-dependent. Generally, patients with T2DM are started on insulin when hyperglycemia is severe or when other therapies have not been successful at lowering blood sugar levels to a well-controlled range [38]. It is possible that correlations are more significant up until the point when diabetes is severe enough to warrant insulin (ie, insulin may subsequently lower blood sugar to more optimal levels but the conditions that contributed to needing insulin may still persist).

Prior studies have often focused on big-picture “upstream” SDOH factors (eg, education, poverty, and employment). For example, data from the 1990-2000 US NHIS combined with that from the NHIS Linked Mortality Files through 2002 showed that having less than a high school education and having a family income below the poverty line were each associated with a 2-fold higher mortality from diabetes, compared to adults with a college degree or higher or with those with the highest family income, respectively [8]. Data from the 2015 NHIS found that having less than a high school education, having a family income of less than US $35,000 a year, and being “not employed but having worked previously” were each associated with about twice the risk of having diabetes compared to those who had graduated college, had a family income of US $100,000 or greater, or who were employed full time [7]. Building upon these data, our study looked within the broad categories and drilled down to focus on the day-to-day effects of these SDOH challenges that are not typically reported. Our findings shed light on the potential mechanisms by which the broad SDOH factors studied previously may impact one’s ability to manage their diabetes. For example, poverty can reduce one’s ability to afford healthy food and live in safe neighborhoods with access to fresh produce, while increasing one’s reliance on busy safety-net health systems with limited appointment availability.

By comprehensively assessing for SDOH challenges, we found that patients had barriers across several domains simultaneously: 73% (42/57) of patients having barriers across ≥2 domains, 62% (35/57) having barriers across ≥3 domains, and 44% (25/57) having barriers across ≥4 domains. These findings suggest that prior studies that assessed a single or small number of SDOH domains likely underestimated the prevalence of SDOH challenges in their participant samples. Clinical settings that rely on single-domain SDOH screeners (eg, food insecurity and risk for homelessness) also risk underestimating the social needs felt by a significant portion of their patients. Therefore, future SDOH research and SDOH-driven clinical program development should use comprehensive screening tools, such as the PRAPARE tool [27], the Accountable Health Communities Health-Related Social Needs Screening Tool [39], or the Health Leads Social Needs Screening Tool [40].

This work has clinical significance. As the movement to recognize the importance of SDOH grows stronger, not only will policy makers need to understand and focus on the big-picture SDOH (eg, poverty and education level) but local health systems gearing up to help patients with T2DM overcome such barriers need to know how these upstream SDOH challenges effects patients’ daily lives. This work details such “day to day” challenges. In addition, the evaluation of barriers in multiple domains reinforces that patients with T2DM can have a wide range of concomitant challenges. Diabetes team members charged with helping at-risk patients will need to be prepared to address challenges that span across multiple SDOH domains. Future research is needed to help health systems identify best practices in addressing SDOH challenges identified in our study, which are not typically within the scope of health care, such as helping patients overcome work-related barriers to healthy eating or exercising (eg, working long hours), obtaining healthy food when living in neighborhoods with no fresh produce, or engaging loved ones in discussions about the need for support. In addition, this work can serve as an example to the entire diabetes team, that high levels of DRD may accompany such patients. Given that both SDOH and DRD are associated with glycemic control, both need to be recognized and addressed as part of care for the whole patient.

Limitations

There are several limitations to this study. First, it was conducted at a single site—an ambulatory clinic at a safety-net hospital in New York City—and thus may not be generalizable to other settings. Second, in an effort to target a population with a high likelihood of SDOH challenges and DRD, the study sample was limited to patients with insulin-dependent T2DM. Our findings may not generalize to other patient groups, and we are not able to determine whether SDOH barriers are more severe in our study sample than in patients with T2DM who are not insulin-dependent. Third, owing to the study’s cross-sectional design, we are unable to assess changes in participants’ SDOH profiles over a period of time or establish relationships between SDOH and diabetes control. Lastly, while efforts were made to reduce bias in our recruitment methods and all participants responded to all questionnaire items, except for one who did not complete the DDS, our participants who opted to be part of our study may be different from those who did not participate.
Conclusions
This pilot study found high levels of SDOH barriers across all 5 domains of the Center for Disease Control and Prevention’s Health People 2020 SDOH framework, including significant levels of DRD. Future programs to address SDOH barriers in patients with uncontrolled insulin-dependent diabetes in safety-net programs are needed and should be designed to screen for and address a wide range of challenges.
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Abstract

Background: Some latest estimates show that approximately 95% of Americans own a smartphone with numerous functions such as SMS text messaging, the ability to take high-resolution pictures, and mobile software apps. Mobile health apps focusing on vaccination and immunization have proliferated in the digital health information technology market. Mobile health apps have the potential to positively affect vaccination coverage. However, their general functionality, user and disease coverage, and exchange of information have not been comprehensively studied or evaluated computationally.

Objective: The primary aim of this study is to develop a computational method to explore the descriptive, usability, information exchange, and privacy features of vaccination apps, which can inform vaccination app design. Furthermore, we sought to identify potential limitations and drawbacks in the apps’ design, readability, and information exchange abilities.

Methods: A comprehensive codebook was developed to conduct a content analysis on vaccination apps’ descriptive, usability, information exchange, and privacy features. The search and selection process for vaccination-related apps was conducted from March to May 2019. We identified a total of 211 apps across both platforms, with iOS and Android representing 62.1% (131/211) and 37.9% (80/211) of the apps, respectively. Of the 211 apps, 119 (56.4%) were included in the final study analysis, with 42 features evaluated according to the developed codebook. The apps selected were a mix of apps used in the United States and internationally. Principal component analysis was used to reduce the dimensionality of the data. Furthermore, cluster analysis was used with unsupervised machine learning to determine patterns within the data to group the apps based on preselected features.

Results: The results indicated that readability and information exchange were highly correlated features based on principal component analysis. Of the 119 apps, 53 (44.5%) were iOS apps, 55 (46.2%) were for the Android operating system, and 11 (9.2%) could be found on both platforms. Cluster 1 of the k-means analysis contained 22.7% (27/119) of the apps; these were shown to have the highest percentage of features represented among the selected features.

Conclusions: We conclude that our computational method was able to identify important features of vaccination apps correlating with end user experience and categorize those apps through cluster analysis. Collaborating with clinical health providers and public health officials during design and development can improve the overall functionality of the apps.
Introduction

Background

IT has revolutionized all aspects of the world, including our health care system. It has enhanced the overall efficiency and accessibility of patient care [1]. Smartphones are a type of IT that has become important within health care [2]. Some of the latest estimates show that approximately 95% of Americans own a smartphone with numerous functions such as texting, the ability to take high-resolution pictures, and mobile software apps [3]. Owners of smartphones also use the available functions to manage various facets of their health [4]. Today, mobile health (mHealth) technology plays a crucial role in providing quality health care services by improving health outcomes and facilitating health care access. Istepanian et al [5] defined mHealth as mobile computing, medical sensor, and communication technologies designed for health care. The use of mHealth apps provides an efficient way for patients to share their medical information with providers, improves the collection of real-time health information, and supports vaccine uptake [6].

A significant concern that is often communicated by mHealth app users is data privacy. In the United States, the Health Insurance Portability and Accountability Act (HIPAA) ensures that health care entities provide adequate measures to protect patient data. Many consumer-based apps that track and monitor health data are not HIPAA compliant. Health care stakeholders in the United States recommend that mobile apps designed for health care be HIPAA compliant [2,7]. Another impediment faced by mHealth apps in the current dynamic immunization practice is a 1-sided vaccine delivery system or lack of bidirectional information exchange. There exists the opportunity to leverage mHealth apps as tools to support public navigation of complex health systems and promote bidirectional communication of information between the public and health providers. Factors such as lack of health care access, fragmented vaccine provider systems, and low vaccine literacy can lead to undervaccination in the community [8]. Moreover, vaccine hesitancy can further reduce vaccine uptake among populations and undermine previous gains in eradicating communicable diseases [6].

Vaccine hesitancy—the delay or refusal to be vaccinated despite available vaccination services—is a complex phenomenon that involves emotional, cultural, social, spiritual, and political factors [9,10]. When considering vaccine hesitancy and decision-making, parental vaccine hesitancy stems from a variety of reasons, and there is no one-size-fits-all type of parent who chooses to forgo vaccinating their child [8,11,12]. Suspected autism side effects, religious reasons, concerns over the “newness” of the vaccine, and inaccurate portrayal of vaccines in various media outlets are common factors that influence parental vaccine hesitancy [6,13]. The recent resurgence of outbreaks of whooping cough and measles in children is a prime example of vaccination refusal associated with the resurgence of preventable communicable diseases in communities [13]. Although vaccination mHealth apps are attempting to address this issue, current results are mixed [14].

Rationale and Aim

Results from a recent systematic review reported a lack of evidence supporting the use of vaccination apps geared toward children, as shown through vaccination uptake, knowledge, and decision-making [15]. Another systematic review reported that mHealth improved vaccination uptake among adults and children; however, there is inconclusive evidence that digital solutions will achieve optimal vaccination coverage [16]. Barriers such as technology hesitancy, complicated app navigation, and difficult app features can compromise vaccination app use. Security and storage compliance associated with HIPAA, along with transmission and protection of private health data collected through vaccination apps, is another pressing concern.

The primary aim of our study was to develop a computational method to explore the descriptive, usability, information exchange, and privacy features of various vaccination apps, which can inform vaccination app design. We also aimed to assess these apps using a content analysis approach and identify potential flaws in app functionality. This study analyzed these data according to their respective operating platforms and collectively. The content analysis approach used was adapted from previous studies [17,18].

Methods

Definition and Identification of Vaccination-Related Apps

For this study, vaccination-related apps were operationalized as apps that allowed tracking, scheduling, and general dissemination of vaccination information [6,19]. Apps were included if they were found on the Google Play Store and the Apple App Store. The query terms “vaccination,” “immunization,” “vaccine,” “immunization schedule,” and “vaccination schedule” were used in the search process to generate our sample of apps. English-language apps and English-language apps with a second language were both included. We did not search any cell phone manufacturer app stores (eg, Samsung Galaxy Store) as Google Play and the Apple App Store are prominent web-based marketplaces used by Android and iOS smartphone users to download apps. Apps characterized as sideload apps and homebrew apps were excluded. Sideload apps are apps that have not been certified to be included within an app store. We characterized homebrew apps as apps that can be downloaded using a computer terminal.

The search and selection process for the apps was conducted from March to May 2019. We identified a total of 211 apps across both platforms, with iOS and Android representing 62.1% and 37.9% of the total apps, respectively.
(131/211) and 37.9% (80/211) of the apps, respectively. As iOS apps represented more than half of the apps collected, we chose a random sample of apps from each platform to generate a sample of 132 apps (62.6% of the total sample). We oversampled the Android apps that were collected to provide a balance of Android apps that would be represented in the feature space. Moreover, oversampling is a common technique used when there is an underrepresentation of 1 class [20,21]. In addition, prior work has documented health apps that were discontinued within a 12-month time frame [22]. Our final list of apps included those that remained on the market for at least 12 months (as of May 2020). Using the criteria of meeting the 12-month time frame, content written in English, and the operationalization of definition of vaccination-related apps as part of the 2 lead researchers’ additional deliberation of the apps, the final number of apps included in the study was 119. To accurately classify the apps together and individually, they were categorized according to their status of iOS, Android, or both. Although we could have included apps designated as both in one platform, it would have been an inaccurate representation of the apps [23,24]. To evaluate and understand the nuances of vaccination apps’ descriptive, usability, information exchange capability, and privacy features, we used a mixed methods approach to frame our work. First, we developed and evaluated a codebook and conducted a content analysis of the included apps based on the codebook. This provided us with a general insight into the categories of the codebook. Second, we conducted dimensionality reduction on the features constructed from the codebook and content analysis results. Third, we wanted to identify those features that were more important for explaining variances in the data. Finally, through k-means clustering, we clustered the apps according to the feature dimension reduction results from step 3. The following sections provide additional details for each step.

### Codebook Development

To comprehensively characterize the features of the vaccination apps retrieved, we systematically developed an inclusive codebook with 4 categories (Table 1). These 4 main categories were developed during the app screening process. These broad categories have been used in similar vaccination app-related studies [6]. A total of 10 apps were randomly selected in June 2020 to evaluate the codebook, and the results were cross-validated to ensure a moderate level of agreement between the 2 coders using percentage agreement [25]. We achieved 90% agreement regarding the selected apps. Following the establishment of a stable version of the codebook, immunization apps were evaluated according to the major categories (Table 1). The 42 features across the 4 categories in Table 1 were used to represent the feature space for our computational analysis, as detailed in the following sections.

<table>
<thead>
<tr>
<th>Category</th>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Descriptive</td>
<td>App name, developer; platform (iOS, Android, or both), category in the app store (medical, health and fitness, travel, or local), size in MB, ranking in its respective category if applicable, overall star rating if applicable, age rating if applicable, and cost (completely free, free to download with in-app purchase, or paid)</td>
<td>These descriptive characteristics gave an overview of the immunization app and such information could generally be found on the app store’s description page without the need to download or install the app [26].</td>
</tr>
<tr>
<td>Users and diseases</td>
<td>Target users and target diseases; for target users, we analyzed whether the app provided information on a specific user group (eg, children, parents, women, physicians, and age group); target diseases pertained to the description of a specific disease or general information concerning vaccinations and scheduling</td>
<td>In this category, we evaluated the targeted users and diseases of the apps. Some apps could be used by multiple, potentially overlapping groups of adult users, such as travelers and women, for which we created a specific group with binary response only. The targeted users included the following: minors, parents, travelers, women, people of all ages, and health care providers and staff. For targeted diseases, 0 was associated with no user-defined diseases, and 1 was for specific diseases such as seasonal influenza and measles-mumps-rubella [27].</td>
</tr>
<tr>
<td>Information exchange features</td>
<td>Account requirement for full app functionality, information presented about specific types of vaccines, educational information about vaccination and immunization in general, immunization tracking, customization of schedule, identification of nearby vaccination clinics, reminders of upcoming vaccination events, and personalized vaccination recommendations</td>
<td>Here, we considered an important element in mobile health–related research and app development, which is privacy-related features to address privacy concerns around sensitive and private vaccine health information. These features would provide information on how user-generated data would be collected, stored, shared, and transmitted on the web and offline [29,30].</td>
</tr>
<tr>
<td>Privacy and readability</td>
<td>Health Insurance Portability and Accountability Act–compliance feature; presence of in-app privacy statement; presence of privacy statement in the app store; presence of multilingual (at least 2 languages) privacy statement; and the average length of the privacy content (in English) using the following 7 readability measures: Simple Measure of Gobbledygook, Flesch Reading Ease score, Gunning Fog Index, Flesch–Kincaid Grade, Coleman–Liau Index, Automated Readability Index, and Lexical Write Formula [28]</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Summary of the codebook features with descriptions.
Data Analysis

Overview

We analyzed and evaluated the content of the apps using the aforementioned codebook through a combination of content analysis [26], descriptive statistics, and unsupervised machine learning. First, we used principal component analysis (PCA) to reduce the feature space from our original data set. Second, the apps were clustered using the k-means algorithm in R (R Foundation for Statistical Computing). The following sections will discuss in detail how PCA and k-means clustering were used in this study.

PCA Process

PCA is an important preprocessing step. Prior studies have used PCA to show children’s interactions with education apps [31] and reduce the context dimensions of data from smartphone apps [32]. After coding the 119 apps based on the 42 features, we conducted PCA to reduce the dimensionality space of our data. We used the `prcomp` function in R to explain the variance that was represented by the different principal components (PCs).

After identifying the proportion of variance, we determined the value of each feature contained within each PC. We used the loading values of each PC to determine this information. These values represent the correlations between the PC and the original used features. A correlation that is close to 1 or −1 indicates how important the feature is to the component. We extracted the top 5 features for each PC with the highest variance. Using these values, we reduced the number of features to represent the apps from 42 to 10. The key idea of PCA is to reduce the number of variables in the data set but preserve as much information or representation of that information in the new data set as possible [33]. Although there is no gold standard for determining the number of features to retain from this process [34], the retained features represented important components of many apps. The retained features were used to describe the data and conduct our k-means cluster analysis.

K-Means Cluster Analysis

Cluster analysis is used to define classes within a set of data. Clustering can be conducted using supervised and unsupervised methods. We used the unsupervised k-means clustering method to group our apps. This clustering algorithm is well documented, with successfully separating data for analysis; moreover, it has performed similar to or better than other clustering approaches [35,36]. This method uncovers latent patterns within the data and allows us to have a better understanding of which apps are associated with each other based on the selected features. To determine the number of clusters, we used the total within-cluster sum of squares (or elbow method) [37] and the silhouette method. The total within-cluster sum of squares measures how compact the clusters are. The silhouette method [38] seeks to measure the quality of the clustering. We examined how well the feature object lies within the clustering [39]. We analyzed both methods to determine the optimal number of topics to use for our k-means clustering analysis.

Ethical Considerations

The data used in this study satisfied two research activities that did not require IRB approval, Quality Assurance and Improvement. IRB approval is not required if the study involves the practice of program evaluation, self-assessment of programs or business practices, and other quality improvement projects where methods rather than humans are the subject of the study. It also satisfies the conditions of a pilot study where the activities are intended to refine data collection procedures – time to participate, testing survey questions, etc. where any data collected are only used to plan and/or improve a future research study.

Results

Overview of Categories and Features

Of the 42 features, 12 (28%) were used for the descriptive app category. Of these 12 features, 9 (75%) were used for the targeted users and diseases category, and 8 (67%) were used for the information exchange category. Finally, 31% (13/42) of features represented the privacy and readability category. Of the 119 apps, 53 (44.5%) were iOS apps, 55 (46.2%) were for the Android operating system, and 11 (9.2%) could be found on both platforms. The Flesch-Kincaid Grade readability score (readability tests designed to indicate how difficult the content is to understand) had an average of 6.4 (SD 6.6) for both platforms combined (Table 2) [34]. Privacy statements on iOS had an average length of 850.38 (SD 1483.42) words, whereas the privacy statements of apps on Android had an average length of 790.42 (SD 1227.05) words. The user star rating was higher for the Android apps than for the iOS apps. There was a considerable difference in the sizes of apps, with iOS apps using more space (37.54 MB) than apps supported by Android (11.48 MB).
Table 2. Select app features characteristics (N=119).

<table>
<thead>
<tr>
<th>App features</th>
<th>iOS (n=53)</th>
<th>Android (n=55)</th>
<th>Both (n=11)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ratings, mean (SD)</td>
<td>13.53 (62.34)</td>
<td>1772.8 (8136.84)</td>
<td>61.91 (79.07)</td>
<td>831.11 (5600.44)</td>
</tr>
<tr>
<td>Size in MB, mean (SD)</td>
<td>37.54 (41.2)</td>
<td>11.48 (17)</td>
<td>14.4 (19.47)</td>
<td>23.36 (32.66)</td>
</tr>
<tr>
<td>Star rating, mean (SD)</td>
<td>0.83 (1.59)</td>
<td>2.63 (2.08)</td>
<td>2.71 (2.07)</td>
<td>1.84 (2.06)</td>
</tr>
<tr>
<td>Age rating, mean (SD)</td>
<td>9.34 (5.4)</td>
<td>2.62 (4.99)</td>
<td>_a</td>
<td>5.37 (6.15)</td>
</tr>
<tr>
<td>Length of privacy policy (words)b, mean (SD)</td>
<td>850.38 (1483.42)</td>
<td>790.42 (1227.05)</td>
<td>874.64 (1206.42)</td>
<td>824.91 (1329.78)</td>
</tr>
<tr>
<td>Flesch-Kincaid Grade, mean (SD)</td>
<td>6.13 (6.89)</td>
<td>6.01 (6.38)</td>
<td>9.63 (6.28)</td>
<td>6.4 (6.6)</td>
</tr>
</tbody>
</table>

HIPAAc compliance, n (%)

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>7 (13)</td>
<td>46 (87)</td>
</tr>
<tr>
<td>No</td>
<td>2 (4)</td>
<td>53 (96)</td>
</tr>
</tbody>
</table>

aNot available.
bSeveral apps identified contained privacy policy statements written in a different language; however, some apps provided an English-translated version of the policy. All apps reviewed adopted, followed, or referenced a US-based vaccination schedule (ie, Centers for Disease Control and Prevention). cHIPAA: Health Insurance Portability and Accountability Act.

PCA Results

Results from the dimensionality reduction of the feature space showed that PC1 explained approximately 24.7% of the data and PC2 explained 8.3% of the data (Figure 1). The next step in our PCA involved reviewing the correlations between the PCs and the features [39]. Using the loading scores, we analyzed the values for PC1 and PC2. A review of the features for PC1 showed that the Automated Readability Index, Simple Measure of Gobbledygook, and Flesch-Kincaid Grade were the top 3 correlated features for PC1 (Textbox 1). Reminders of vaccinations, customized scheduling, and vaccination tracking were the most correlated features for PC2 based on the loading values (Textbox 1). Results from PC1 showed a high correlation between readability-related features, whereas results from PC2 showed a high correlation between customization-related features. PC2 highlights the importance of a consumer-focused approach to managing immunization schedules for children [40].

Figure 1. Principal component analysis showing that 24.7% of the data variance is explained by principal component 1 and 8.3% of the data variance is explained by principal component 2.
Textbox 1. Top 5 features correlated to their respective principal component (PC).

<table>
<thead>
<tr>
<th>Top 5 features</th>
<th>PC1 (features related to readability)</th>
<th>PC2 (features related to user customization)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Automated Readability Index</td>
<td>Reminder for vaccination</td>
</tr>
<tr>
<td></td>
<td>Simple Measure of Gobbledygook formula</td>
<td>Customized schedule</td>
</tr>
<tr>
<td></td>
<td>Flesch-Kincaid Grade</td>
<td>Vaccination tracking</td>
</tr>
<tr>
<td></td>
<td>Reading text page success</td>
<td>Personalized recommendations</td>
</tr>
<tr>
<td></td>
<td>Linsear Write Formula</td>
<td>Targeted at parents</td>
</tr>
</tbody>
</table>

K-Means Cluster Analysis Results

The top 5 features from PC1 and PC2 were used to create a cluster graph that represented the optimal number of clusters for the new feature space (Multimedia Appendix 1). In Figure 2, the dotted line represents the optimal number of clusters based on each measure. On the basis of the limited additional insight that would be derived from 6 clusters, 5 clusters were chosen as the optimal number of clusters to group the apps (Figure 2). Table 3 displays the number of apps for each cluster in accordance with selected features from the new feature space that includes the apps’ target users (targeted parents), customized schedule, and presence of privacy policy. Cluster 1, with 22.7% (27/119) apps, had the highest percentage of apps with a user target focused on parents. Cluster 3, with 24.4% (29/119) apps, did not offer features of customizing a schedule or the presence of a privacy policy. Cluster 1 and cluster 2, (with 59/119, 49.6% apps in total), were the only clusters with the presence of a privacy policy. Cluster 5 did not include apps found on both platforms. The specific name of each app for each cluster can be found in Multimedia Appendix 2.

Figure 2. Total within-cluster sum of squares and average silhouette width. The optimal number of clusters is 5 (left) for the total within-cluster sum of squares measure and 6 (right) for the average silhouette width measure.
Table 3. K-means clusters with selected new features represented (N=119).

<table>
<thead>
<tr>
<th>Features</th>
<th>App cluster, n (%)</th>
<th>1 (n=27)</th>
<th>2 (n=32)</th>
<th>3 (n=29)</th>
<th>4 (n=19)</th>
<th>5 (n=12)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Platform</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td></td>
<td>12 (44)</td>
<td>15 (47)</td>
<td>13 (45)</td>
<td>9 (47)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>iOS</td>
<td></td>
<td>11 (41)</td>
<td>13 (41)</td>
<td>14 (48)</td>
<td>9 (47)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Both</td>
<td></td>
<td>4 (15)</td>
<td>4 (12)</td>
<td>2 (7)</td>
<td>1 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Targeted parents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>16 (59)</td>
<td>4 (12)</td>
<td>8 (28)</td>
<td>6 (32)</td>
<td>5 (42)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>11 (41)</td>
<td>28 (88)</td>
<td>21 (72)</td>
<td>13 (68)</td>
<td>7 (58)</td>
</tr>
<tr>
<td><strong>Customized schedule</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>25 (93)</td>
<td>4 (12)</td>
<td>0 (0)</td>
<td>18 (95)</td>
<td>10 (83)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>2 (7)</td>
<td>28 (88)</td>
<td>29 (100)</td>
<td>1 (5)</td>
<td>2 (17)</td>
</tr>
<tr>
<td><strong>Reading text page (privacy policy)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>27 (100)</td>
<td>32 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>29 (100)</td>
<td>19 (100)</td>
<td>12 (100)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

In this study, we developed a codebook to conduct a content analysis of vaccination apps and explored the use of computational approaches to identify the feature importance of vaccination apps, reduce the dimensionality of our feature space, and categorize vaccination apps using k-means clustering in an unsupervised case approach. When examining the feature importance of the 119 vaccination apps and 42 features, we found that the most important features could be categorized and explained through PC1 and PC2. For PC1, the top features found in this component were predominately associated with the privacy and readability category from the codebook. The category of information exchange had the most prominent features associated with PC2. On the basis of these results, incorporating information exchange functions and improving the readability of policy-related information should include expert involvement in vaccination app design (as denoted by clusters 1 and 2 in Table 3). Among the selected features in the cluster analysis, cluster 1 had the highest percentage of vaccination apps that provided a privacy policy, allowed a customized vaccination schedule, and targeted parents with regard to app use. Some apps that were not designed to track child vaccination information targeted parents (ie, KnowAsYouGo). Studies have detailed the lack of a government regulatory presence in the app market [6] as it relates to data privacy. Our work shows the lack of HIPAA compliance in vaccination-related apps (Table 2), although it is crucial for designers of vaccination apps in the United States to ensure agreement with HIPAA laws [41]. A transdisciplinary research approach in vaccination app design would allow for greater use by mHealth apps users and opportunities to improve users’ health literacy related to vaccines. Ultimately, this would result in an overall improvement of potential information exchange with public health providers.

**App Development and Feature Analysis**

mHealth technology has the potential to improve the efficiency and convenience of health care information exchange. Our findings can be categorized into two major themes: (1) features that limit the functionality of apps and (2) features that impede the overall user experience. Although most apps are moderately received by their users, based on the app rating feature, there were salient weaknesses identified through the use of PCA. This further suggests that the limitations within the reviewed vaccination apps must be addressed. On the basis of the k-means cluster analysis and the selected features, only 1 cluster of vaccination apps did not provide evidence for user vaccine schedule customization. Functionality improvements to mHealth apps could allow for a connection between patients and medical professionals to provide timely care. Systematic incorporation of information exchange features and improving policy readability would result in notable enhancements to future apps, as well as those that are currently on the market and fail to incorporate these features.

We concluded that most vaccination apps were not developed alongside health professionals. There is no standard for expert involvement in app development for any sector, and integrating medical experts in the development of mHealth apps is important, considering the increased use of mHealth technology in health care spaces [42]. Specifically related to vaccination apps, they serve as a potential tool for vaccine advocacy, administration, documentation, and monitoring success within vaccination programs. Previous research has shown a lack of engagement from public health agencies, who might have benefited from a better estimation of immunization coverage and preparedness for incoming epidemics [43]. The apps we studied were absent of any data-sharing features with public health departments, although vaccine tracking is important when monitoring vaccine programs.
Health Literacy and Health Communication

Health literacy involves the ability of individuals to find, understand, and use services to educate themselves to make health-related decisions [44]. One of the most correlated features of the evaluated apps based on the PC1 results was the readability tests. Improved readability in mHealth apps allows for increased use among consumers and helps individuals personally educate themselves to make healthier decisions in their lives [45]. Although our readability was focused on important user privacy content, these findings also have implications for other areas of the app that require high literacy skills to operate. Our results also revealed opportunities to redesign how privacy policy information and HIPAA compliance are communicated within vaccination apps [46]. Although results from the readability measures showed that vaccination apps scored an average of 6.51 on the Flesch-Kincaid Grade readability scale, other audio and video approaches may be leveraged to improve understanding of the policy information. In reference to the information exchange theory, we see that it is crucial to have users’ personal information secured to ensure credibility. The development and redesign of the information exchange process within the apps prove to be an essential feature to adhere to policies such as HIPAA. Through these developmental improvements, we may experience an increase in vaccination app use across multiple public health sectors [47,48].

Privacy and Security

Transferring vaccination records from paper to digital requires strict data standards and interoperability to ensure security [49]. Interoperability describes the extent to which systems can exchange and interpret shared data based on standards across health care settings. Interoperability allows for the secure exchange of medical information, which is essential for successful technological advances in health care. Less than half of the apps analyzed contained features that allowed data to be shared for personal recommendations. “Some information exchange methods involve ‘rolling out’ the electronic health records (EHRs) to unaffiliated health care organizations, creating an interface between different EHRs, or sharing a portal that allows others to view their information” [50]. Opportunities exist to develop evidence-based apps with regard to health data security and privacy concerns [51]. Credibility is a major concern of mHealth apps and may influence consumer use. This could lead to creating a systematic approach to mHealth vaccination app development and how these apps securely connect patient information with EHR systems [48].

Strengths and Limitations

The validity of our research is upheld through a diligent acquisition and analysis of the 119 Android and iOS apps. We used 2 computational approaches to reduce the feature space and cluster our apps. Furthermore, PCA allows for the identification of specific features correlated to the larger PCs. Following the use of PCA and k-means clustering, our data provide a visual representation that is palatable for diverse audiences. The method used in our work has implications for other domain areas to examine the most important features when considering app design. Despite a rigorous procurement and analysis of the 119 apps, our research contains several limitations. First, the apps that did not meet the 12-month time frame of representation on their respective platforms were removed from the analysis [22]. Although analyzing these apps independently was not the primary focus of this study, if included in our study, they could have affected the outcome of specific features, particularly the apps on the Android operating system. Future work should systematically evaluate apps that were discontinued during the study and compare their impact on study results. We did not observe the same issue with iOS apps. This yields potential complications for the replicability of our research in accordance with the obtained data. As a result of selecting apps exclusively from the Android and iOS app stores, there is potential for vaccination-related apps in other marketplaces to be excluded, affecting the study results. Another limitation involves bias related to the data selection process. Oversampling the Android apps creates an imbalance in the feature representation that may already be inherent to the data. Second, this study was started in 2019, before the COVID-19 pandemic. Vaccination hesitancy along with misinformation has exacerbated vaccination uptake concerns. The landscape related to vaccination campaigns and the use of vaccination apps has changed significantly since this study started. Therefore, changes in apps that address misinformation, vaccine hesitancy, and telehealth services should be considered in future studies. Third, we used 2 exploratory machine learning approaches that can be affected by the data set size, number of features, and number of clusters. Instead of k-means clustering, the use of a hierarchical clustering method can account for grouping concerns during the cluster assignment step. Future work may incorporate other computational techniques to analyze these nuanced differences.

Finally, the researchers conducting this study are a US-based team; therefore, this research is intended to facilitate future app development. This research is also intended to supplement the further improvement of vaccination apps currently used in the United States. Not all the 119 apps featured in our research are based in the United States; this adds to the limitations of the research as it may complicate health recommendations that adhere to government and regional guidelines. Per the variation in countries where the apps are based, HIPAA compliance may not apply to other nations, and this may additionally complicate comparisons. Despite some apps being based in other countries, many internationally focused apps have followed or referenced the Centers for Disease Control and Prevention recommendations for vaccination schedules.

Future Implications

The use of vaccines as a tool in personal and public health remains a cornerstone of disease prevention. Despite the advancement of vaccine technology and the promotion of vaccines as safe and effective, vaccine hesitancy has led to the resurgence of preventable childhood diseases. This resurgence threatens the effectiveness of vaccines as a public health tool. Technology, particularly mHealth apps, enables the intersection of public health and IT to potentially manifest positive vaccine health behaviors in individuals. Understanding the descriptive,
usability, information exchange, and privacy features of these 119 mHealth apps has the potential to provide researchers and health care professionals information concerning features that should be considered when designing vaccination apps as a public health instrument.

There is conflicting literature on the overall effectiveness of mHealth apps to assist with improving vaccination coverage; however, our research yields recommendations for mHealth vaccination apps developed in the future. One recommendation is to incorporate a transdisciplinary research approach to mHealth app development, in which medical professionals, app developers, public health experts, and users can collaborate throughout the app development process. This ensures engagement from multiple stakeholders and reliable information exchange between agencies and users. As noted in the previous section, although our study was conducted before the COVID-19 pandemic, our findings could prove relevant for the ongoing monitoring of COVID-19 metrics, vaccination documentation, and beyond. One such example for mHealth apps is contact tracing for COVID-19 or serving as a liaison for information exchange between experts and users. A recent study described the most frequently installed features of contact-tracking apps as alert systems and government accountability [52]. However, the need for the exchange of information for public health purposes in contact tracing diminishes the data protection of the users. This affects users’ uptake of these mHealth apps, and prior work has shown that many apps do not include participatory user involvement with contact-tracing apps [53]. Future directions for this research include the development of a sustainable bidirectional information exchange framework for vaccination mHealth apps.

Conclusions
We conclude that our computational method was able to identify important features of vaccination apps correlating with end user experience and categorize those apps through cluster analysis (Multimedia Appendix 1). Results from PC1 show that the top 5 features correlated with readability, and results from PC2 show that most of the top 5 features correlated with user customization. Results from our computational method provide evidence that data information exchange among different health care entities should be leveraged to provide patient-centric health care. Privacy and security concerns around the collection, storage, and sharing of health data should be addressed during the app design development process. Collaboration among multiple health stakeholders during design and development can improve the overall functionality of vaccination-related apps.
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Abstract

Background: Since the beginning of the COVID-19 pandemic, over 480 million people have been infected and more than 6 million people have died from COVID-19 worldwide [1]. In some patients with acute COVID-19, symptoms manifest over a longer period, which is also called “long-COVID.” Unmet medical needs related to long-COVID are high, since there are no treatments approved. Patients experiment with various medications and supplements hoping to alleviate their suffering. They often share their experiences on social media.

Objective: The aim of this study was to explore the feasibility of social media mining methods to extract important compounds from the perspective of patients. The goal is to provide an overview of different medication strategies and important agents mentioned in Reddit users’ self-reports to support hypothesis generation for drug repurposing, by incorporating patients’ experiences.

Methods: We used named-entity recognition to extract substances representing medications or supplements used to treat long-COVID from almost 70,000 posts on the “/r/covidlonghaulers” subreddit. We analyzed substances by frequency, co-occurrences, and network analysis to identify important substances and substance clusters.

Results: The named-entity recognition algorithm achieved an F1 score of 0.67. A total of 28,447 substance entities and 5789 word co-occurrence pairs were extracted. “Histamine antagonists,” “famotidine,” “magnesium,” “vitamins,” and “steroids” were the most frequently mentioned substances. Network analysis revealed three clusters of substances, indicating certain medication patterns.

Conclusions: This feasibility study indicates that network analysis can be used to characterize the medication strategies discussed in social media. Comparison with existing literature shows that this approach identifies substances that are promising candidates for drug repurposing, such as antihistamines, steroids, or antidepressants. In the context of a pandemic, the proposed method could be used to support drug repurposing hypothesis development by prioritizing substances that are important to users.

(JMIR Form Res 2022;6(10):e39582) doi:10.2196/39582
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Introduction

Background

Since the beginning of the COVID-19 pandemic, over 480 million people have been infected and more than 6 million people have died from COVID-19 worldwide [1]. In some patients with acute COVID-19, symptoms manifest over a longer period of time [2]. Owing to this phenomenon, the term “long-COVID” (LC) has emerged [3]. LC refers to both postacute (lasting longer than 4 weeks) and chronic (lasting longer than 12 weeks) symptoms [3,4]. At least one symptom
Persist in 32%-87% of previously hospitalized patients [4]. Furthermore, the incidence of LC is estimated to range between 10% and 35% in individuals who have not been hospitalized [5]. The economic costs associated with LC symptomatology could be significant. Reynolds et al [6] stated that chronic fatigue syndrome, which has similar characteristics to LC [7], leads to a 37% reduction in household productivity and a 54% reduction in labor force productivity in the United States. Unmet medical needs have motivated immense research activities. ClinicalTrials.gov lists more than 7000 studies in the field of COVID-19, including more than 600 LC-specific studies [8].

Retrospective Clinical Analysis

The large number of ongoing studies highlights a key challenge in drug development. There are numerous substances that are potentially effective. It is therefore essential to identify promising substances and narrow down the number of potential drug candidates to those showing the most promise. Given the urgency, scarcity of financial resources, and the high risk of failure in pharmaceutical research [9], drug repurposing (DR) appears to be a promising strategy for LC drug development. The exploitation of existing drugs for new therapeutic purposes usually leads to shorter development cycles with lower costs [10]. For example, existing drugs have proven to be safe for use in humans. Accordingly, phase I clinical trials are not required [10]. From a historical perspective, DR has often been serendipitous [10,11], but systematic approaches also exist to identify promising target leads [12]. One of these approaches is retrospective clinical analysis [12], which has already been used in the context of the COVID-19 pandemic [12]. Retrospective clinical analysis involves learning from real-world experience (eg, evaluating clinical case reports) to hypothesize applications of existing drugs for new indications [13].

Mining Patients’ Experiences From Social Media

Traditionally, retrospective clinical analysis is based on information that is collected and stored in databases, explicitly dedicated for health care system–related applications. Signals for potential DR are subsequently generated by professionals analyzing the data. Nowadays, there is a growing awareness in medical research that the collective intelligence of the affected patients, jointly searching for a solution to improve a medical condition, can be a driver of innovation [14,15] that is leveraged in the innovation process known as “crowdsourcing” [14,16]. While traditional crowdsourcing aims at active collaboration (eg, between a pharmaceutical company and an external patient group), online forums enable a passive approach to collecting real-world data by offering relevant content for analysis, which is also called “passive crowdsourcing” [17,18]. For instance, researchers have analyzed data from disease-specific social media platforms to identify medications that are used outside the approved indication (off-label use) [10,19]. Off-label use provides information to support hypotheses regarding DR [10,19]. These approaches save time and costs associated with data collection, while incorporating patients’ real-world experiences. However, social media mining (SMM) [19], a term that refers to the collection of methods used for conducting passive crowdsourcing, poses significant risks in terms of bias [10,19]. For instance, owing to the age-related user behavior on social media platforms, the data might not be generalizable to the whole population [10].

Generating Hypotheses on DR From Discussions Among Long-Haulers

In this study, we aimed to capture substances such as medications and supplements that are relevant to the coping strategies of patients with LC. Accordingly, we applied the principle of retrospective clinical analysis using passive crowdsourcing by applying SMM. Since there is no approved drug for LC, promising LC candidates based on off-label properties could not be determined. Instead, we used an exploratory method, mainly consisting of the application of named-entity recognition (NER) and network analysis, aiming to provide an overview of different treatment strategies and important compounds from the patient’s perspective for DR hypothesis generation. Methodologically similar approaches have previously been used to identify substances used in self-medication regarding opioid withdrawal [20] or to monitor potential drug interactions and reactions [21]. Furthermore, network analysis has been used to explore discussions related to certain diseases [22] or to explore the public perspective on vaccines [23,24]. For example, Lewis et al [22] used network analysis to analyze reasons for older adults to join a diabetes online community. Luo et al [24] used network analysis to explore public perceptions of the COVID-19 vaccine.

To our best knowledge, this study is the first to explore treatment strategies and important medications to support DR hypothesis generation by applying network analysis.

Research Objectives

The aim of this feasibility study was to evaluate whether the proposed method can be employed to support DR hypothesis generation based on the experiences of affected individuals shared on Reddit. To this end, we first explored which substances are mentioned in LC online discussions regarding self-medication. Second, we investigated whether there are clusters of substances often discussed together, indicating treatment strategies. Third, we attempted to identify the most important substances in these clusters to indicate respective treatment strategies.

Methods

Overview

The methodology used in this study consists of the following steps: (1) extraction of appropriate data, (2) detection of substance entities mentioned in users’ posts using NER, and (3) analysis of substance frequencies and co-occurrence networks of substance entities. Figure 1 outlines the end-to-end workflow in detail.
Data Source and Extraction

Reddit is a social media platform that is organized in theme-specific forums called “subreddits” [20]. The data extraction process was performed using Pushshift [25], which is a platform that collects Reddit data and has been available to researchers since 2015 [25]. The extracted data consist of posts and metadata from the subreddit “/r/covidlonghaulers,” which has already been used to explore LC symptoms [26,27]. This subreddit is actively moderated by specific users and provides a medium for LC-related discussions. The content is subject to strict rules prohibiting the promotion of alternative treatment, misinformation, and conspiracy theories. As of January 3, 2022, the subreddit had over 24,000 subscribers and 20,000 threads.

Substance Entity Extraction

First, the text was preprocessed to improve the data quality. For example, hyperlinks, tabs, and blank lines were removed. The substances of interest mentioned by patients in posts needed to be extracted and structured for subsequent analysis [19] using NER [28]. We defined substances of interest as explicitly mentioned substances or groups of substances that can be considered as treatments. For instance, we captured conventional supplements (eg, vitamin supplements) or prescription medications (eg, antidepressants) that were discussed by users. ScispaCy provides several NER models related to medical issues [29] and was used to extract symptoms from LC Reddit posts [27]. In principle, two ScispaCy models are applicable for this purpose. The first model is the en_ner_bc5cdr_md model [30], which can detect chemical substances and diseases. Since the module covers chemical substances in general and not specific medications or dietary supplements, we defined stop words such as “ethanol” to narrow the focus of the analysis to substances of interest. The second model is the Med7 model [31], which specifically focuses on drug extraction. Running both models together yielded the best results [27]. Negated substances were

Users self-report their LC experiences such as discussing symptoms [26] and medications.

Beyond the extraction of posts, metadata such as the username, date of the post, or the so-called “link flair text” can be extracted. Link flair text represent thematic tags that are used to associate posts (initial and subsequent posts) with specific categories. This provides researchers with the ability to exclude data unrelated to the analysis. For example, posts tagged as articles, research articles, or humor posts were excluded from the analysis (see Multimedia Appendix 1). Additionally, posts without tags were excluded. The analyzed data included 68,268 posts written by 8717 users between August 31, 2020, and March 1, 2022 (Figure 2).
excluded from the extraction by considering negotiation terms. For this purpose, we added the Negex algorithm [32] to the NER ScispaCy pipeline. Negex identifies different forms of negation patterns and was initially developed for application to clinical texts [32]. Subsequently, the named entities were normalized and filtered to improve data quality for subsequent analyses. Therefore, the extracted entities were matched against an external knowledge base and were either replaced with standard medical vocabulary or discarded if no match was found. For this purpose, we used the ScispaCy entity linker, which matches entities with the unified medical language system (UMLS) knowledge base [33]. The EntityLinker pipeline performs a string nearest-neighbor search for entities to match them with the UMLS concepts [29]. We considered 0.85 as a threshold value for the overlap with UMLS concepts [29]. To evaluate the entity extraction performance, 500 randomly selected posts from the entire corpus were manually annotated. For data annotation, two annotators were involved. The intercoder reliability was 0.94. The F1 score was used as the evaluation metric [34]. By applying inexact string matching between data from the Food and Drug Administration’s Orange Book [35] and the extracted entities, brand names were normalized by their active ingredient [36]. For instance, “zyrtec” was replaced with “ceterizine hydrochloride.”

Network Analysis

The network analysis method offers the possibility of visualizing and evaluating relationships in text. In this study, we used network analysis to obtain an overview of the spectrum of substances and identify potential substance clusters. Similar approaches have been used to identify substances and their effects, including self-medication in opioid withdrawal [20] or pharmacovigilance settings [21].

Features for network analysis consist of the nodes (represented by the extracted entities) and the “edges,” which represent the relationship between the nodes as weight based on the co-occurrence of entities. A co-occurrence was defined as the mention of two or more substances in one post [37,38]. Duplicates of entities within one post were removed to avoid assigning more weight to longer posts that mention specific entities more frequently. Consequently, the information on the co-occurrence of substances was converted into a pointwise mutual information (PMI) matrix [20,39,40]. We only considered associations between entities that co-occurred more frequently than expected based on their overall frequency, also called positive PMI, which was proven to be beneficial for extracting semantic representations [20,41]. To improve the quality of the visualization and analysis, substances occurring less than 10 times and node pairs below the average PMI weight were excluded [22,42]. False-positive nodes were manually removed. Using the PMI matrix, an undirected graph was created and analyzed using Gephi software. Gephi is an open-source software for network analysis, which allows spatialization, and analyzed using Gephi software. Gephi is an open-source software for network analysis, which allows spatialization, and clustering of entities [43].

Community Detection

We used clustering, also referred to as “community detection,” to identify potential drug and/or supplement strategies for LC. Community detection describes the clustering of nodes (in our case, substances) that are strongly associated with each other according to their edges. Hence, a cluster consists of substances that are strongly associated and discussed with one another. Communities can be determined using various clustering algorithms. For this purpose, the relatively new Leiden algorithm was used [44]. In contrast to the Louvain algorithm, which has been widely used in network analysis in the past, the Leiden algorithm has several advantages [45] such as having more meaningful partitioning [44]. The modularity value (Q) was used as the quality function [44]. A Q value of at least 0.3 implies meaningful clustering [44]. The result of clustering, and consequently Q, was significantly determined by the preselected resolution [46]. Following an iterative process, we aimed to find a proper balance between the number and relevance of the discovered communities and the resulting modularity by applying different resolution values [46]. To analyze the most important substances in the network, we calculated the degree centrality (number of linkages of a node) [47]; the higher the centrality, the more important the substance is in the network [47,48].

Results

Substances in Self-Reports

The NER algorithm achieved an F1 score of 0.67 (precision=0.69, recall=0.66). Error analysis was performed on the incorrectly labeled entities. Errors were classified into lexical and dictionary errors [49]. A lexical error (38.5%) refers to the case in which users employ a variety of terms when referring to the substances they use. For example, our model failed to detect and extract the term “benzos,” since it is a slang abbreviation for the drug “benzodiazepine” and was not indexed in the model. Another example of expressions that our model did not recognize are compound terms of more than a single word (eg, “anti histamines”) with the algorithm only extracting “histamines” and was thus missing the preceding word “anti,” giving the extracted entity a different meaning. A dictionary error (61.5%) refers to certain terms that are not specifying a concrete substance but rather a substance group; for example, “electrolytes” were not captured, whereas explicitly mentioned substances representing electrolytes such as “magnesium” were reliably detected. Furthermore, the algorithm extracted substances that are not considered as treatments, such as “chlorine.”

A total of 28,447 substance entities and 5789 word-co-occurrence pairs were extracted. “Histamine antagonists,” “famotidine,” “magnesium,” “vitamins,” and “steroids” were the most frequently mentioned substances that appeared at least once in a post (duplicate mentions of a substance in a post were disregarded) (Figure 3). A list of all substances can be found in Multimedia Appendix 1. The most frequent word pairs are listed in Table 1. For example, the pairing that occurred most frequently with 218 mentions was cetirizine hydrochloride–famotidine.
Figure 3. The 25 most frequently mentioned substances that appeared at least once in a post. For example, “histamine antagonists” were discussed in more than 800 different posts.

Table 1. The most frequent co-occurrences.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Substance–Substance pair</th>
<th>Frequency (number of mentions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cetirizine Hydrochloride–Famotidine</td>
<td>218</td>
</tr>
<tr>
<td>2</td>
<td>Famotidine–Histamine Antagonists</td>
<td>135</td>
</tr>
<tr>
<td>3</td>
<td>Potassium–Magnesium</td>
<td>106</td>
</tr>
<tr>
<td>4</td>
<td>Famotidine–Loratadine</td>
<td>98</td>
</tr>
<tr>
<td>5</td>
<td>Ergocalciferol–Magnesium</td>
<td>96</td>
</tr>
<tr>
<td>6</td>
<td>Cetirizine Hydrochloride–Histamine Antagonists</td>
<td>95</td>
</tr>
<tr>
<td>7</td>
<td>Aspirin–Famotidine</td>
<td>88</td>
</tr>
<tr>
<td>8</td>
<td>Loratadine–Histamine Antagonists</td>
<td>82</td>
</tr>
<tr>
<td>9</td>
<td>Zinc–Ascorbic Acid</td>
<td>78</td>
</tr>
<tr>
<td>10</td>
<td>Famotidine–Melatonin</td>
<td>78</td>
</tr>
</tbody>
</table>

Substance Clusters

Overview

Using a resolution of 0.6, three clusters were found. They consisted of 244 nodes and 3570 edges. The modularity value was 0.48, indicating a reasonable partitioning of communities [50, 51]. The average clustering coefficient was 0.414. Overall, these scores indicated that the network (Figure 4) had no random structure [47]. Coloring in the network indicates the community and node size degree centrality.
Cluster 1 mainly consisted of supplements and several over-the-counter (OTC) medications, which are often used in the context of flu-like diseases (Figure 5). The top 10 most important substances and the respective substance classes measured by degree centrality are displayed in Table 2. The retrieved entities belong to the drug classes of electrolyte/mineral replacement, vitamins, respiratory tract agents such as acetylcysteine, and nutritional supplements such as fish oil or probiotics.
Table 2. Characteristics of clusters.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Total share of nodes</th>
<th>Ten most important substances (by degree centrality)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>42.85%</td>
<td>magnesium, melatonin, ergocalciferol, vitamin, multivitamin preparation, niacin, probiotics, acetylsteine, fish oils, zinc</td>
</tr>
<tr>
<td>2</td>
<td>29.51%</td>
<td>gabapentin, bupropion hydrochloride, antidepressive agents, fluvoxamine, adrenergic beta-antagonists, naltrexone, lorazepam, cannabidiol, propranolol, nonsteroidal anti-inflammatory agents</td>
</tr>
<tr>
<td>3</td>
<td>26.64%</td>
<td>steroids, histamine antagonists, famotidine, diphenhydramine hydrochloride, cetirizine hydrochloride, prednisone, ibuprofen, antibiotics, loratadine, ivermectin</td>
</tr>
</tbody>
</table>

Cluster 2
Cluster 2 mostly included prescription medicines such as those used for the treatment of psychological, mental, or neurological disorders (Figure 4). Examples of the 10 most important substances (Table 2) include the anticonvulsant drug gabapentin, antidepressants such as bupropion hydrochloride, and adrenergic β-antagonists such as propranolol. Furthermore, opioid antagonists such as naltrexone, anxiolytics such as lorazepam, and nonsteroidal anti-inflammatory agents such as naproxen incorporated high degree centrality.

Cluster 3
Cluster 3 mainly included prescription and OTC medicines that are often used to treat allergic reactions and inflammation (Figure 4). The top 10 important substances (Table 2) belonged to the drug classes of steroids such as prednisone, antihistamines such as famotidine, antibiotics, and nonsteroidal anti-inflammatory agents such as ibuprofen.

Discussion
Principal Results
Posts were extracted from an LC-specific subreddit to analyze the discussed substances with the aim of evaluating whether the proposed method could be used to support hypothesis development for DR. In the absence of approved medications for LC (which will also be the case in future pandemic situations), all substances can be considered for off-label use, which makes it difficult to evaluate the potential candidates that apply traditional SMM DR approaches. Instead of filtering substances for off-label use, we considered frequencies and network analysis to facilitate the identification of important substances from the patients’ point of view.

The substances mentioned the most frequently in our feasibility study were antihistamines in general and famotidine, followed by supplements such as magnesium. Moreover, vitamins and steroids were frequently discussed substances. To analyze the strength of the substance-substance combination, the PMI was used to compare the strength of the associations with random associations considering the overall frequency of substances. These substances and their associations formed a nonrandom network consisting of three substance clusters, identified by community detection, implying systematic discussion and usage of substances. For instance, the most frequently mentioned class of substances, histamine antagonists, was found to be highly associated with other inflammatory substances such as steroids.

The clusters, mainly consisting of anti-inflammatory agents and supplements, incorporate the most often mentioned entities. Moreover, medications used for the treatment of psychological, mental, or neurological disorders also formed a cluster. The latter cluster can be assumed to be a less prevalent treatment regime in our sample because its substances occur less frequently. Nevertheless, all clusters reflect the treatment approaches described by the users.

Supporting DR Hypothesis Generation by Analyzing Patients’ Self-Reports
The results of our feasibility study highlight drugs and self-treatment strategies discussed by long-haulers on Reddit. We were able to successfully identify substance communities (representing different treatment strategies) in the substance network and drugs of high(er) importance to users (based on
degree centrality) within these communities. Comparing the results to the current literature, our findings are supported by the successful identification of promising drug candidates already discussed by the scientific community. For instance, according to Crook et al [52], antihistamines are considered potential DR candidates. Significant improvements in long-term symptoms have been reported in case reports [53] and observational studies [54]. This seems to be backed by discussions from long-haulers: antihistamines are the most frequently discussed substances and are important (measured by degree centrality) to the cluster of anti-inflammatory drugs.

Similarly, Crook et al [52] concluded in their review that antidepressants such as serotonin-norepinephrine reuptake inhibitors and selective serotonin reuptake inhibitors could be repurposed for the treatment of LC, as they have been associated with a reduced risk of death or intubation in acute COVID-19 cases [52,55] and a reduction in peripheral inflammatory markers [52,56]. In April 2021, Sukhatme et al [57] conducted a review on the mechanisms of action of fluvoxamine and its role in acute COVID-19 treatment. The authors concluded that it “is also tempting to speculate on a role for fluvoxamine in COVID-19 long-haulers.” In April 2022, Khani et al [58] expressed the hypothesis that the majority of LC symptoms might not be directly due to COVID-19 but likely result from COVID-19–associated inflammation and Epstein-Barr virus (EBV) reactivation. The authors argue that fluvoxamine might have beneficial effects in reducing LC symptoms due to the modulatory effects on central mechanisms (eg, reduction of endoplasmic reticulum stress and inflammation). In medication cluster 2, fluvoxamine was the second most important antidepressant, as measured by degree centrality (Table 2). Interestingly, our data are based on posts up to March 2022, and clearly indicate that users already consider this drug to be important in their LC treatment strategies while the scientific community is still working on hypothesis generation.

The other antidepressant that is most frequently mentioned and most central to long-hauler discussions was bupropion hydrochloride, representing a norepinephrine/dopamine reuptake inhibitor (NDRI) [59]. This drug is currently barely discussed in the research community. There seems to be a significant discrepancy in the perception of importance of NDRIs of long-haulers and the scientific community.

Additional drugs that appear to be important to long-haulers but that are barely discussed in clinical research include naltrexone, adrenergic β-antagonists, and prednisone. For instance, prednisone, as a corticosteroid, emerged as the most central steroid used for self-treatment by long-haulers in our study. Chen et al [60] found a high incidence of EBV coinfection in acute COVID-19 cases and concluded that patients may be advised to use a corticosteroid. Following the hypothesis of Khani et al [58] that EBV is also of central importance in LC, corticosteroid could be useful in the treatment of LC, and thus explain the identified central position in the long-haulers discussion identified in this study. In fact, Goel et al [61] reported that systemic steroids are helpful in hastening the recovery of a selected subset of patients with LC [61]. Another recently published single-center interventional pre-post study demonstrated that low-dose naltrexone is safe in patients with LC and may improve well-being (eg, reduce symptomatology) [62].

In summary, reports on clinical research indicate that our proposed method might support the early identification of promising DR candidates. When incorporating patients’ experiences regarding specific drugs, network analysis has proven to be especially useful to slice the data in a meaningful way. In particular, network analysis enables the identification of different (self-) treatment strategies and corresponding drugs beyond raw frequencies. For example, medications used for the treatment of psychological, mental, or neurological disorders represent a medication cluster; however, these drugs are generally reported at lower frequency. This might result from the fact that most of these drugs are only available on prescription and therefore access is limited in contrast to OTCs. Substance community detection and degree centrality highlight the strategies and drugs that otherwise could be overlooked. Furthermore, network analysis allows to distinguish between systematic and random discussions of substances. This is important information, as a systematic discussion might be an indicator for data quality and the knowledge of the crowd. Our results imply that patients’ experiences shared on social media influence others’ self-treatment decisions [63]. Positive experiences reported by users will lead to other users adopting the same approaches, leading to the increase of discussion of potentially helpful substances [64].

However, it is beyond the scope of this study to review all of the identified compounds for their potential relevance to LC DR. We encourage professionals to consider the findings as a starting point for hypothesis generation by narrowing down potential DR candidates to drugs that are important for long-haulers. Clearly, we cannot derive any conclusions about effectiveness based on this analysis. Nevertheless, these drugs appear to be frequently used by long-haulers as treatments. Therefore, these drugs should be further evaluated by the scientific community to determine whether they might be effective or even harmful, which would also be of relevance to communicate from a public health perspective.

Limitations and Future Work

Our study has several limitations in line with comparable studies based on similar methods. As our NER algorithm relies on pretrained models, the error analysis we performed implies that a custom model trained on annotated examples of the posts used in this study would increase the accuracy of the results. To avoid missing entities in the normalization process (eg, due to the use of slang), a customized dictionary could be defined, which links slang terms of substances used by patients to their medical terminology. Further, substances that fail in the normalization process could be revised and normalized manually. However, the performance of the NER algorithm can be considered to be appropriate. Other studies applying pretrained NER algorithms to extract medical entities from Reddit data showed similar F1 scores. Foufi et al [49] used PKDE4J [65] to identify biomedical substances from disease-specific subreddits, and 71.48% of the extracted entities were correctly labeled. S’ćepanovic’ et al [66] evaluated six state-of-the-art pretrained language models in a bidirectional long short-term memory–conditional random
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However, it is beyond the scope of this study to review all of the identified compounds for their potential relevance to LC DR. We encourage professionals to consider the findings as a starting point for hypothesis generation by narrowing down potential DR candidates to drugs that are important for long-haulers. Clearly, we cannot derive any conclusions about effectiveness based on this analysis. Nevertheless, these drugs appear to be frequently used by long-haulers as treatments. Therefore, these drugs should be further evaluated by the scientific community to determine whether they might be effective or even harmful, which would also be of relevance to communicate from a public health perspective.

Limitations and Future Work

Our study has several limitations in line with comparable studies based on similar methods. As our NER algorithm relies on pretrained models, the error analysis we performed implies that a custom model trained on annotated examples of the posts used in this study would increase the accuracy of the results. To avoid missing entities in the normalization process (eg, due to the use of slang), a customized dictionary could be defined, which links slang terms of substances used by patients to their medical terminology. Further, substances that fail in the normalization process could be revised and normalized manually. However, the performance of the NER algorithm can be considered to be appropriate. Other studies applying pretrained NER algorithms to extract medical entities from Reddit data showed similar F1 scores. Foufi et al [49] used PKDE4J [65] to identify biomedical substances from disease-specific subreddits, and 71.48% of the extracted entities were correctly labeled. S’ćepanovic’ et al [66] evaluated six state-of-the-art pretrained language models in a bidirectional long short-term memory–conditional random
field (BiLSTM-CRF) model to identify medical entities in disease-specific subreddits; the F1 scores ranged from 0.64 to 0.73. Approaches combining different pretrained language models can improve performance. For example, S’c’epanovic’ et al [66] built a customized NER system by combining a BiLSTM-CRF sequence labeling architecture with contextual embeddings, which scored 0.71 on symptoms and 0.77 on drugs.

**Determining the Outcome of Substances**

We analyzed the importance of substances in the long-haulers’ discussions, but we did not analyze whether the substances were helpful in terms of the outcomes, which should be considered in future studies. Several approaches can be applied to approximate outcomes. The gold standard is the manual examination of medication-specific posts by medical professionals incorporating domain knowledge. Further programmatic approaches could include analyses of average sentiments regarding drugs to determine whether a treatment is perceived to be useful by users [67]. Another possibility could be to capture correlations between substances and effects mentioned in a sentence by the application of dependency parsing [68] or by implementing an observational study design [69]. However, reliable assessment of causality of underlying treatment effects is impossible because of various limitations [19]; for instance, inaccurate use of medical terminology by users would bias the results, even if machine-learning algorithms perform with perfect accuracy. Moreover, our analysis indicates a trend of polymedication, which would confound the analysis of single substances. Furthermore, the data quality is low compared with data obtained in traditional study designs, and several confounders such as demographic variables are unknown. In general, even if holistic patient information is available, social media data should be interpreted with caution. For instance, ivermectin was considered a potential DR candidate for acute COVID-19. However, this is suspected to be supported by flawed research [70] and it was later found to be ineffective in randomized clinical trials [71]. While we cannot evaluate the efficacy of ivermectin in patients with LC, it can be assumed that users’ treatment decisions may also be influenced by potentially flawed information.

**Generalizability of Results and Inference of Indications**

Even though important substances were found from the users’ perspective, the results cannot be generalized for all patients with LC since demographics or symptom distributions were not analyzed. Although previous studies [26,27] indicate that the spectrum of symptoms in the subreddit broadly agrees with recently published studies on LC [26,27], it can be assumed that the treatment choice of users depends on their symptoms. Therefore, the implementation of a bimodal network to reveal correlations between symptoms and medications could be useful. Moreover, the demographic distribution of users might not be representative of the entire long-hauler population. In fact, research suggests that the distribution of Reddit is skewed by age and gender [72], which is a major limitation to SMM in general [19], indicating that the data source represents a young male subpopulation [72]. There are two possible improvements in future SMM studies: (1) combining data from multiple platforms could lower user bias depending on the specific platform; and (2) algorithms can be applied to infer demographic variables and analyze diverse user data, including metadata [19].

**Conclusions**

In this feasibility study, we tested the application of SMM methods to support the development of hypotheses on LC DR. To this end, we extracted substance entities to analyze frequencies and co-occurrences and subsequently used them to identify substance clusters. Our results highlight certain approaches to DR, such as antihistamines, steroids, or antidepressants, while also indicating that patients experiment with a wide range of substances in a systematic manner. This feasibility study demonstrates that network analysis can be used to characterize the medication strategies discussed. Comparison with existing literature indicates that the approach identifies substances that are plausible candidates for drug repurposing. The comparison also showed that some substances are important from the users’ point of view while they are barely discussed in the scientific community. These substances should be reviewed by experts to assess their potential efficacy or harmfulness. The result could either lead to a DR hypothesis or underline the need to communicate the potential risks of the drug in the community of long-haulers. In the context of a pandemic, the proposed method might be used to support DR hypothesis development by prioritizing substances that are important to users in a cost- and time-effective manner.
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Abstract

Background: The proliferation of vaccine misinformation on social media has seriously corrupted the public’s confidence in vaccination. Proactively sharing provaccination messages on social media is a cost-effective way to enhance global vaccination rates and resist vaccine misinformation. However, few strategies for encouraging the public to proactively share vaccine-related knowledge on social media have been developed.

Objective: This research examines the effect of value type (individual vs collective) and message framing (gain vs loss) on influenza vaccination intention (experiment 1) and the willingness to share provaccination messages (experiment 2) among Chinese adults during the COVID-19 pandemic. The primary aim was to evaluate whether messages that emphasized collective value were more effective in increasing the willingness to share than messages that emphasized individual value.

Methods: We enrolled 450 Chinese adults for experiment 1 (n=250, 55.6%) and experiment 2 (n=200, 44.4%). Participants were randomly assigned to individual-gain, individual-loss, collective-gain, or collective-loss conditions with regard to the message in each experiment using the online survey platform’s randomization function. Experiment 1 also included a control group. The primary outcome was influenza vaccination intention in experiment 1 and the willingness to share provaccination messages in experiment 2.

Results: The valid sample included 213 adults in experiment 1 (females: n=151, 70.9%; mean age 29 [SD 9] years; at least some college education: n=202, 94.8%; single: n=131, 61.5%) and 171 adults in experiment 2 (females: n=106, 62.0%; mean age 28 [SD 7] years; at least some college education: n=163, 95.3%; single: n=95, 55.6%). Influenza vaccination intention was stronger in the individual-value conditions than in the collective-value conditions ($F_{3,166}=4.96, P=.03, \eta^2=0.03$). The reverse result was found for the willingness to share provaccination messages ($F_{3,165}=6.87, P=.01, \eta^2=0.04$). Specifically, participants who received a message emphasizing collective value had a higher intention to share the message than participants who read a message emphasizing individual value ($F_{3,165}=6.87, P=.01, \eta^2=0.04$), and the perceived responsibility for message sharing played a mediating role (indirect effect=0.23, 95% lower limit confidence interval [LLCI] 0.41, 95% upper limit confidence interval [ULCI] 0.07). In addition, gain framing facilitated influenza vaccination intention more than loss framing ($F_{3,166}=5.96, P=.02, \eta^2=0.04$). However, experiment 2 did not find that message framing affected message-sharing willingness. Neither experiment found an interaction between value type and message framing.

Conclusions: Strengthened individual value rather than collective value is more likely to persuade Chinese adults to vaccinate. However, these adults are more likely to share a message that emphasizes collective rather than individual value, and the perceived responsibility for message sharing plays a mediating role.
Introduction

Background

The proliferation of vaccine misinformation on social media has seriously corrupted the public’s confidence in vaccination [1-3]. Extreme antivaxers create vaccine misinformation online [4-6], and ordinary users often spread vaccine misinformation voluntarily on social media [7,8] because of the emotional and attractive nature of misinformation. Fortunately, social media platforms are increasingly implementing positive interventions to resist vaccination misinformation [9,10].

These endeavors mainly focus on 2 different approaches. The first approach relies on information technology, such as fact-checking labels [9] or debiasing strategies [11], to reduce the impact of existing vaccine misinformation on its audience. The other approach provides more vaccination knowledge on social media to suppress the diffusion of vaccine misinformation [4,8,12,13].

However, additional strategies to mobilize the public to debunk vaccine misinformation on social media are needed to successfully achieve public health goals. Just as vaccine misinformation can drive sharing intentions, provaccination information, if presented properly, can motivate the public’s willingness to share on social media. Inspiring the public’s willingness to share provaccination information can improve the current situation in which antivaccination messages occupy a more controversial space than provaccination messages on social media [8,14], and prevent the adverse effects of misinformation [15]. Hence, the main goal of this study is to explore strategies to present effective messages to improve the public’s willingness to share provaccination messages on social media.

Previous studies have confirmed that emphasizing the collective benefits of vaccination, such as the long-term benefits of herd immunity for society, could positively affect participants’ vaccination intention [8,16,17]. In particular, according to the “sharing for the community” model [18], community interest serves as a more influential motivation for the online sharing of health-related knowledge than personal gain does [19], and information-sharing behaviors driven by community interest are based on reciprocity norms [20]. Therefore, it is logical to hypothesize that provaccination messages that emphasize collective value can promote the willingness to share provaccination messages better than those that emphasize individual value.

In addition, message framing plays a key role in health communication [21]. Based on gain versus loss message framing [22,23], the value of vaccination can be framed by highlighting either desirable consequences (eg, health benefits) or undesirable consequences (eg, disease risk). Although a meta-analytic review showed that gain-framing messages are significantly more likely to encourage illness prevention behaviors compared to loss-framing messages [22], another study showed that framing effects are significant only when individuals perceive the issue to have high personal relevance [24]. Therefore, we assume that the framing effects may be less obvious when messages are described with collective value, since personal relevance is diminished when messages are described with collective value compared to individual value. Thus, we used message framing as an independent variable to explore whether message framing and value type synergistically affect vaccination message-sharing intention.

Goal of This Study

We conducted 2 survey experiments during the COVID-19 pandemic outbreak in mainland China. Experiment 1 explored whether a message that emphasized collective value improved vaccination intention more than one that emphasized individual value during the COVID-19 pandemic outbreak. Experiment 2 tested our primary hypothesis of whether collective value significantly facilitates the dissemination of provaccination messages online. We also measured the perceived importance and responsibility of message sharing as mediating variables in experiment 2 to examine the mechanism of collective value on the willingness to share messages.

Methods

Design

Two 2 (value type: collective vs individual) × 2 (message framing: gain vs loss) between-participant experiments were conducted using Sojump [25], an online study portal. Experiment 1 explored the main effect of value type and message framing on vaccination intention for the influenza vaccine (including a no-message control group), while experiment 2 focused on message-sharing willingness.

Participants

The sample size was estimated using G*Power 3.1 [26], assuming a statistical power of 90%, a significance level of .05, and an effect size of 0.25. The estimated minimum sample size for 2-factor ANOVA was 172 (n=43, 25%, for each condition). Accordingly, we recruited 450 volunteers in total (experiment 1: n=250, 55.6%; experiment 2: n=200, 44.4%) for monetary compensation.

All participants were native Chinese readers; none had a medical education background or were from Wuhan, China. Manipulation checks in the survey resulted in a total of 384 valid participants in the experiments (experiment 1: n=213, 85.2%; experiment 2: n=171, 85.5%). Table 1 presents the descriptive information about the participants.
Table 1. Descriptive information about participants in experiments 1 and 2.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Experiment 1 (N=213)</th>
<th>Experiment 2 (N=171)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>18-58</td>
<td>18-56</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>29 (9)</td>
<td>28 (7)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>65 (38.0)</td>
<td>62 (38.0)</td>
</tr>
<tr>
<td>Female</td>
<td>106 (62.0)</td>
<td>131 (55.6)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>131 (61.5)</td>
<td>95 (55.6)</td>
</tr>
<tr>
<td>Married</td>
<td>82 (38.5)</td>
<td>76 (44.4)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school graduate and below</td>
<td>2 (0.9)</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>9 (4.2)</td>
<td>6 (3.5)</td>
</tr>
<tr>
<td>College degree holder</td>
<td>129 (60.6)</td>
<td>124 (72.5)</td>
</tr>
<tr>
<td>Graduate degree holder and above</td>
<td>73 (34.3)</td>
<td>39 (22.8)</td>
</tr>
</tbody>
</table>

Message Stimuli and Pretest

Message Stimuli

The content of the messages was developed based on considerable scientific research published in vaccination-related fields [8,27,28]. We wrote 5 consecutive paragraphs, with an associated theme in each message. In approximately 450 Chinese characters, each of the messages described a story about immunization and stated the substantial value of vaccination. To increase the vividness of the messages, we used pictures from a royalty-free image web archive.

Figure 1 presents the condition of collective loss in experiment 1. Value type was manipulated by emphasizing collective or individual value under different conditions. For example, herd immunity was explained in the condition of collective value, while individual immunity was used in the condition of individual value. In addition, the subjects of the sentences were changed from “human” (collective value) to “you” (individual value).

In line with prior framing-related literature [29], message framing was described separately by strengthening the benefit of vaccination in gain framing or the harm of not being vaccinated in loss framing. We also used specific examples of vaccination to convey the messages (eg, the polio vaccine has saved human lives, or polio has killed humans).
Pretest of Messages

We tested the validity of the messages with 120 participants (the manipulation check resulted in 111 valid participants) who did not participate in the formal experiments. The 111 participants (females: n=83, 74.8%; mean age 33 [SD 12] years; at least some college education: n=93, 83.7%; single: n=58, 52.3%) were native Chinese readers; none had a medical education background or were from Wuhan, China. Each participant was randomly assigned to 1 of the 4 materials using the online survey platform’s randomization function.

First, we used a single 7-point item to measure participants’ credibility ratings of the messages. The responses showed no significant differences between the credibility ratings for collective and individual value \( (F_{3,107}=1.45, P=.23) \) or loss and gain framing \( (F_{3,107}=0.003, P=.95) \). Second, we asked participants to choose the message they read with regard to collective or individual value describing the benefits of vaccination or the risk of not vaccinating. The results revealed that more than 90% of the participants could accurately distinguish collective or individual value and gain or loss framing. Thus, the materials were considered valid for use in subsequent experiments.

Procedure

The system flowchart can be seen in Figure 2. After obtaining informed consent, the survey gathered information about the participants’ demographics (gender, age, education, and marital status) and control variables. The participants were randomly assigned to 1 of the conditions using the online survey platform’s randomization function. Those assigned to 1 of the
4 message conditions proceeded to a page that showed them a message and required them to answer 2 manipulation check questions. They were then instructed to respond to questions related to the variables described in the following section. Those in the control condition in experiment 1 proceeded directly to a similar survey without reading a message.

**Figure 2.** Schematic representation of the experimental flow.

Measures

All control and dependent variables used in our experiments are presented in Table 2. The details of all measures used in experiments are provided in Multimedia Appendix 1.
Table 2. Control and dependent variables used in experiments 1 and 2.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Experiment(s)</th>
<th>Measures</th>
<th>Items, n</th>
<th>Sample item</th>
<th>Score range</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1 and 2</td>
<td>Vaccine confidence</td>
<td>3</td>
<td>Overall, I think vaccines are safe.</td>
<td>1=extremely disagree to 5=extremely agree</td>
<td>.85 (experiment 1) and .72 (experiment 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Propensity to share on social media</td>
<td>3</td>
<td>I share new messages on social media.</td>
<td>1=rarely to 5=always</td>
<td>.72</td>
</tr>
<tr>
<td>Dependent</td>
<td>1</td>
<td>Vaccine acceptance</td>
<td>10</td>
<td>Vaccines are effective at preventing diseases.</td>
<td>1=strongly disagree to 7=strongly agree</td>
<td>.76</td>
</tr>
<tr>
<td>Dependent</td>
<td>1</td>
<td>Influenza vaccination intention</td>
<td>3</td>
<td>How likely is it that you are going to receive the flu vaccination this winter?</td>
<td>1=extremely unlikely to 5=extremely likely</td>
<td>.82</td>
</tr>
<tr>
<td>Dependent</td>
<td>2</td>
<td>Perceived importance of message</td>
<td>3</td>
<td>The message contains crucial knowledge about the vaccine.</td>
<td>1=extremely disagree to 5=extremely agree</td>
<td>.74</td>
</tr>
<tr>
<td>Dependent</td>
<td>2</td>
<td>Perceived responsibility for message sharing</td>
<td>6</td>
<td>At this moment, I believe I have the responsibility for sharing this message to improve the influenza vaccination rate.</td>
<td>1=strongly disagree to 7=strongly agree</td>
<td>.89</td>
</tr>
<tr>
<td>Dependent</td>
<td>2</td>
<td>Message-sharing willingness</td>
<td>3</td>
<td>I will share this message using different social networking tools.</td>
<td>1=extremely disagree to 5=extremely agree</td>
<td>.72</td>
</tr>
</tbody>
</table>

Control Variables

Vaccine confidence, assessed by modifying the 4-item vaccine confidence scale to 3 items by removing the item about religion [30], was measured as a control variable in experiments 1 and 2. The propensity to share on social media [31] served as a control variable in experiment 2.

Dependent Variables

We focused on vaccination intention for the 2020-2021 influenza vaccine. A self-administered scale was used. Specifically, participants were provided with medical news. The news read, “Once COVID-19 infection occurs together with influenza, the difficulty of diagnosis will be increased…” In addition, the intention to receive the influenza vaccination was measured by how likely the participants were to accept the influenza vaccination for themselves or recommend it to their families in the winter. The secondary dependent variable in experiment 1 was vaccine acceptance, which captured the entire conceptual domain of vaccine acceptance [32].

Experiment 2 comprised 3 dependent variables: the perceived importance of messages [33], the perceived responsibility for message sharing [34], and message-sharing willingness [33].

Ethical Considerations

The study was conducted according to the guidelines of the Declaration of Helsinki and approved by the Institutional Review Board of Nankai University (#NKUIRB20200023, approval date February 25, 2020).

Results

Experiment 1

The descriptive and inferential statistics of experiment 1 are shown in Table 3. Demographic variables were also included in the analysis as control variables.

Table 3. Means (SDs) for each condition and inferential statistics of each condition compared to the control group of experiment 1.

<table>
<thead>
<tr>
<th>Value and framing</th>
<th>Sample size (N=213), n (%)</th>
<th>Vaccine acceptance</th>
<th>Vaccination intention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>P value</td>
</tr>
<tr>
<td>Collective</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gain</td>
<td>43 (20.2)</td>
<td>5.46 (0.79)</td>
<td>.02</td>
</tr>
<tr>
<td>Loss</td>
<td>41 (19.2)</td>
<td>5.43 (0.65)</td>
<td>.06</td>
</tr>
<tr>
<td>Individual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gain</td>
<td>44 (20.7)</td>
<td>5.53 (0.71)</td>
<td>.02</td>
</tr>
<tr>
<td>Loss</td>
<td>42 (19.7)</td>
<td>5.60 (0.65)</td>
<td>.01</td>
</tr>
<tr>
<td>Control group</td>
<td>43 (20.2)</td>
<td>5.06 (0.74)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
**Vaccine Acceptance**

The main effects of value type ($F_{3,166}=0.16, P=0.69$), message framing ($F_{3,166}=0.01, P=0.97$) and 2-way interactions between value type and message framing ($F_{3,166}=0.49, P=0.49$) were not statistically significant for vaccine acceptance. Further pairwise comparisons showed that participants who had received a message on any condition expressed significantly higher vaccine acceptance than those in the control group. Except for the collective-loss condition, the difference was only borderline significant.

**Influenza Vaccination Intention**

The results of the influenza vaccination intention index revealed a significant main effect of value type ($F_{3,166}=4.96, P=0.03, \eta^2=0.03$). Vaccination intention was stronger in the individual-value conditions than in the collective-value conditions. Messaging framing also exhibited a significant main effect ($F_{3,166}=5.96, P=0.02, \eta^2=0.04$). Vaccination intention was stronger in the gain-framing condition than in the loss-framing condition. No interaction effects were significant ($F_{3,166}=0.83, P=0.36$). We also found that the participants in all conditions except for the collective-loss condition had significantly higher vaccination intention than those in the control group.

**Experiment 2**

The descriptive statistics of experiment 2 are shown in Table 4.

**Table 4.** Means (SDs) for each condition of experiment 2.

<table>
<thead>
<tr>
<th>Value and framing</th>
<th>Sample size (N=171), n (%)</th>
<th>Perceived importance, mean (SD)</th>
<th>Perceived responsibility, mean (SD)</th>
<th>Message-sharing willingness, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collective</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gain</td>
<td>43 (25.1)</td>
<td>4.54 (0.43)</td>
<td>6.19 (0.62)</td>
<td>3.96 (0.62)</td>
</tr>
<tr>
<td>Loss</td>
<td>42 (24.6)</td>
<td>4.61 (0.42)</td>
<td>6.23 (0.67)</td>
<td>4.04 (0.68)</td>
</tr>
<tr>
<td>Individual</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gain</td>
<td>44 (25.7)</td>
<td>4.44 (0.51)</td>
<td>5.87 (0.77)</td>
<td>3.75 (0.81)</td>
</tr>
<tr>
<td>Loss</td>
<td>42 (24.6)</td>
<td>4.21 (0.56)</td>
<td>5.62 (1.07)</td>
<td>3.44 (1.01)</td>
</tr>
</tbody>
</table>

**Perceived Importance, Perceived Responsibility, and Message-Sharing Willingness**

Significant differences were found between collective and individual value. Participants who received a message emphasizing collective value had higher perceived importance ($F_{3,165}=4.72, P=0.03, \eta^2=0.03$), higher perceived responsibility ($F_{3,165}=9.31, P=0.003, \eta^2=0.06$), and a higher willingness to share the message ($F_{3,165}=6.87, P=0.01, \eta^2=0.04$) than participants who read a message emphasizing individual value. There was no significant main effect of message framing or 2-way interactions between value type and message framing on each dependent variable.

Influenza vaccination intention and message-sharing willingness were the 2 primary outcomes in experiments 1 and 2, respectively. Therefore, we present the 2 dependent variables together in Figure 3 to facilitate a comparison of trends.

**Mediating Effect Analysis**

A mediating effect analysis was conducted to determine whether the effect of collective value was mediated by perceived importance and responsibility. The mediational model was assessed using the SPSS PROCESS macro (model 4) with a 95% bias-corrected CI based on 5000 bootstrap samples [35]. The value type (collective value=1, individual value=0) was used as the independent variable, perceived importance and
responsibility were parallel mediators, and message-sharing intention was the outcome variable.

The analysis yielded a significant model ($F_{8,162} = 6.88, P < .001, R^2 = 0.25$). The direct effect of value type on the intention to share was not significant after introducing the indirect effects of perceived importance and responsibility into the model (Figure 4). One indirect effect of perceived importance was also not significant (indirect effect = 0.03, 95% lower limit confidence interval [LLCI] 0.11, 95% upper limit confidence interval [ULCI] −0.01). In contrast, the other indirect effect of perceived responsibility was significant (indirect effect = 0.23, 95% LLCI 0.41, 95% ULCI 0.07).

**Figure 4.** Statistical model of the meditational model. **$P < .01$; ***$P < .001$.**

Discussion

Principal Findings

In experiment 1, we found that individual value had a more substantial effect than collective value on influenza vaccination intention. Interestingly, the results from experiment 2 indicated that the message describing collective value promoted message-sharing willingness better than the message related to individual value; the perceived responsibility for message sharing mediated the effect of collective value on message-sharing willingness but not on perceived importance.

In general, individual-focused messages increased vaccination intention, but collective-focused messages increased the likelihood of sharing. These results seem to produce conundrums for message designers and reveal that designers should finely construct specific messages for different targets. For example, if the goal is to make provaccination messages occupy more space on social media, then collective value should be prioritized to describe messages. In another circumstance, if the improvement of vaccination rates is more important and urgent, especially under circumstances with high risks, individual value should be considered first. Moreover, the message of collective value described as gain framing also enhanced vaccination intention compared to the control group. Therefore, collective-gain messages effectively increase vaccination intention, while enhancing message-sharing willingness.

This study also obtained some other results. First, there were no differences between collective and individual value or gain and loss framing on vaccine acceptance; however, vaccine acceptance improved in all intervention groups compared to the control group. Second, gain framing was more effective than loss framing in influenza vaccination intention. Finally, we did not find an interaction effect between value type and message framing on any dependent variables.

These results contribute to the literature on online health knowledge sharing and provide implications for practice.

Limitations

There are some limitations of this study. First, we did not design a condition that combined collective and individual value and that tested whether such messages can promote both vaccination intention and message-sharing willingness. This limitation can be addressed through follow-up research.

Second, the external validity of this study is limited. In a realistic network environment, other types of information with high attractiveness or interesting themes, such as stories about celebrities or sports news, may cause the public to ignore provaccination messages [36]. Therefore, it is necessary to simulate the real network context to verify the robustness of the results of this study.

Third, we conducted the research in the early stages of COVID-19. During this period, the epidemic in Wuhan, China, was more serious, while people in other regions were mostly in a state of unknown risk. As the form of the epidemic continues to change in China, the public’s perception of the risk will also change dynamically. This may further lead to changes in the way messages function in different severe situations. Subsequent studies could consider collecting data at different time points and drawing on studies that use time series models [37,38] in an attempt to optimize health strategies to resist vaccine misinformation and boost vaccination.

Finally, the participants were mainly female, younger, and single and had a college degree or above. Although we controlled for these demographic variables in the analysis, the external validity of the experimental results is limited. This study can be further improved to examine whether the function of the messages varies among populations.

Despite the limitations, the study complements and extends previous studies that focused on collective benefits in personal vaccination decisions.
Comparison With Prior Work

The effect of value type on vaccination intention contradicts a previous study that found that collective benefit promotes vaccination intention more than individual benefit does [16]. Notably, a study supports our finding, showing that individuals self-categorized as being in a high-risk group are more likely to adopt vaccination behavior following self-benefit messages than social benefit messages [39]. Our study was conducted during the COVID-19 outbreak, and high risk perception might have resulted in the public’s heightened sensitivity to individual value messages.

In contrast, message-sharing willingness was promoted by collective value more than individual value, and perceived responsibility played a mediatory role. These findings are consistent with a similar study that found that social integrative benefits significantly and positively influence knowledge-sharing intention in virtual communities [40]. Finally, the results of message framing coincide with a previous study that suggested that gain-framing messages are more likely to encourage illness prevention behaviors compared to loss-framing messages [22].

Conclusion

Online messages emphasizing individual value promote the intention to vaccinate more strongly than those emphasizing collective value, but this effect is reversed in message-sharing willingness. Furthermore, perceived responsibility for message sharing plays a mediating role between collective value and message-sharing willingness. Our findings have practical implications for constructing and providing effective, targeted provaccination messages.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLCI</td>
<td>lower limit confidence interval</td>
</tr>
<tr>
<td>ULCI</td>
<td>upper limit confidence interval</td>
</tr>
</tbody>
</table>
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Abstract

Background: Food companies have increased digital and social media ad expenditures during the COVID-19 pandemic, capitalizing on the coinciding increase in social media use during the pandemic. The extent of pandemic-related social media advertising and marketing tactics have been previously reported. No studies, however, have evaluated how food and beverage companies used COVID-washing on social media posts in the United States or analyzed the nutritional content of advertised food and beverage products. This study was designed to address these gaps by evaluating how food and beverage companies capitalize on the COVID-19 pandemic to promote unhealthy foods and sugary beverages.

Objective: We aimed to document the types and frequencies of COVID-19–related themes in US food and beverage companies’ Twitter posts during the first wave of the pandemic in the United States, and assess the nutritional quality of food and beverage products featured in these tweets.

Methods: Research assistants visited the Twitter accounts of the most-marketed food and beverage brands, and screen-captured all tweets posted between March 1 and May 31, 2020. Researchers documented the date of the tweet; the number of likes, views, comments, and “retweets”; and the type of food and beverage products. We coded tweets for the following 10 COVID-19 themes: (1) social distancing, staying home, or working remotely; (2) contactless delivery or pick-up; (3) handwashing or sanitizing; (4) masks; (5) safety or protection; (6) staying connected with others; (7) staying active; (8) frontline or essential workers; (9) monetary relief, donations, or unemployment; and (10) pandemic, unprecedented, or difficult times. Researchers calculated the nutrient profile index scores for featured foods and sorted beverages into categories based on sugar content.

Results: Our final sample included 874 COVID-19–themed tweets from 52 food and beverage brands. Social distancing themes appeared most frequently (n=367, 42%), followed by pandemic, unprecedented, or difficult times (n=246, 28.2%), and contactless delivery (n=237, 27.1%). The majority of tweets (n=682, 78%) promoted foods and beverages. Among those tweets featuring foods and beverages, 89.6% (n=611) promoted unhealthy products, whereas 17.2% (n=117) promoted healthy products.

Conclusions: Our findings point to a concerning marketing tactic in which major food and beverage companies promote unhealthy foods and sugary beverages during the COVID-19 pandemic. Given that nutrition-related diseases such as obesity and diabetes are risk factors for COVID-19 morbidity and mortality, food and beverage companies should reduce the promotion of unhealthy products to help decrease the prevalence of health conditions that place people at higher risk for severe illness and death due to COVID-19.

(JMIR Form Res 2022;6(10):e37642) doi:10.2196/37642
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Introduction

Health is determined not only by biology and individual choices but also by corporate practices and their influence on the social environments in which people live and work [1]. These “corporate determinants of health” were most recently defined as “strategies and approaches used by the private sector to promote products and choices that are detrimental to health” [2,3]. One example of a corporate determinant of poor health is unhealthy food and beverage marketing. Exposure to food advertising increases calorie consumption [4] and is particularly concerning during the current COVID-19 pandemic, given that obesity and diabetes are risk factors for COVID-19 morbidity and mortality [5-8].

Food marketing exerts a powerful influence on children’s and adults’ diets. To date, the majority of food advertising promotes products that are energy dense and nutrient poor [9]. Many research studies substantiate that such marketing of unhealthy foods affects young consumers’ preferences and purchasing behaviors, and increases their consumption of those marketed foods [4,9-14].

Social media use increased during the COVID-19 pandemic [15-19], coinciding with food and beverage companies’ growth in marketing efforts on social media. Companies that shifted their marketing dollars to digital media–centric platforms saw significant profit [20]: ad revenue from companies like YouTube, Facebook, and Twitter grew by up to 49% during the first quarter of 2021 [21]. The extent of pandemic-related social media advertising and marketing tactics have been previously reported [22-25]. Despite companies’ efforts to align with public health initiatives, COVID-washing may contribute to obesogenic environments and increase health risk. A content analysis of Australian-based social media posts from Australian food and beverage companies during the pandemic showed that 100% of unhealthy food and beverage parent companies included “COVID-washing” marketing techniques—the use of COVID-19–related themes (eg, social distancing) to market products [25]. The use of COVID-19–related marketing by food and beverage companies has also been documented in Latin America. A content analysis of Facebook posts from 5 fast food chains in Argentina, Bolivia, Guatemala, and Peru also documented the use of COVID-19–related marketing strategies during the pandemic [22], and a study in Brazil documented a high prevalence of unhealthy food advertising on the largest online food delivery platform in Latin America during the fourth month of the COVID-19 pandemic [23]. No studies, however, have evaluated how food and beverage companies used COVID-washing on social media posts in the United States or analyzed the nutritional content of advertised food and beverage products. Most of the world’s largest food companies are from the United States (eg, 5 of the top 10 largest food companies are from the United States) [26], and those US-based companies are increasingly targeting other countries with their unhealthy products [27], making it urgent to understand their domestic and international marketing practices. Conversely, Latin American brands do not have a large advertising presence in the United States—the most-marketed brands in the United States largely include US-based brands along with a few brands from outside of the United States (eg, Nestle based in Switzerland and Danone based in France) [26-30].

This study was designed to address these gaps by evaluating how food and beverage companies capitalize on the COVID-19 pandemic to promote unhealthy foods and sugary beverages. We aimed to document the types and frequencies of COVID-19–related themes in US food and beverage companies’ Twitter posts (ie, “tweets”), and assess the nutritional quality of featured products in these tweets.

Methods

Selection of Food and Beverage Brands

We conducted a content analysis of food and beverage brands’ US Twitter accounts during the first wave of the COVID-19 pandemic. We chose Twitter as the social media platform to analyze in our study because companies spend US $2.9 billion of their advertising budget on Twitter [31]. Additionally, our previous research shows that food and beverage brands use diverse and powerful advertising strategies on Twitter, including adopting personalities that drive consumer engagement and interaction on the platform [32]. To determine our sample of food and beverage brands, we selected a random subset of 29 of the most-marketed brands from the following categories, using the Rudd Center for Food Policy and Obesity’s Food Advertising to Children and Teens Scores (FACTS) reports: fast food [30], sugary drinks [33], cereals [34], and snacks [28]. Five research assistants then visited Twitter and searched for each brand’s official Twitter account page. On each account page, Twitter suggests three similar accounts in a “You might like” list. We also included these suggested accounts in our sample. Twitter uses an algorithm to populate these “You might like” lists, suggesting additional brands that are likely relevant and of interest to users who follow and interact with the initial brand account they are viewing. Our choice to include brands from these lists was because users who “follow” a particular brand account on Twitter are likely to also follow the suggested accounts in the “you might like” list on their account page. By also including these suggested brands, we aimed to produce a robust sample of popular food brands on Twitter. This search process yielded a sample of 52 brands—29 brands from the FACTS reports and 23 brands from Twitter’s “You might like” lists.

Collection of Tweets From Brands’ Twitter Accounts

The lead author divided the 52 brands between seven researchers, who then visited their assigned brands’ Twitter accounts and recorded the number of “followers” each brand had. To collect our sample of tweets, the researchers then scrolled through each brand’s reverse-chronological feed of posted tweets, until they reached a tweet dated May 31, 2020. They then screen-captured each tweet posted between March 1 and May 31, 2020, and documented the following data for each captured tweet in an Excel (Microsoft Corporation) spreadsheet: date of posted tweet, number of likes, number of views, number of comments, and number of “retweets.” We only collected tweets and retweets generated by the brands, and did not collect any user-generated content. Finally, the researcher identified and documented each food and beverage product featured in...
the tweet. Products were included in the data collection if they were either referenced in the text of the tweet or depicted with an image of the product.

**Codebook Development and Qualitative Coding of Tweets**

To create a codebook, the lead author and two senior researchers reviewed a subset of tweets in our sample to identify featured COVID-19–related themes. These identified themes were then documented and defined in a codebook to be used in a content analysis of the full sample of tweets. The lead author then trained the seven researchers on how to use the codebook to perform the qualitative coding. If throughout the coding process, a researcher identified an additional COVID-19–related theme, they notified the lead author who then updated the codebook. The final codebook included 10 distinct COVID-19–related themes: (1) social distancing, staying home, or working remotely; (2) contactless delivery or pick-up; (3) handwashing or sanitizing; (4) masks; (5) safety/protective gear; (6) staying connected with others; (7) staying active; (8) frontline or essential workers; (9) monetary relief, donations, or unemployment; and (10) pandemic, unprecedented, or difficult times (Table S1 in Multimedia Appendix 1).

Each tweet was then reviewed and coded for the 10 established COVID-19–related themes by one of the seven researchers. If there was a lack of clarity on how a tweet should be coded, the researcher raised the question with the research team, and through a team discussion, a consensus was reached. To account for coding consistency, the lead author reviewed 20% of the sample from each of the seven researchers. If a coding discrepancy was identified, the lead author discussed the discrepancy with the initial coder, and they reached a consensus. Researchers coded tweets for each theme that was featured, so some tweets were coded with more than one theme.

**Nutritional Analysis of Food and Beverages**

We calculated nutrition scores for each featured food product using the validated Nutrient Profile Model (NPM) [35], with higher scores representing less healthy products and lower scores representing healthier products. We then converted the NPM scores to a more interpretable nutrient profile index (NPI) [34] score using the following formula: NPI score = -2 x NPM score + 70. NPI scores ranged from 1 to 100, with 1 being the worst nutrition score and 100 being the best score. We classified food items with an NPI score ≥64 as “healthy,” as this is the threshold for products that can be advertised to children in the United Kingdom [36]. The NPM is limited in its use with beverages and codes some sugary sweetened beverages as “healthy,” so we sorted featured beverages into the categories based on the sugar content outlined in the Rudd Center’s Sugary Drink FACTS Report [33]. Food and beverage products that were referenced in the text of the tweet or depicted with an image of the product were included in the nutritional analysis. In instances where a featured food or beverage product was not easily identifiable (eg, image of a brand’s take-out bag), we calculated and averaged the NPI scores of the brand’s top five marketed products, as described by Bragg et al [37].

**Results**

After excluding brands without active Twitter accounts, we identified 52 unique food and beverage brands. During the study period, the 52 food and beverage brands collectively posted 2307 tweets, and 874 of those tweets featured COVID-19–related themes. Brands mentioned social distancing (n=367, 42% of COVID-19–themed tweets) most frequently in their tweets, followed by pandemic, unprecedented, or difficult times (n=246, 28.2%), contactless delivery (n=237, 27.1%), and frontline or essential workers (n=193, 22.1%; Figure 1). Half of the COVID-19–themed tweets (n=440, 50.1%) featured more than one COVID-19 theme. Engagement by followers (likes, comments, and retweets) varied between COVID-19 themes (Table 1) and brands (Table 2). Tweets featuring social distancing generated the most interactions (likes, comments, and retweets) of the 10 themes, with 118,838 likes; 11,268 comments; and 21,643 retweets (n=151,749, 23.2% of the total 655,551 interactions). Tweets referencing pandemic, unprecedented, or difficult times generated the next greatest number of interactions (n=124,632, 19% of the total interactions) with 96,423 likes; 6417 comments; and 21,792 retweets. Tweets referencing staying active generated the least number of interactions in our sample (n=1673, 0.3%).

Fast-food companies comprised more than one-quarter of the 52 brands in our sample (n=14, 27%) and generated more than half of the 874 COVID-19–themed tweets in our sample (n=461, 52.7%). Taco Bell (474/461, 10.2%), Little Caesars (46/461, 10%), and Chick-fil-A (41/461, 8.9%) posted the most COVID-19–themed tweets among fast-food brands, comprising 15.3% (134/874) of the total COVID-19–themed tweets in our sample. Fast-food companies had the majority of followers in our sample (27,274,600/37,063,870, 73.6%), and their tweets had the highest level of engagement, accruing the majority of the total number of “likes” (205,026/270,697, 75.7%), comments (20,333/27,633, 73.6%), and retweets (43,530/55,683, 78.2%). Contactless delivery was the most frequently referenced theme in the 461 tweets by fast-food brands (n=208, 45.1%), followed by social distancing (n=135, 29.3%), and pandemic (n=113, 24.5%).

Snack brands comprised over one-third of the 52 brands in our sample (n=19, 37%) and generated almost one-third of the 874 COVID-19–themed tweets in our sample (n=260, 29.7%). Snack brands had a total of 2,343,412 (6.3%) followers, and their tweets generated a total of 16,618 (6.1%) likes; 2454 (8.9%) comments; and 4187 (7.5%) retweets. Social distancing was the most frequently referenced theme in tweets by snack brands (132/260, 50.8%), followed by pandemic (93/260, 35.8%).

Beverage brands comprised 23% (n=12) of the 52 brands in our sample and had the second highest number of followers in our sample (n=7,104,432, 19.2%). Beverage brands generated 9.5% (n=83) of the COVID-19–themed tweets in our sample but had the second highest level of engagement, accruing a total of 47,691 (17.6%) likes; 4692 (17%) comments; and 7711 (13.9%) retweets. Social distancing was the most frequently referenced theme in the 83 beverage brand tweets (n=50, 60%), followed by staying connected (n=26, 31%) and pandemic (n=24, 29%).

[33] Food and beverage products that were referenced in the text of the tweet or depicted with an image of the product were included in the nutritional analysis. In instances where a featured food or beverage product was not easily identifiable (eg, image of a brand’s take-out bag), we calculated and averaged the NPI scores of the brand’s top five marketed products, as described by Bragg et al [37].
A total of 78% (n=682) of the 874 tweets that featured COVID-19–related themes also promoted foods and beverages. Of these 682 COVID-19–related tweets, 89.6% (n=611) promoted unhealthy products, whereas 17.2% (n=117) promoted healthy products. Unhealthy foods were promoted more frequently (n=556, 81.5%) than sugary beverages (n=100, 14.7%). Healthy food and beverages were promoted in only 8.4% (n=57) and 9.4% (n=64) of tweets, respectively. A total of 10.4% (n=71) of tweets promoted only healthy products, whereas 82.8% (n=565) promoted only unhealthy products. A total of 38% (n=20) of the 52 brands in our sample promoted both healthy and unhealthy products in their COVID-19–themed tweets. Fast-food and snack brands promoted unhealthy products (n=367, 89.7% and n=168, 92.8%, respectively) more often than healthy products (n=59, 14.4% and n=24, 13.3%, respectively). Beverage brands promoted healthy products more often than unhealthy products (n=32, 62.8% vs n=27, 52.9%).

**Figure 1.** Four tweets in our sample that use COVID-19 themes (social distancing/staying home/working remotely; frontline/essential workers) to promote unhealthy food products.

![TWIX](https://example.com/twix_tweet)

**TWIX** @Twix - May 6

"you’ve heard of social distance but now we present to you... social distancing. Rembrandt® was pretty much a genius. #ThankYouToYou #MintForHeros"

---

![Snickers](https://example.com/snickers_tweet)

**Snickers** @Snickers - May 12

"Have you sent a free SNICKERS to an essential worker in your life yet? No rush. They can redeem the next time they find themselves at Walmart®. sendMysnickersfromhome #sendaSnickers"

---

![Snickers](https://example.com/snickers_tweet)

**Snickers** @Snickers - May 12

"Thank you to you... social distancing. Rembrandt® was pretty much a genius. #ThankYouToYou #MintForHeros"

---

![Pizza](https://example.com/pizza_tweet)

**Domino’s Pizza** @dominos - May 6

"No shame in the work-from-home leftover game. Mix & Match your Favorites for just $5.99 each – some for today, some for tomorrow."

---
<table>
<thead>
<tr>
<th>COVID-19 theme</th>
<th>Frequency (N=1526), n (%)</th>
<th>Likes (N=503,649), n (%)</th>
<th>Comments (N=46,966), n (%)</th>
<th>Retweets (N=104,936), n (%)</th>
<th>Video views (N=32,065,091,897), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social distancing, staying home, working remotely</td>
<td>367 (24.1)</td>
<td>118,838 (23.6)</td>
<td>11,268 (24.0)</td>
<td>21,643 (20.6)</td>
<td>25,378,029 (0.1)</td>
</tr>
<tr>
<td>Pandemic, unprecedented or difficult times</td>
<td>246 (16.1)</td>
<td>96,423 (19.1)</td>
<td>6417 (13.7)</td>
<td>21,792 (20.8)</td>
<td>16,000,164,700 (49.9)</td>
</tr>
<tr>
<td>Contactless delivery and pick-up</td>
<td>237 (15.5)</td>
<td>60,363 (12.0)</td>
<td>8802 (18.7)</td>
<td>15,085 (14.4)</td>
<td>3,996,010 (0.0)</td>
</tr>
<tr>
<td>Frontline and essential workers</td>
<td>193 (12.7)</td>
<td>63,689 (12.7)</td>
<td>5435 (11.8)</td>
<td>11,817 (11.3)</td>
<td>3,719,072 (0.0)</td>
</tr>
<tr>
<td>Monetary relief, donations, unemployment</td>
<td>192 (12.6)</td>
<td>37,860 (7.5)</td>
<td>3911 (8.3)</td>
<td>9260 (8.8)</td>
<td>16,005,367,147 (49.9)</td>
</tr>
<tr>
<td>Staying connected with others</td>
<td>125 (8.2)</td>
<td>63,414 (12.6)</td>
<td>4322 (9.2)</td>
<td>10,979 (10.5)</td>
<td>24,731,677 (0.0)</td>
</tr>
<tr>
<td>Safety, protection</td>
<td>74 (4.9)</td>
<td>37,531 (7.5)</td>
<td>4046 (8.6)</td>
<td>9077 (8.7)</td>
<td>128,128 (0.0)</td>
</tr>
<tr>
<td>Masks</td>
<td>51 (3.3)</td>
<td>10,271 (2.0)</td>
<td>794 (1.7)</td>
<td>1758 (1.7)</td>
<td>1,576,670 (0.0)</td>
</tr>
<tr>
<td>Handwashing, sanitizing</td>
<td>23 (1.5)</td>
<td>13,903 (2.8)</td>
<td>1894 (4.0)</td>
<td>3286 (3.1)</td>
<td>23,364 (0.0)</td>
</tr>
<tr>
<td>Staying active</td>
<td>18 (1.2)</td>
<td>1357 (0.3)</td>
<td>77 (0.2)</td>
<td>239 (0.2)</td>
<td>7100 (0.0)</td>
</tr>
</tbody>
</table>

*a* Some tweets included more than one theme, so the total number of theme instances is greater than the total number of tweets.

*b* Data only includes tweets that feature video media (n=192), as Twitter only reports the number of views for videos.
Table 2. Summary data for food and beverage brands in sample (N=52).

<table>
<thead>
<tr>
<th>Brands</th>
<th>Tweets (N=874), n</th>
<th>Total followers (N=37,063,870), n</th>
<th>Total likes (N=270,697), n</th>
<th>Total comments (N=27,633), n</th>
<th>Total retweets (N=55,683), n</th>
<th>Total videos (N=167), n</th>
<th>Total video views (N=94,390,779), n</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Musketeers</td>
<td>17</td>
<td>3646</td>
<td>187</td>
<td>14</td>
<td>33</td>
<td>0</td>
<td>N/A</td>
<td>Snacks</td>
</tr>
<tr>
<td>Altoids</td>
<td>3</td>
<td>1,072</td>
<td>71</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>N/A</td>
<td>Snacks</td>
</tr>
<tr>
<td>Ben’s Original</td>
<td>3</td>
<td>7126</td>
<td>11</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>N/A</td>
<td>Other</td>
</tr>
<tr>
<td>Breyer’s</td>
<td>3</td>
<td>123,800</td>
<td>47</td>
<td>3</td>
<td>18</td>
<td>0</td>
<td>N/A</td>
<td>Snacks</td>
</tr>
<tr>
<td>Brisk Tea</td>
<td>2</td>
<td>34,700</td>
<td>18</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>270</td>
<td>Beverages</td>
</tr>
<tr>
<td>Cheerios</td>
<td>1</td>
<td>82,100</td>
<td>18</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>N/A</td>
<td>Cereal</td>
</tr>
<tr>
<td>Chick-fil-A</td>
<td>41</td>
<td>1,100,000</td>
<td>17,093</td>
<td>1316</td>
<td>2,818</td>
<td>7</td>
<td>111,200</td>
<td>Fast food</td>
</tr>
<tr>
<td>Chobani</td>
<td>15</td>
<td>103,300</td>
<td>633</td>
<td>29</td>
<td>160</td>
<td>1</td>
<td>16,900,000</td>
<td>Snacks</td>
</tr>
<tr>
<td>Cinnabon</td>
<td>30</td>
<td>169,600</td>
<td>2018</td>
<td>270</td>
<td>569</td>
<td>4</td>
<td>10,300</td>
<td>Fast food</td>
</tr>
<tr>
<td>Coca-Cola</td>
<td>9</td>
<td>330,000</td>
<td>3466</td>
<td>435</td>
<td>666</td>
<td>1</td>
<td>11,900</td>
<td>Beverages</td>
</tr>
<tr>
<td>Coffee Mate</td>
<td>1</td>
<td>59,400</td>
<td>67</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>N/A</td>
<td>Other</td>
</tr>
<tr>
<td>Combos</td>
<td>4</td>
<td>5712</td>
<td>84</td>
<td>12</td>
<td>22</td>
<td>0</td>
<td>N/A</td>
<td>Snacks</td>
</tr>
<tr>
<td>Domino’s</td>
<td>27</td>
<td>1,300,000</td>
<td>5448</td>
<td>1838</td>
<td>948</td>
<td>2</td>
<td>15,900</td>
<td>Fast food</td>
</tr>
<tr>
<td>Dunkin Donuts</td>
<td>39</td>
<td>1,200,000</td>
<td>10,851</td>
<td>802</td>
<td>1785</td>
<td>10</td>
<td>78,600</td>
<td>Fast food</td>
</tr>
<tr>
<td>Five Gum</td>
<td>2</td>
<td>22,200</td>
<td>13</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>261</td>
<td>Snacks</td>
</tr>
<tr>
<td>Gatorade</td>
<td>3</td>
<td>330,400</td>
<td>69</td>
<td>13</td>
<td>15</td>
<td>0</td>
<td>N/A</td>
<td>Beverages</td>
</tr>
<tr>
<td>Hellmann’s</td>
<td>5</td>
<td>36,400</td>
<td>51</td>
<td>4</td>
<td>18</td>
<td>2</td>
<td>695</td>
<td>Other</td>
</tr>
<tr>
<td>Kashi Foods</td>
<td>10</td>
<td>11,800</td>
<td>19</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>N/A</td>
<td>Snacks</td>
</tr>
<tr>
<td>Kellogg</td>
<td>63</td>
<td>77,300</td>
<td>1202</td>
<td>65</td>
<td>466</td>
<td>12</td>
<td>8256</td>
<td>Snacks</td>
</tr>
<tr>
<td>KFC</td>
<td>25</td>
<td>1,400,000</td>
<td>5306</td>
<td>1105</td>
<td>1165</td>
<td>9</td>
<td>106,800</td>
<td>Fast food</td>
</tr>
<tr>
<td>KitKat</td>
<td>11</td>
<td>49,300</td>
<td>995</td>
<td>43</td>
<td>207</td>
<td>5</td>
<td>10,700</td>
<td>Snacks</td>
</tr>
<tr>
<td>Kool-Aid</td>
<td>6</td>
<td>74,200</td>
<td>26,112</td>
<td>1122</td>
<td>4070</td>
<td>1</td>
<td>961,700</td>
<td>Beverages</td>
</tr>
<tr>
<td>Krispy Kreme</td>
<td>22</td>
<td>346,000</td>
<td>14,492</td>
<td>477</td>
<td>3070</td>
<td>1</td>
<td>5500</td>
<td>Fast food</td>
</tr>
<tr>
<td>Lay’s</td>
<td>6</td>
<td>457,500</td>
<td>606</td>
<td>254</td>
<td>173</td>
<td>2</td>
<td>2461</td>
<td>Snacks</td>
</tr>
<tr>
<td>Lipton Tea</td>
<td>4</td>
<td>55,000</td>
<td>135</td>
<td>5</td>
<td>33</td>
<td>0</td>
<td>N/A</td>
<td>Beverages</td>
</tr>
<tr>
<td>Little Caesars</td>
<td>46</td>
<td>316,200</td>
<td>9917</td>
<td>915</td>
<td>2679</td>
<td>22</td>
<td>5,830,600</td>
<td>Fast food</td>
</tr>
<tr>
<td>Lunchables</td>
<td>4</td>
<td>9982</td>
<td>70</td>
<td>21</td>
<td>19</td>
<td>0</td>
<td>N/A</td>
<td>Snacks</td>
</tr>
<tr>
<td>M&amp;Ms</td>
<td>9</td>
<td>118,400</td>
<td>811</td>
<td>50</td>
<td>135</td>
<td>2</td>
<td>2192</td>
<td>Snacks</td>
</tr>
<tr>
<td>Magnum Ice Cream</td>
<td>4</td>
<td>56,500</td>
<td>53</td>
<td>14</td>
<td>6</td>
<td>2</td>
<td>932</td>
<td>Snacks</td>
</tr>
<tr>
<td>McDonald’s</td>
<td>22</td>
<td>3,600,000</td>
<td>23,946</td>
<td>3430</td>
<td>3098</td>
<td>2</td>
<td>159,700</td>
<td>Fast food</td>
</tr>
<tr>
<td>Miracle Whip</td>
<td>4</td>
<td>17,100</td>
<td>37</td>
<td>16</td>
<td>6</td>
<td>0</td>
<td>N/A</td>
<td>Other</td>
</tr>
<tr>
<td>Oscar Meyer</td>
<td>35</td>
<td>38,100</td>
<td>2243</td>
<td>192</td>
<td>631</td>
<td>6</td>
<td>74,342</td>
<td>Snacks</td>
</tr>
<tr>
<td>Panera Bread</td>
<td>39</td>
<td>460,800</td>
<td>8249</td>
<td>632</td>
<td>1797</td>
<td>9</td>
<td>1,534,900</td>
<td>Fast food</td>
</tr>
<tr>
<td>Pepsi</td>
<td>9</td>
<td>3,000,000</td>
<td>15,607</td>
<td>2857</td>
<td>2567</td>
<td>2</td>
<td>68,091,000</td>
<td>Beverages</td>
</tr>
<tr>
<td>Perrier USA</td>
<td>6</td>
<td>14,300</td>
<td>28</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>149</td>
<td>Beverages</td>
</tr>
<tr>
<td>Pizza Hut</td>
<td>38</td>
<td>1,600,000</td>
<td>4022</td>
<td>1127</td>
<td>923</td>
<td>17</td>
<td>94,000</td>
<td>Fast Food</td>
</tr>
<tr>
<td>Poland Spring</td>
<td>7</td>
<td>7932</td>
<td>56</td>
<td>2</td>
<td>13</td>
<td>3</td>
<td>397</td>
<td>Beverages</td>
</tr>
<tr>
<td>Popchips</td>
<td>38</td>
<td>48,800</td>
<td>89</td>
<td>17</td>
<td>46</td>
<td>10</td>
<td>1529</td>
<td>Snacks</td>
</tr>
<tr>
<td>Skittles</td>
<td>7</td>
<td>407,000</td>
<td>6505</td>
<td>1340</td>
<td>1519</td>
<td>2</td>
<td>116,800</td>
<td>Snacks</td>
</tr>
<tr>
<td>Snickers</td>
<td>10</td>
<td>373,100</td>
<td>2207</td>
<td>245</td>
<td>643</td>
<td>3</td>
<td>6300</td>
<td>Snacks</td>
</tr>
</tbody>
</table>
**Discussion**

**Principal Findings**

We identified a wide range of COVID-19–related themes. Brands used social distancing themes most frequently, often with a play-on-words using the brand name or slogan (eg, “Maintain Social TWIXstance” or “Lunchables from home”). During the first wave of the COVID-19 pandemic, between March and May 2020, we found that 78% (n=682) of our sampled tweets with COVID-19–related themes promoted food and beverage products, of which the majority were unhealthy.

Our findings are consistent with previous studies that have analyzed food and beverage marketing during the COVID-19 pandemic, showing that major food and beverage brands worldwide frequently posted on social media using COVID-19–related themes [25,38,39]. In our sample of tweets, companies most frequently referenced social distancing themes (eg, “OH_____6 ft____YEAH!” [Kool-Aid], “No shame in the work-from-home leftover game” [Domino’s Pizza], “having your breaks at a distance” [KitKat], or “Quarantine Cuisine” [Popchips]). This finding is consistent with previous studies that examined other social media platforms like Facebook and Instagram where the majority of posts from major food and beverage brands referenced “isolation activities” (eg, #stayhome) [25]—activities that are included under our “social distancing/staying home/working remotely” theme. Discussing social distancing and isolation activities may be useful for food and beverage brands. With millions of families remaining in their homes, people have turned to the internet to order food and beverages. The four major US food delivery apps—Grubhub, DoorDash, Uber Eats, and Postmates—reported a collective US $3 billion increase in revenues in the second and third quarters of 2020 due to the pandemic’s shelter-in-place restrictions [40]. Particularly concerning is the increase in online ordering of fast food that continued to increase through 2021. A recent report by UpMenu, an online food ordering software service provider, reported that Chick-fil-A experienced a 590% increase in online ordering during the pandemic, followed closely behind by Burger King and Little Caesars with increases of 407% and 279%, respectively [40,41]. Our findings that Little Caesars and Chick-fil-A were in the top 4 most active brands posting COVID-19–themed content in our sample, suggests that COVID-washing may have played a role in this increase in online ordering during the pandemic.

Using the NPM, this study is the first to also examine the nutritional quality of products promoted in companies’ COVID-19–related tweets. The analysis revealed that most products were classified as unhealthy, which is consistent with other analyses of food and beverage advertisements [42-47]. However, COVID-19 raises new ethical considerations for food and beverage companies’ marketing practices because diet-related diseases like obesity and diabetes are major risk factors for severe illness and death due to COVID-19.

These findings point to a concerning yet typical marketing tactic of food and beverage companies. Corporate marketers taking advantage of trending social or health issues for profit is a textbook strategy from the corporate marketing playbook. However, using the uncertainty and disruptions of the COVID-19 pandemic for promotion is particularly more egregious than say seasonal or holiday food marketing campaigns because overconsuming unhealthy food and drink can indirectly increase the risk of more severe COVID-19–related outcomes.

Posting on Twitter and other social media platforms has enabled companies to market themselves to a wide audience, as most of the US population during our study period followed stay-at-home orders and spent more time online than ever before. Scholars refer to this kind of corporate activity as a type of cause marketing or corporate social responsibility [48] strategy, whereby companies align themselves with certain social or health issues to enhance their own image. COVID-washing

---

**Table: Social media metrics**

<table>
<thead>
<tr>
<th>Brands</th>
<th>Tweets (N=874), n</th>
<th>Total followers (N=37,063,870), n</th>
<th>Total likes (N=270,697), n</th>
<th>Total comments (N=27,633), n</th>
<th>Total retweets (N=55,683), n</th>
<th>Total videos (N=167), n</th>
<th>Total video views (N=94,390,779), n</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sonic Drive-In</td>
<td>32</td>
<td>382,000</td>
<td>2608</td>
<td>451</td>
<td>603</td>
<td>10</td>
<td>27,900</td>
<td>Fast food</td>
</tr>
<tr>
<td>Starbucks</td>
<td>34</td>
<td>11,100,000</td>
<td>66,380</td>
<td>4360</td>
<td>13,381</td>
<td>3</td>
<td>101,800</td>
<td>Fast food</td>
</tr>
<tr>
<td>Subway</td>
<td>19</td>
<td>2,300,000</td>
<td>2014</td>
<td>391</td>
<td>513</td>
<td>2</td>
<td>8700</td>
<td>Fast food</td>
</tr>
<tr>
<td>Taco Bell</td>
<td>47</td>
<td>1,900,000</td>
<td>32,682</td>
<td>3219</td>
<td>10,181</td>
<td>3</td>
<td>101,800</td>
<td>Fast food</td>
</tr>
<tr>
<td>TGI Fridays</td>
<td>26</td>
<td>214,200</td>
<td>464</td>
<td>57</td>
<td>135</td>
<td>6</td>
<td>5100</td>
<td>Other</td>
</tr>
<tr>
<td>Topo Chico</td>
<td>10</td>
<td>10,600</td>
<td>107</td>
<td>9</td>
<td>22</td>
<td>0</td>
<td>N/A</td>
<td>Beverages</td>
</tr>
<tr>
<td>Tostitos</td>
<td>7</td>
<td>40,000</td>
<td>128</td>
<td>16</td>
<td>19</td>
<td>0</td>
<td>N/A</td>
<td>Snacks</td>
</tr>
<tr>
<td>Tropicana</td>
<td>1</td>
<td>185,800</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>N/A</td>
<td>Beverages</td>
</tr>
<tr>
<td>Twix</td>
<td>12</td>
<td>34,900</td>
<td>655</td>
<td>122</td>
<td>80</td>
<td>1</td>
<td>898</td>
<td>Snacks</td>
</tr>
<tr>
<td>Velveeta</td>
<td>30</td>
<td>20,100</td>
<td>728</td>
<td>65</td>
<td>83</td>
<td>0</td>
<td>N/A</td>
<td>Other</td>
</tr>
<tr>
<td>Vita Coco</td>
<td>15</td>
<td>57,900</td>
<td>2060</td>
<td>243</td>
<td>304</td>
<td>1</td>
<td>7100</td>
<td>Beverages</td>
</tr>
<tr>
<td>Zico Coconut Water</td>
<td>11</td>
<td>33,600</td>
<td>24</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>97</td>
<td>Beverages</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
portrays food and beverage companies as empathetic and responsive to the pandemic. In reality, however, this is a classic corporate strategy that may contribute to poor diet and exacerbate poor outcomes related to COVID-19.

Limitations
This study has several limitations. One limitation is that it is possible we did not capture every food and beverage brand’s Twitter account in our sample. We included a subset of the top marketed brands from the Rudd Center for Food Policy and Obesity’s FACTS reports in our sample, which likely omitted smaller food and beverage brands. While we also included the additional brands suggested in Twitter’s “You might like” list on each brands’ Twitter account, these suggested lists were not comprehensive, as they only include three brands each. It is therefore possible that there are additional food and beverage brands that we did not capture in our sample. Further, as only Twitter was included in our sample, we only captured a subset of these food and beverage brands’ COVID-19–themed marketing. It is possible that some food and beverage companies may maintain a more active marketing presence on other social media platforms such as Instagram, TikTok, and Facebook. Future studies should examine COVID-19–themed marketing across all social media platforms.

A second potential limitation is that we selected the brands in our sample from unhealthier food categories (fast food, sugary drinks, snacks, and cereal) and did not focus on brands in healthier categories. Our sample did, however, include some brands with healthy products (eg, Perrier, Poland Spring, Chobani, or Subway), and many of the unhealthy brands in our sample also offer some items that are healthy. Over one-third of the brands (n=20, 39%) in our sample featured a mix of healthy and unhealthy products in their tweets; however, the healthier options were not products that appeared as frequently in the ads in our sample. Future research could examine the prevalence of COVID-washing by healthier food and beverage brands; however, we predict this would likely comprise a tiny proportion of the overall food marketing landscape because we know from previous research that the unhealthy brands spend more on advertising than healthy brands [28,30,33] and that food companies mostly promote their unhealthy products on their social media accounts [49-51]. Because of this discrepancy, we were less interested in comparing healthy versus unhealthy brands and more interested in documenting the extent to which these unhealthy brands are promoting junk food. This phenomenon is problematic because unhealthy brands have the most money to spend and should not be capitalizing on the pandemic to sell products given the risk factors of obesity and diabetes related to COVID-19.

Another limitation is that we were unable to measure the actual exposure and impressions of these Twitter posts. Finally, we did not examine how these COVID-19–themed ads may directly affect the dietary and purchasing choices of consumers, which is an area of future research.

Conclusions
Our findings document the prevalence of food and beverage companies’ use of COVID-19 themes in tweets that promote unhealthy foods and sugary beverages. Given that obesity and diabetes are risk factors for COVID-19 morbidity and mortality, food and beverage companies should reduce the promotion of unhealthy products to help decrease the prevalence of health conditions that place people at higher risk for severe illness and death due to COVID-19.
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Abstract

Background: COVID-19 has caused nearly 1 million deaths in the United States, not to mention job losses, business and school closures, stay-at-home orders, and mask mandates. Many people have suffered increased anxiety and depression since the pandemic began. Not only have mental health symptoms become more prevalent, but alcohol consumption has also increased during this time. Helplines offer important insight into both physical and mental wellness of a population by offering immediate, anonymous, cheap, and accessible resources for health and substance use disorders (SUD) that was unobstructed by many of the mandates of the pandemic. Further, the pandemic also launched the use of wastewater surveillance, which has the potential for tracking not only population infections but also consumption of substances such as alcohol.

Objective: This study assessed the feasibility of using multiple public surveillance metrics, such as helpline calls, COVID-19 cases, and alcohol metabolites in wastewater, to better understand the need for interventions or public health programs in the time of a public health emergency.

Methods: Ethanol metabolites were analyzed from wastewater collected twice weekly from September 29 to December 4, 2020, in a Midwestern state. Calls made to the helpline regarding housing, health care, and mental health/SUD were correlated with ethanol metabolites analyzed from wastewater samples, as well as the number of COVID-19 cases during the sampling period.

Results: Correlations were observed between COVID-19 cases and helpline calls regarding housing and health care needs. No correlation was observed between the number of COVID-19 cases and mental health/SUD calls. COVID-19 cases on Tuesdays were correlated with the alcohol metabolite ethyl glucuronide (EtG). Finally, EtG levels were negatively associated with mental health/SUD helpline calls.

Conclusions: Although helpline calls provided critical services for health care and housing-related concerns early in the pandemic, evidence suggests helpline calls for mental health/SUD-related concerns were unrelated to COVID-19 metrics. Instead, COVID metrics were associated with alcohol metabolites in wastewater. Although this research was formative, with continued and expanded monitoring of population metrics, such as helpline usage, COVID-19 metrics, and wastewater, strategies can be implemented to create precision programs to address the needs of the population.

(JMIR Form Res 2022;6(10):e40215) doi:10.2196/40215
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Introduction

The SARS-CoV-2 pandemic has caused tremendous stress in the United States. Widespread unemployment and financial strain [1,2], orders to shelter in place [3], health care infrastructure stress [4], and disruptions to education caused significant distress and uncertainty for many people in the United States. National surveys have found that anxiety and depression increased during the pandemic [5]. Early in the pandemic, serious psychological distress was 3.5 times higher in April 2020 compared to 2018 in a nationally representative survey of adults [6]. Similarly, a national survey by the US Census Bureau found that anxiety and depression were 4 times higher in 2020 compared to 2019 [7]. These levels of anxiety and depressive symptoms persisted into the fall of 2020, when COVID-19 cases began to increase. Overall, the negative impacts of COVID-19 on mental health have been well documented [8-11].

Although psychological distress persisted, people changed their activities. Emergency department employees reported decreased exercise and increased alcohol consumption [4]. Increased alcohol consumption was reported in other studies as well. A 51% increase in alcohol sales occurred during the early weeks of the pandemic [12]. Across the United States, beer, wine, and liquor store sales increased by 21.5% in October 2020 compared to the previous 3 years. Elevated alcohol sales continued into November and December 2020 when compared to the average sales of the 3 prior years [13]. Similarly, alcohol consumption increased in 2 independent surveys [8,10]. This increase was greater in females compared to males [12,14]. Urban college students also reported more alcohol consumption following the start of the pandemic [15]. The shift in mental health and the rise in alcohol use since the beginning of the pandemic may highlight the critical need for connecting people with resources for mental health concerns. However, given the stress of the pandemic on the health care infrastructure and subsequent restrictions in face-to-face appointments, population metrics of alcohol use that are less influenced by pandemic-associated restrictions are critically needed. Wastewater analysis of alcohol metabolites provides a community-wide assessment of alcohol use, which does not depend upon restrictions imposed by the pandemic.

Helplines are a critical source of information during times of crisis. These helplines provide immediate, anonymous, cheap, and accessible resources for mental health and substance use disorders (SUD) [16]. Moreover, during the SARS-CoV-2 pandemic, helplines overcame many of the restrictions imposed with traditional face-to-face services, thus allowing them to function unobstructed during these times. Within the United States, few studies have examined the use of helplines during a national emergency, and most have focused on suicidality or depression [17,18]. One study by Brühlhart et al [16] examined helpline calls during the SARS-CoV-2 pandemic in multiple countries, including the United States. Findings revealed a significant increase in call volume 6 weeks after the first major outbreak [16]. Subsequent analysis from France and Germany found increased call volumes related to infections and loneliness but only a small decrease in call volumes related to SUD. Subsequent waves revealed no significant change in call volumes related to SUD. However, understanding helpline use during the pandemic in the United States remains underinvestigated.

The purpose of this study was to examine the relationships among population health metrics during a public health emergency. Specifically, we compared COVID-19 cases with calls to a regional helpline, including inquiries related to housing, health care, and mental health/SUD needs. We also compared these variables with alcohol metabolites found in wastewater samples during this time to estimate population alcohol use. Findings provide the feasibility of these public health–monitoring systems to improve insights into the specific needs for programs to address population health during a public health emergency.

Methods

Ethical Considerations

To reduce the risk of identifying communities, metrics as suggested by Prichard et al [19] were used. Only the broad geographical location (state) was given. These efforts aligned with ethical guidelines for wastewater-based epidemiology set forth by the Sewage Analysis Core group Europe [20] to help minimize risk to participating communities and their citizens. Similarly, given that county-level metrics would provide identifiable cities, only correlations among metrics were included. Helpline calls and COVID-19 case metrics were considered exempt from human subjects’ ethical review under the federal regulations for human subjects (45 CFR Part 46) because (1) the data came from sources that are publicly available and (2) the data were deidentified and uncoded and stripped of identifiers [21].

Wastewater Samples

Twenty-four-hour composite wastewater samples were collected at the inlet of a wastewater treatment plant at approximately 9:00 a.m. on Tuesdays and Fridays, September 29-December 4, 2020. Approximately 500 mL of wastewater was frozen until analysis. Samples were shipped to the Water Sciences Laboratory at the University of Nebraska-Lincoln for analysis of ethyl glucuronide (EtG) and ethyl sulfate (EtS) by multiple reaction monitoring using ultrahigh-pressure liquid chromatography coupled with tandem quadrupole mass spectrometry (UHPLC-MS-MS).

Analysis of Ethanol Metabolites

Sulfate (EtS) and glucuronide (EtG) metabolites of ethanol were analyzed by isotope dilution using a Xevo TQ-S micro triple quadrupole mass analyzer interfaced with an Acquity UHPLC and UniSpray™ ionization source in a negative-ion-detection-mode spectrometer (Waters Corporation, Milford, MA). An Acquity BEH C18 column (2.1 mm × 50 mm, 1.7 µm) was used for separation at a flow rate of 0.6 mL/minute and a temperature of 40 °C. In addition, 0.1% (v/v) formic acid with 1.0 g/L of ammonium formate in water (solvent A) and a 50/50 (v/v) methanol/acetonitrile (solvent B) binary gradient was used, as listed in Table 1. The injection volume was 2.0 µL. Mass spectrometer settings included the following:
desolvation gas temperature=600 °C, desolvation gas flow=1000 L/hour (N₂), cone gas flow=50 L/hour (N₂), impactor voltage=1.0 kV, LM1 resolution=9.2, HM1 resolution=15.1, ion energy 1=0.1 V, LM2 resolution=9.0, HM2 resolution=15.1, and ion energy 2=0.6 V. Retention times and mass scan segments are listed in Table 2. The UHPLC-MS-MS equipment was controlled by MassLynx software (version 4.2 SCN 1017, Waters Corporation). Aqueous standards were prepared by dilution of analytical standards for deuterium-labeled and nonlabeled EtG and EtS (certified reference material, Cerilliant, Sigma-Aldrich, St Louis, MO, USA) in purified organic-free reagent water over the range of 1.0-200 ng/mL. Instrument detection limits, estimated as 3 times the SD of the lowest calibration standard, were 0.93 and 0.23 for EtG and EtS, respectively. Syringe-filtered (0.2 µm pore size) samples were spiked with internal standards and analyzed without additional preparation.

Table 1. Gradient setting for UHPLC-MS-MS analysis at a flow rate of 0.6 mL/minute. All solvent transitions were linear.

<table>
<thead>
<tr>
<th>Time (minutes)</th>
<th>0.3% (v/v) formic acid/1.0 g/L of ammonium formate/H₂O</th>
<th>50/50 (v/v) methanol/acetonitrile</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>1.0</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>2.0</td>
<td>50%</td>
<td>100%</td>
</tr>
<tr>
<td>2.5</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>5.75</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>6.0</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>9.0</td>
<td>100%</td>
<td>0%</td>
</tr>
</tbody>
</table>

aUHPLC-MS-MS: ultrahigh-pressure liquid chromatography coupled with tandem quadrupole mass spectrometry.

Table 2. Retention times and mass scan settings.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Retention time (minutes)</th>
<th>Precursor ion (amu)</th>
<th>Product ion (amu)</th>
<th>Dwell time (ms)</th>
<th>Fragmentation voltage (V)</th>
<th>Collision energy (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EtS</td>
<td>0.34</td>
<td>124.9</td>
<td>96.9</td>
<td>23</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td>d5-EtS</td>
<td>0.34</td>
<td>129.9</td>
<td>97.9</td>
<td>23</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td>EtG</td>
<td>0.55</td>
<td>220.9</td>
<td>84.9</td>
<td>23</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>d5-EtG</td>
<td>0.54</td>
<td>225.9</td>
<td>84.9</td>
<td>23</td>
<td>40</td>
<td>15</td>
</tr>
</tbody>
</table>

aEtS: ethyl sulfate.
bEtG: ethyl glucuronide.

Helpline Call Statistics
The South Dakota Helpline Center is a free resource for those in need of assistance. People may call, text, or email the helpline center about their needs 24 hours a day, 7 days a week. Each contact is classified by the needs expressed during the call, including but not limited to needs for housing, health care, food/meals, and mental health/SUD assistance. Data on daily call and call categories are posted on the interactive website [22]. To ensure caller privacy, categories of calls below a minimum threshold are suppressed. To ensure that data exceeded the threshold to be categorized, calls were aggregated to align with wastewater sampling (sum of calls from Saturday to Tuesday, sum of calls from Wednesday to Friday). Calls during the sampling period were included in the analysis described.

COVID-19 Cases
The South Dakota Department of Health reported positive COVID-19 clinical cases daily during the sampling period. Positive cases included only South Dakota residents regardless of where they were tested. Cases were reported by the county of residence. Case counts and 7-day averages were reported daily [23].

Alcohol Metabolites
Sulfate (EtS) and glucuronide (EtG) metabolites of ethanol were used as a population estimate of alcohol use. Wastewater epidemiology is a well-established metric of human drug consumption [24]. Chen et al [25] have previously shown that wastewater estimates of alcohol consumption were in good agreement with US survey data based on sampling from 3 communities over a 1-year period.

Statistics
SAS Studio was used for bivariate Pearson 2-tailed correlational analysis. Violations of assumptions were not observed; therefore, parametric analysis was used. Variables (helpline: total calls, health care, housing, and mental health/SUD related; COVID-19: county cases, county 7-day average cases, and state 7-day average cases; alcohol metabolites: EtS and EtG) were first correlated across all dates (N=19) and then by day of the week (Tuesday: n=10, 53%; Friday: n=9, 47%). Significance was set at P<.05.
Results

Correlations Among COVID-19 Cases, Alcohol Metabolites, and Helpline Calls

When all sampling dates were included (Table 3), calls to the helpline were significantly positively correlated with measures of COVID-19 cases, including new county cases ($t_{17}=2.90$, $P=.01$), county 7-day moving average ($t_{17}=6.87$, $P<.001$), and state 7-day moving average ($t_{17}=9.83$, $P<.001$). More specifically, measures of COVID-19 cases were significantly correlated with helpline calls related to health care (county 7-day average: $t_{17}=3.13$, $P=.01$; state 7-day average: $t_{17}=3.07$, $P=.01$) and housing (county 7-day average: $t_{17}=3.28$, $P=.004$; state 7-day average: $t_{17}=3.56$, $P=.002$) but not mental health/SUD (county 7-day average: $t_{17}=-1.08$, $P=.29$; state 7-day average: $t_{17}=-1.06$, $P=.30$). In contrast, helpline calls related to mental health/SUD were significantly negatively correlated with wastewater EtG ($t_{17}=2.29$, $P=.03$) but not EtS ($t_{17}=0.10$, $P=.92$) levels.

When examining measures by day of the week, measures of COVID-19 cases were still significantly correlated with total helpline calls on Tuesdays (county cases: $t_{8}=2.70$, $P=.03$; county 7-day average: $t_{8}=4.70$, $P=.002$; state 7-day average: $t_{8}=6.73$, $P<.001$; Table 4) and Fridays (county 7-day average: $t_{7}=4.43$, $P=.003$; state 7-day average: $t_{7}=7.10$, $P<.001$; Table 5) except for new county cases (Friday: $t_{7}=1.06$, $P=.33$; Table 5). On Fridays, county COVID cases ($t_{7}=3.06$, $P=.02$), county moving average ($t_{7}=5.47$, $P<.001$), and state moving average ($t_{7}=3.72$, $P=.01$) were significantly positively correlated with calls related to health care but not housing (county cases: $t_{7}=0.22$, $P=.83$; county 7-day average: $t_{7}=1.47$, $P=.18$; state 7-day average: $t_{7}=2.09$, $P=.08$) or mental health/SUD (county cases: $t_{7}=0.43$, $P=.68$; county 7-day average: $t_{7}=0.99$, $P=.36$; state 7-day average: $t_{7}=1.36$, $P=.21$). In contrast, on Tuesdays, county and state moving average COVID-19 cases were significantly correlated with helpline calls for housing (county 7-day average: $t_{8}=2.85$, $P=.02$; state 7-day average: $t_{8}=2.71$, $P=.03$) but not health care (county 7-day average: $t_{8}=1.58$, $P=.15$; state 7-day average: $t_{8}=1.79$, $P=.11$) or mental health/SUD (county 7-day average: $t_{8}=0.57$, $P=.58$; state 7-day average: $t_{8}=0.32$, $P=.76$). Further, county cases were significantly positively correlated with EtG ($t_{8}=2.63$, $P=.03$). EtG was negatively correlated with helpline calls related to mental health/SUD ($t_{8}=2.82$, $P=.02$) on Tuesdays. Similarly, on Fridays, EtG was negatively correlated with helpline calls related to mental health/SUD but was only marginally associated ($t_{7}=-2.13$, $P=.07$).
Table 3. Correlations among COVID-19 cases, alcohol metabolites, and helpline calls (N=19).

<table>
<thead>
<tr>
<th>Measures</th>
<th>County cases</th>
<th>County 7-day average</th>
<th>SD 7-day average</th>
<th>EtG&lt;sup&gt;a&lt;/sup&gt;</th>
<th>EtS&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SD helpline total calls</th>
<th>SD helpline-health care</th>
<th>SD helpline-housing</th>
<th>SD helpline-mental health/SUD&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>County cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1.00</td>
<td>0.78&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.68&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.03</td>
<td>-0.07</td>
<td>0.58&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.45</td>
<td>0.34</td>
<td>-0.13</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>5.07</td>
<td>3.86</td>
<td>0.13</td>
<td>-0.30</td>
<td>2.90</td>
<td>2.07</td>
<td>1.49</td>
<td>-0.53</td>
</tr>
<tr>
<td>$P$ value</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.90</td>
<td>.77</td>
<td>.01</td>
<td>.05</td>
<td>.16</td>
<td>.60</td>
</tr>
<tr>
<td><strong>County 7-day average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.78&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.93&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.24</td>
<td>-0.09</td>
<td>0.86&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.61&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.62&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.25</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>5.07</td>
<td>N/A</td>
<td>10.38</td>
<td>1.00</td>
<td>-0.35</td>
<td>6.87</td>
<td>3.13</td>
<td>3.28</td>
<td>-1.08</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>0.33</td>
<td>.73</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.004</td>
</tr>
<tr>
<td><strong>SD 7-day average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.68&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.93&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.28</td>
<td>-0.06</td>
<td>0.92&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.60&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.65&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.25</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>3.86</td>
<td>10.38</td>
<td>N/A</td>
<td>1.20</td>
<td>-0.26</td>
<td>9.83</td>
<td>3.07</td>
<td>3.56</td>
<td>-1.06</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.001</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>.25</td>
<td>.80</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.002</td>
</tr>
<tr>
<td><strong>EtG</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.03</td>
<td>0.24</td>
<td>0.28</td>
<td>1.00</td>
<td>0.34</td>
<td>0.19</td>
<td>-0.01</td>
<td>0.08</td>
<td>-0.49&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>0.13</td>
<td>1.00</td>
<td>1.20</td>
<td>N/A</td>
<td>1.51</td>
<td>0.78</td>
<td>-0.05</td>
<td>0.31</td>
<td>-2.29</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.90</td>
<td>.33</td>
<td>.25</td>
<td>N/A</td>
<td>.15</td>
<td>.44</td>
<td>.96</td>
<td>.76</td>
<td>.03</td>
</tr>
<tr>
<td><strong>EtS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>-0.07</td>
<td>-0.09</td>
<td>-0.06</td>
<td>0.34</td>
<td>1.00</td>
<td>-0.05</td>
<td>-0.11</td>
<td>-0.12</td>
<td>0.02</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>-0.30</td>
<td>-0.35</td>
<td>-0.26</td>
<td>1.51</td>
<td>N/A</td>
<td>-0.19</td>
<td>-0.46</td>
<td>-0.49</td>
<td>0.10</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.77</td>
<td>.73</td>
<td>.80</td>
<td>.15</td>
<td>N/A</td>
<td>.85</td>
<td>.65</td>
<td>.63</td>
<td>.92</td>
</tr>
<tr>
<td><strong>SD helpline total calls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.58&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.86&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.92&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.19</td>
<td>-0.05</td>
<td>1.00</td>
<td>0.72&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.67&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.21</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>2.90</td>
<td>6.87</td>
<td>9.83</td>
<td>0.78</td>
<td>-0.19</td>
<td>N/A</td>
<td>4.24</td>
<td>3.68</td>
<td>-0.89</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.01</td>
<td>.001</td>
<td>&lt;.001</td>
<td>.44</td>
<td>.85</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>.002</td>
<td>.39</td>
</tr>
<tr>
<td><strong>SD helpline-health care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.45</td>
<td>0.61&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.60&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.01</td>
<td>-0.11</td>
<td>0.72&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.16</td>
<td>-0.34</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>1.49</td>
<td>3.28</td>
<td>3.56</td>
<td>0.31</td>
<td>-0.49</td>
<td>3.68</td>
<td>0.66</td>
<td>N/A</td>
<td>-1.50</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.05</td>
<td>.004</td>
<td>.002</td>
<td>.76</td>
<td>.63</td>
<td>.002</td>
<td>.52</td>
<td>N/A</td>
<td>.84</td>
</tr>
<tr>
<td><strong>SD helpline-housing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>-0.13</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.49&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.02</td>
<td>-0.21</td>
<td>-0.34</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>$t_{17}$</td>
<td>-0.53</td>
<td>-1.08</td>
<td>-1.06</td>
<td>-2.29</td>
<td>0.10</td>
<td>-0.89</td>
<td>-1.50</td>
<td>0.20</td>
<td>N/A</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.60</td>
<td>.29</td>
<td>.30</td>
<td>.03</td>
<td>.92</td>
<td>.39</td>
<td>.15</td>
<td>.84</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup> EtG: ethyl glucuronide.

<sup>b</sup> EtS: ethyl sulfate.

<sup>c</sup> SUD: substance use disorders.
\( d^\text{P} \leq 0.05 \)

\( e^\text{N/A: not applicable.} \)
<table>
<thead>
<tr>
<th>Measures</th>
<th>County cases</th>
<th>County 7-day average</th>
<th>SD 7-day average</th>
<th>EtG&lt;sup&gt;a&lt;/sup&gt;</th>
<th>EtS&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SD helpline total calls</th>
<th>SD helpline-health care</th>
<th>SD helpline-housing</th>
<th>SD helpline-mental health/SUD&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>County cases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>.89&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.84&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.68&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.04</td>
<td>.69&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.32</td>
<td>.54</td>
<td>-.27</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>5.39</td>
<td>4.30</td>
<td>2.63</td>
<td>0.11</td>
<td>2.70</td>
<td>0.97</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>.003</td>
<td>.03</td>
<td>.92</td>
<td>.03</td>
<td>.36</td>
<td>.11</td>
<td>.44</td>
</tr>
<tr>
<td>County 7-day average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>.84&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.00</td>
<td>-.04</td>
<td>.92&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.54</td>
<td>0.69&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.71&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>5.39</td>
<td>N/A</td>
<td>6.02</td>
<td>2.10</td>
<td>0.09</td>
<td>4.70</td>
<td>1.58</td>
<td>2.85</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.07</td>
<td>.93</td>
<td>.002</td>
<td>.15</td>
<td>.02</td>
<td>.58</td>
</tr>
<tr>
<td>SD 7-day average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>.68&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.60</td>
<td>1.00</td>
<td>-.03</td>
<td>0.32</td>
<td>0.26</td>
<td>0.12</td>
<td>-.71&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>2.63</td>
<td>2.10</td>
<td>1.30</td>
<td>-.07</td>
<td>0.95</td>
<td>0.75</td>
<td>0.34</td>
<td>-2.82</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.03</td>
<td>.07</td>
<td>.23</td>
<td>N/A</td>
<td>.94</td>
<td>.48</td>
<td>.75</td>
<td>.27</td>
</tr>
<tr>
<td>EtG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>.69&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.86&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.92&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.32</td>
<td>0.06</td>
<td>1.00</td>
<td>0.74&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>2.70</td>
<td>4.70</td>
<td>6.73</td>
<td>0.95</td>
<td>0.17</td>
<td>N/A</td>
<td>3.11</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.03</td>
<td>.002</td>
<td>&lt;.001</td>
<td>.37</td>
<td>.87</td>
<td>N/A</td>
<td>.01</td>
<td>.07</td>
</tr>
<tr>
<td>SD helpline-total calls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>.32</td>
<td>0.49</td>
<td>0.54</td>
<td>0.26</td>
<td>0.22</td>
<td>0.74&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>0.97</td>
<td>1.58</td>
<td>1.79</td>
<td>0.75</td>
<td>0.63</td>
<td>3.11</td>
<td>N/A</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.36</td>
<td>.15</td>
<td>.11</td>
<td>.48</td>
<td>.55</td>
<td>.01</td>
<td>N/A</td>
<td>.70</td>
</tr>
<tr>
<td>SD helpline-health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.54</td>
<td>0.71&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.69&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.12</td>
<td>0.29</td>
<td>0.60</td>
<td>0.14</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.83</td>
<td>2.85</td>
<td>2.71</td>
<td>0.34</td>
<td>-0.86</td>
<td>2.13</td>
<td>0.40</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.11</td>
<td>.02</td>
<td>.03</td>
<td>.75</td>
<td>.41</td>
<td>.07</td>
<td>.70</td>
<td>N/A</td>
</tr>
<tr>
<td>SD helpline-housing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.27</td>
<td>0.20</td>
<td>0.11</td>
<td>0.71&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.39</td>
<td>0.14</td>
<td>0.46</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>-0.80</td>
<td>-0.57</td>
<td>-0.32</td>
<td>-2.82</td>
<td>-1.20</td>
<td>-0.39</td>
<td>-1.45</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.44</td>
<td>.58</td>
<td>.76</td>
<td>.02</td>
<td>.27</td>
<td>.71</td>
<td>.18</td>
<td>.55</td>
</tr>
<tr>
<td>SD helpline-mental health/SUD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>-.80</td>
<td>-.57</td>
<td>-.32</td>
<td>-2.82</td>
<td>-1.20</td>
<td>-0.39</td>
<td>-1.45</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;S&lt;/sub&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>EtG: ethyl glucuronide.

<sup>b</sup>EtS: ethyl sulfate.

<sup>c</sup>SUD: substance use disorders.
d $P < .05$

e N/A: not applicable.
Table 5. Friday correlations among COVID-19 cases, alcohol metabolites and helpline calls (n=9).

<table>
<thead>
<tr>
<th>Measures</th>
<th>County cases</th>
<th>County 7-day average</th>
<th>SD 7-day average</th>
<th>EtG&lt;sup&gt;a&lt;/sup&gt;</th>
<th>EtS&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SD helpline total calls</th>
<th>SD helpline-health care</th>
<th>SD helpline-housing</th>
<th>SD helpline-mental health/SUD&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>County cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>1.00</td>
<td>0.60</td>
<td>0.48</td>
<td>0.39</td>
<td>0.02</td>
<td>0.37</td>
<td>0.76&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td>P value</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.99</td>
<td>1.46</td>
<td>−1.11</td>
<td>−0.04</td>
<td>1.06</td>
<td>3.06</td>
<td>−0.22</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>County 7-day average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.60</td>
<td>1.00</td>
<td>0.97&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.18</td>
<td>0.15</td>
<td>0.86&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.90&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.49</td>
<td>0.35</td>
</tr>
<tr>
<td>P value</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>0.02</td>
<td>−0.40</td>
<td>−0.40</td>
<td>7.10</td>
<td>5.47</td>
<td>3.72</td>
<td>−1.36</td>
</tr>
<tr>
<td><strong>SD 7-day average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.39</td>
<td>0.18</td>
<td>0.31</td>
<td>1.00</td>
<td>0.32</td>
<td>0.06</td>
<td>0.22</td>
<td>0.06</td>
<td>0.33</td>
</tr>
<tr>
<td>P value</td>
<td>.30&lt;sup&gt;.63&lt;/sup&gt;</td>
<td>.63</td>
<td>N/A</td>
<td>.41</td>
<td>.63</td>
<td>N/A</td>
<td>.97&lt;sup&gt;.97&lt;/sup&gt;</td>
<td>.88</td>
<td>.93&lt;sup&gt;.38&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>EtG</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.37</td>
<td>0.15</td>
<td>0.19</td>
<td>0.37</td>
<td>0.01</td>
<td>1.00</td>
<td>0.71&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>P value</td>
<td>.33&lt;sup&gt;.03&lt;/sup&gt;</td>
<td>.003</td>
<td>&lt;.001</td>
<td>.40</td>
<td>.97</td>
<td>N/A</td>
<td>.97</td>
<td>.88</td>
<td>.93&lt;sup&gt;.38&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>SD helpline total calls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.76&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.90&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.82&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.32</td>
<td>0.06</td>
<td>0.06</td>
<td>0.71&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>P value</td>
<td>.08&lt;sup&gt;.49&lt;/sup&gt;</td>
<td>0.49</td>
<td>0.62</td>
<td>0.22</td>
<td>0.03</td>
<td>0.86</td>
<td>N/A</td>
<td>0.47</td>
<td>−0.25</td>
</tr>
<tr>
<td><strong>SD helpline-health care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.08</td>
<td>0.49</td>
<td>0.62</td>
<td>0.22</td>
<td>0.03</td>
<td>0.77&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.17</td>
<td>1.00</td>
<td>0.27</td>
</tr>
<tr>
<td>P value</td>
<td>.83&lt;sup&gt;.18&lt;/sup&gt;</td>
<td>.18</td>
<td>.08</td>
<td>.58</td>
<td>.93</td>
<td>.97&lt;sup&gt;.97&lt;/sup&gt;</td>
<td>N/A</td>
<td>.65</td>
<td>.48&lt;sup&gt;.81&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>SD helpline-housing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.16</td>
<td>0.35</td>
<td>0.46</td>
<td>0.63</td>
<td>0.33</td>
<td>0.34</td>
<td>0.10</td>
<td>0.27</td>
<td>1.00</td>
</tr>
<tr>
<td>P value</td>
<td>.43&lt;sup&gt;−0.99&lt;/sup&gt;</td>
<td>.36</td>
<td>.21</td>
<td>.07</td>
<td>.38</td>
<td>.36&lt;sup&gt;.36&lt;/sup&gt;</td>
<td>.81</td>
<td>.48</td>
<td>N/A&lt;sup&gt;.48&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>SD helpline-mental health/SUD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.43</td>
<td>0.38</td>
<td>−1.16</td>
<td>−2.13</td>
<td>0.94</td>
<td>−0.97</td>
<td>−0.25</td>
<td>−0.11</td>
<td>N/A&lt;sup&gt;.91&lt;/sup&gt;</td>
</tr>
<tr>
<td>P value</td>
<td>.68&lt;sup&gt;.36&lt;/sup&gt;</td>
<td>.36</td>
<td>.21</td>
<td>.07</td>
<td>.38</td>
<td>.36&lt;sup&gt;.36&lt;/sup&gt;</td>
<td>.81&lt;sup&gt;.81&lt;/sup&gt;</td>
<td>.48</td>
<td>N/A&lt;sup&gt;.48&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>EtG: ethyl glucuronide.

<sup>b</sup>EtS: ethyl sulfate.

<sup>c</sup>SUD: substance use disorders.
Discussion

Principal Findings

This study assessed the feasibility of using multiple public surveillance metrics, such as helpline calls, COVID-19 cases, and wastewater alcohol metabolites, to better understand public health and the need for interventions at the time of a public health emergency. Evidence supports that the helpline provided critical support for people navigating the pandemic. Multiple metrics of clinical COVID-19 cases were positively correlated with total helpline calls and helpline calls regarding health care. Moreover, the helpline was an essential resource to assist people experiencing housing insecurities that may have been associated with economic downturns related to the pandemic. However, COVID-19 cases were not significantly correlated with helpline calls for mental health and SUD resources. Instead, county COVID-19 cases were significantly associated with the alcohol metabolite EtG. Further, on Tuesdays, helpline calls regarding mental health/SUD were negatively correlated with EtG levels. We speculate that these findings suggest that people may have been using alcohol to cope with the stressors associated with the pandemic, especially during the week.

Nationwide, studies have suggested increases in fear, anxiety, and depression since the beginning of the pandemic. According to the US Census Household Pulse Survey 2020-2022, a national average of 40.14% of participants reported symptoms of either anxiety or depression during a similar sampling period [5]. Nationally reported symptoms peaked on November 11-23, 2020, at 42.6%, but persisted until mid-February 2021. During the sampling period of this study, an average of 33.4% of South Dakota participants reported symptoms of either anxiety or depression, peaking on November 11-23, 2020, at 42.3%. The South Dakota data align with national trends, suggesting widespread mental health concerns.

Extensive research has shown the cyclical relationship between stress and alcohol use. Acute alcohol consumption, through modulation of the neurotransmitter γ-aminobutyric acid (GABA), temporarily alleviates symptoms associated with stress and anxiety [26]. Chronic alcohol use, however, increases negative affect, especially during withdrawal, leading to a preoccupation with the seeking of more alcohol [27]. Despite negative consequences, the cycle of alcohol use may continue into alcohol use disorder [28]. The consequences of this are devastating, leading to serious health complications and death [28]. Developing public health surveillance systems that can monitor problematic alcohol use rapidly enough to develop intervention programs before these serious consequences occur is critical for improving population health.

Finally, alcohol-induced mortality increased by 41% from 2019 to 2020 in the state of South Dakota according to the Centers for Disease Control and Prevention (CDC) [29]. According to the State of South Dakota Department of Health, chronic liver disease and cirrhosis, 1 of the leading causes of death attributed to alcohol misuse, increased by 53% from 2019 to 2020 [30]. Unfortunately, deaths due to chronic liver disease and cirrhosis have more than doubled from 2019 to 2021. In 2019, chronic liver disease and cirrhosis were the tenth-leading cause of death in the state; by 2021, they jumped to the seventh-leading cause of death. Although full statistics detailing alcohol-related deaths are not yet available for 2021, alcohol misuse was associated with increased mortality in the state since the beginning of the pandemic. The establishment of wastewater monitoring for drug and alcohol misuse integrated with other metrics, such as helpline call volumes, may be a critical tool for alerting public health officials of the need for SUD treatments, including connecting people with resources, such as call helplines.

Comparison With Prior Work

The peak in anxiety or depressive symptoms in South Dakotans also corresponds with the peak number of COVID-19 cases during this period. The number of COVID-19 cases reported to the South Dakota Department of Health during the study period peaked on November 12, 2020, at 1960 cases [23]. Of note, peak EtG levels were found approximately 1 week after the peak in COVID-19 cases. Prior research has found that depression and anxiety levels peak at similar times as COVID-19 cases [7]. Finally, others have found that pandemic-associated distress was also associated with problematic alcohol consumption [31,32]. For example, Gilley et al [33] found that alcohol consumption was associated with COVID-19 positivity.

These surveys, combined with wastewater analysis, could provide critical information about stress and other potentially harmful behaviors due to the pandemic or other health crises. The information obtained from wastewater analysis and other metrics could help determine spatial and temporal patterns of alcohol use such that targeted campaigns could be created to connect people most in need of mental health and SUD resources.

Limitations

The stability of alcohol metabolites in wastewater must be considered. Previous studies suggest that EtS is a more stable biomarker of ethanol consumption than EtG [34,35]. This property may play an important role in our findings and must be considered. Given its lack of stability, EtG was more likely to be excreted during the early morning hours, especially on Tuesdays. This may represent a population with a greater risk of developing problematic alcohol consumption behaviors. In contrast, EtS levels may be more inclusive of all alcohol consumers, including social drinkers as well as those with the potential for problematic drinking.

Indeed, this study found that Tuesday levels of EtG but not EtS were significantly correlated with COVID-19 cases and negatively correlated with mental health–related calls to the helpline. No such correlates between COVID-19 cases and alcohol metabolites occurred on Fridays, when social drinking is more common. Continued research is needed to explore these metabolites with indicators of misuse.

Finally, more complex analysis was not conducted in this study. Given the preliminary nature of the research, complex analysis,
such as time series with lags incorporated, would be premature. Future research is necessary to develop more complex modeling.

Conclusion
Although this research was formative, findings from this study suggest that helpline calls during the observed period were associated with housing and health care inquiries but not mental health/SUD concerns. However, alcohol consumption metrics were negatively associated with mental health/SUD inquiries to the helpline. These findings highlight the critical need for using multiple public surveillance metrics of population health to provide a better understanding of community needs. Tailoring public health announcements around these metrics to direct people to mental health resources would provide a precision medicine approach to promoting positive coping strategies. Finally, although more research is needed, these findings suggest that wastewater surveillance may be helpful in monitoring and impacting population health metrics beyond that of SARS-CoV-2.
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Abstract

Background: The ongoing SARS-CoV-2 pandemic necessitates the development of accurate, rapid, and affordable diagnostics to help curb disease transmission, morbidity, and mortality. Rapid antigen tests are important tools for scaling up testing for SARS-CoV-2; however, little is known about individuals’ use of rapid antigen tests at home and how to facilitate the user experience.

Objective: This study aimed to describe the feasibility and acceptability of serial self-testing with rapid antigen tests for SARS-CoV-2, including need for assistance and the reliability of self-interpretation.

Methods: A total of 206 adults in the United States with smartphones were enrolled in this single-arm feasibility study in February and March 2021. All participants were asked to self-test for COVID-19 at home using rapid antigen tests daily for 14 days and use a smartphone app for testing assistance and to report their results. The main outcomes were adherence to the testing schedule, the acceptability of testing and smartphone app experiences, and the reliability of participants versus study team’s interpretation of test results. Descriptive statistics were used to report the acceptability, adherence, overall rating, and experience of using the at-home test and MyDataHelps app. The usability, acceptability, adherence, and quality of at-home testing were analyzed across different sociodemographic, age, and educational attainment groups.

Results: Of the 206 enrolled participants, 189 (91.7%) and 159 (77.2%) completed testing and follow-up surveys, respectively. In total, 51.3% (97/189) of study participants were women, the average age was 40.7 years, 34.4% (65/189) were non-White, and 82% (155/189) had a bachelor’s degree or higher. Most (n=133/206, 64.6%) participants showed high testing adherence,
meaning they completed over 75% of the assigned tests. Participants’ interpretations of test results demonstrated high agreement (2106/2130, 98.9%) with the study verified results, with a κ score of 0.29 (P<.001). Participants reported high satisfaction with self-testing and the smartphone app, with 98.7% (157/159) reporting that they would recommend the self-test and smartphone app to others. These results were consistent across age, race/ethnicity, and gender.

**Conclusions:** Participants’ high adherence to the recommended testing schedule, significant reliability between participants and study staff’s test interpretation, and the acceptability of the smartphone app and self-test indicate that self-tests for SARS-CoV-2 with a smartphone app for assistance and reporting is a highly feasible testing modality among a diverse population of adults in the United States.

(JMIR Form Res 2022;6(10):e35426) doi:10.2196/35426
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**Introduction**

Since the emergence of the SARS-CoV-2 pandemic in late 2019, more than 590 million cases and 6.5 million deaths from COVID-19 have been reported worldwide [1]. Over 2 years into the pandemic, the United States continues to face waves of increasing SARS-CoV-2 cases. The ongoing pandemic necessitates the development of accurate, rapid, and affordable diagnostics to help curb SARS-CoV-2 disease transmission, morbidity, and mortality, as well as safely navigate social re-engagement [2].

Antigen-based rapid diagnostic tests (Ag-RDTs) detect SARS-CoV-2 viral proteins in multiple specimen types and facilitate opportunities for large-scale, cost-effective testing solutions [3,4]. Ag-RDTs are preferred by over two-thirds of SARS-CoV-2 test users, especially in comparison to molecular tests, which can take days to receive the result [5,6]. Numerous Ag-RDTs for SARS-CoV-2 have received Emergency Use Authorization by the US Food and Drug Administration for point-of-care testing in the health care setting and, more recently, for at-home use, with evidence consistently showing the validity of self-collected specimens for SARS-CoV-2 testing [7,8]. Self-testing at home offers great opportunity for scaling up and implementing regular testing of both asymptomatic and symptomatic individuals, a key step toward controlling the COVID-19 pandemic [2,9-11]. Furthermore, self-testing offers the opportunity to increase testing access across geographic, sociodemographic, and socioeconomic groups to improve health outcomes and reduce health care disparities [12-14]. However, little is known about individuals’ use of rapid antigen tests at home and how to facilitate the user experience [5,15].

The objectives of this study were to describe the feasibility of the at-home use of rapid antigen tests for SARS-CoV-2, as well as participants’ use of the MyDataHelps smartphone app (CareEvolution) to support at-home testing. This study aimed to describe the usability and acceptability of self-tests for SARS-CoV-2, variation in use across different sociodemographic and socioeconomic groups, and how participants interact with the MyDataHelps smartphone app to report symptoms and test results. We hypothesized that the acceptability and usability of the rapid antigen tests and smartphone app would be consistent across sociodemographic and socioeconomic groups.

**Methods**

**Study Population**
Participants were recruited from the University of Massachusetts (UMass) Chan Medical School and Northwestern University using best practices developed by the RADx Tech Community Health Equity and Engagement Team to maximize the representation of diverse age, sex, race, ethnicity, education, and socioeconomic groups [16]. Participants were enrolled in the study during February and March 2021. For inclusion in the study, individuals were required to be aged ≥18 years, be willing to use their own smartphone device and download the MyDataHelps app, have reported no symptoms attributable to COVID-19 within 48 hours prior to screening, and be proficient in English.

**Ethics Approval**
Details of the study procedures were explained to participants, and written informed consent was obtained from all participants. This study was approved by the Institutional Review Board (H00022342) at UMass Chan Medical School and Northwestern University, which had a reliance agreement with the UMass Chan Medical School Institutional Review Board.

**Study Procedures**
All participants were asked to self-test for COVID-19 at home daily over a consecutive 14-day period. Participants were mailed a QuickVue test kit (Quidel) containing testing supplies for 25 tests; written testing instructions; and a prepaid, pre-addressed return box for test strips with return instructions. All test kits used anterior nasal swabs, and instructions directed participants on how to properly swab their nasal cavity. Participants were given access to the MyDataHelps app to support testing. The MyDataHelps app allowed participants to view testing instructions, report test results, verify test results with the study team, track their testing history, respond to surveys, and access the study team’s contact information (Multimedia Appendix 1).

Participants were informed that they could report their test results to the study team either digitally through the MyDataHelps app or through manual written recording. If participants opted to use the MyDataHelps app for reporting test results, they were asked to report their interpretation of the test results—positive or negative—and upload an image of the
test strip (Multimedia Appendix 1). Study coordinators validated all test results using the test strip image, with digital verification occurring within 24 hours of reporting. Written test results were mailed to study coordinators along with all test strips for verification at the end of the study. Participants were instructed to contact study coordinators with any questions during the study period. All interactions between study coordinators and participants were recorded in a contact log.

If a participant showed COVID-19 symptoms, reported close exposure to a person positive for SARS-CoV-2, or tested positive on a home test, the study team contacted the participant and scheduled confirmatory SARS-CoV-2 polymerase chain reaction testing by trained personnel using established protocols and procedures. If an individual tested positive for SARS-CoV-2 on confirmatory testing, participants were removed from the study and received an exit survey on the day of the positive results out of safety for the participants.

**Study Questionnaires**

Questionnaires were administered to participants through the MyDataHelps app. Eligible and consenting study participants were given a baseline survey, daily surveys, a midpoint survey, and an exit survey. The baseline survey assessed their sociodemographic characteristics, anthropometrics, health status, and social engagement. Health status included questions regarding disability, pregnancy, current alcohol and cigarette use, chronic conditions, and report of common COVID-19 symptoms. Daily surveys asked for self-interpretation of the test results (positive or negative), image upload of the test strip, and symptom reporting. The midpoint survey was given to participants on day 7, and participants were asked to self-report the total number of completed tests and their social engagement practices. Lastly, the exit survey, on day 14 of the study, asked for a self-report of the total number of tests completed, acceptability and experience of using the MyDataHelps app, acceptability of the at-home test, social engagement, insurance status (no insurance, private, or public insurance), and health status. The acceptability of the at-home test was assessed by asking participants if they would recommend the self-test to someone else using the Net Promotor Scale. The number of tests reported and number of daily image uploads over the 14-day testing period determined adherence to the testing schedule. Adherence to the testing schedule was classified into 4 categories: no (0%) adherence, low (<50%) adherence, moderate (50% to 75%) adherence, and high (>75%) adherence. Using a Likert scale, the experience and acceptability of the MyDataHelps app was assessed by asking for the participants’ overall rating of the app (1=one of the worst apps I’ve used to 5=one of the best apps I’ve used). Participants were asked how often they had difficulties using the app (1=all the time to 5=never), the usefulness of different features of the app (1=really useful to 5=really useless), whether they would recommend the app to another person to help them perform an at-home test for COVID-19 (1=definitely yes to 5=definitely not), and if they would continue using the app to keep testing themselves at home for COVID-19 (1=definitely yes to 5=definitely not).

**Data Analysis**

Descriptive statistics were used to report the acceptability, adherence, overall rating, and experience of using the at-home test and MyDataHelps app. The usability, acceptability, adherence, and quality of at-home testing were analyzed across different sociodemographic, age, and educational attainment groups to evaluate the impact on existing socioeconomic disparities, using ANOVA to evaluate significance. The study coordinator contact log was text mined and used to generate a word cloud in R statistical software (version 4.2.1; R Foundation for Statistical Computing) to characterize participant interactions with study staff.

**Results**

**Participant Characteristics**

A total of 206 participants enrolled in the study during February and March 2021. There were 5 (5/206, 2.4%) participants who tested positive for SARS-CoV-2 during the study period, and they were removed from the study. Of the 206 participants, 189 (91.7%) and 159 (77.2%) completed testing and follow-up surveys, respectively. Among participants who completed testing, slightly more than half (97/189, 51.3%) were women, the average age of the study population was 40.7 years, 34.4% (65/189) were non-White, and 82% (155/189) had a bachelor’s degree or higher (Table 1). At the time of study enrollment (February 2021), only 2.5% of the US population were fully vaccinated for SARS-CoV-2 [17].
Table 1. Participant characteristics stratified by testing adherence.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Low (n=19), n (%)</th>
<th>Moderate (n=37), n (%)</th>
<th>High (n=133), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>11 (57.9)</td>
<td>24 (64.9)</td>
<td>62 (46.6)</td>
</tr>
<tr>
<td>40-64</td>
<td>3 (15.8)</td>
<td>13 (35.1)</td>
<td>49 (36.8)</td>
</tr>
<tr>
<td>≥65</td>
<td>2 (10.5)</td>
<td>0 (0)</td>
<td>18 (13.5)</td>
</tr>
<tr>
<td>No answer</td>
<td>3 (15.8)</td>
<td>0 (0)</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8 (42.1)</td>
<td>12 (32.4)</td>
<td>62 (46.6)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (42.1)</td>
<td>24 (64.9)</td>
<td>65 (48.9)</td>
</tr>
<tr>
<td>Nonbinary or transgender</td>
<td>1 (5.3)</td>
<td>1 (2.7)</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>No answer</td>
<td>2 (10.5)</td>
<td>0 (0)</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (10.5)</td>
<td>8 (21.6)</td>
<td>12 (9)</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>1 (5.3)</td>
<td>5 (13.5)</td>
<td>13 (9.8)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>2 (10.5)</td>
<td>4 (10.8)</td>
<td>15 (11.3)</td>
</tr>
<tr>
<td>Non-Hispanic Other</td>
<td>1 (5.3)</td>
<td>0 (0)</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>11 (57.9)</td>
<td>20 (54.1)</td>
<td>89 (66.9)</td>
</tr>
<tr>
<td>No answer</td>
<td>2 (10.5)</td>
<td>0 (0)</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master’s degree or higher</td>
<td>7 (36.8)</td>
<td>7 (18.9)</td>
<td>34 (25.6)</td>
</tr>
<tr>
<td>Bachelor’s degree or equivalent</td>
<td>6 (31.6)</td>
<td>24 (64.9)</td>
<td>77 (57.9)</td>
</tr>
<tr>
<td>High school or lower</td>
<td>4 (21.1)</td>
<td>5 (13.5)</td>
<td>19 (14.3)</td>
</tr>
<tr>
<td>No answer</td>
<td>2 (10.5)</td>
<td>1 (2.7)</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working now</td>
<td>10 (52.6)</td>
<td>28 (75.7)</td>
<td>94 (70.7)</td>
</tr>
<tr>
<td>Student</td>
<td>2 (10.5)</td>
<td>5 (13.5)</td>
<td>10 (7.5)</td>
</tr>
<tr>
<td>Retired</td>
<td>3 (15.8)</td>
<td>1 (2.7)</td>
<td>19 (14.3)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (21.1)</td>
<td>3 (8.1)</td>
<td>10 (7.5)</td>
</tr>
</tbody>
</table>

Patient-Reported Usability and Acceptability of At-Home Testing

In all, 91.7% (189/206) of the participants performed 1 or more tests during the study period (Table 2). The majority (133/206, 64.6%) of the participants showed high adherence to testing and picture upload, characterized as testing and uploading the picture of the test strip to the app on more than 75% of the indicated days (Table 1). Participants aged 18-39 years comprised the majority of the moderate (24/37, 64.9%) and low (11/19, 57.9%) adherence groups, whereas 90% (18/20) of the participants aged ≥65 years reported high adherence ($P=0.03$; Table 1). Comparatively, only 63.9% (62/97) and 75.4% (49/65) of participants aged 18-39 years and 40-64 years demonstrated high adherence, respectively. Participants’ interpretations of test results demonstrated high agreement (2106/2130, 98.9%) with the study verified results, with a $\kappa$ score of 0.29 ($P<0.001$; Table 3). Overall, participants reported high satisfaction with at-home testing, with 98.7% (157/159) of the participants reporting that they would definitely or likely recommend the self-test to others (Figure 1).
Table 2. Total number of tests performed in the 14-day study period.

<table>
<thead>
<tr>
<th>Total number tests performed in the 14-day study period</th>
<th>Participants (N=206), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>17 (8.3)</td>
</tr>
<tr>
<td>1</td>
<td>2 (1)</td>
</tr>
<tr>
<td>2</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>3</td>
<td>2 (1)</td>
</tr>
<tr>
<td>4</td>
<td>2 (1)</td>
</tr>
<tr>
<td>5</td>
<td>2 (1)</td>
</tr>
<tr>
<td>6</td>
<td>2 (1)</td>
</tr>
<tr>
<td>7</td>
<td>6 (2.9)</td>
</tr>
<tr>
<td>8</td>
<td>7 (3.4)</td>
</tr>
<tr>
<td>9</td>
<td>9 (4.4)</td>
</tr>
<tr>
<td>10</td>
<td>22 (10.7)</td>
</tr>
<tr>
<td>11</td>
<td>24 (11.7)</td>
</tr>
<tr>
<td>12</td>
<td>32 (15.5)</td>
</tr>
<tr>
<td>13</td>
<td>35 (17)</td>
</tr>
<tr>
<td>14</td>
<td>41 (19.9)</td>
</tr>
</tbody>
</table>

Table 3. Reliability of self-interpretation versus study verification of at-home antigen-based rapid diagnostic tests.

<table>
<thead>
<tr>
<th></th>
<th>Study verification</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
<td>Positive</td>
<td>Invalid</td>
<td>Total</td>
</tr>
<tr>
<td>Negative</td>
<td>2102</td>
<td>5</td>
<td>11</td>
<td>2118</td>
</tr>
<tr>
<td>Positive</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Invalid</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>2108</td>
<td>9</td>
<td>13</td>
<td>2130</td>
</tr>
</tbody>
</table>

Figure 1. Usability and acceptability of self-tests.

MyDataHelps Participant Usability

Participants also reported high satisfaction with the MyDataHelps app. In all, 98.7% (157/159) of the participants indicated that they would definitely or probably recommend the app to others, with 91.8% (146/159) indicating that they would continue using the app for at-home testing if possible (Figures 2 and 3). These results were consistent across all age, race/ethnicity, and gender groups. In all, 77.4% (123/159) of...
the participants reported never having difficulties using the app, and 3.8% (6/159) reported having difficulties with the app most or all of the time. Among participants who reported difficulties, internet connection issues (5/6, 83%) were the most common reason. Participants on average found the COVID-19 testing instructions to be the most useful feature of the app, with 88.1% (140/159) of the participants finding this feature “very useful.” The overall rating of the app was 4.4 out of 5, and the overall rating did not differ by age, gender, or race/ethnicity (Figure 4).

Figure 2. Participants’ willingness to recommend smartphone app to others.

Figure 3. Participants’ interest in continuing to use the smartphone app after the study period.
Participant and Study Coordinator Interactions
Over the study period, there were a total of 117 phone and email interactions between study staff and participants. The most discussed topics were test kit return (43/117, 36.8%), test results (28/117, 23.9%), image upload (21/117, 17.9%), and scheduling confirmatory polymerase chain reaction testing (25/117, 21.4%; Figure 5). These topics were not mutually exclusive.

Discussion
Principal Findings
We described the feasibility of at-home rapid antigen testing for COVID-19 using a mobile app for testing support. Most participants displayed high adherence to the recommended testing schedule and were very satisfied with both the app and testing experience. Adherence to testing significantly differed by age; however, the usability and acceptability of at-home testing and the MyDataHelps app did not differ by age, race/ethnicity, or gender. The majority of patients aged ≥65 years belonged to the high adherence group, whereas the proportion of participants with high adherence was lower among those aged 18-39 years and 40-64 years. The COVID-19 pandemic has hit those aged ≥65 years the hardest, with mortality rates over 60 times higher among those aged ≥65 years than those aged ≤54 years [18]. The difference in adherence by age group may reflect differences in risk perception influencing testing behaviors. Additionally, participants’ interpretation of the test results showed significant reliability with the study team’s interpretations, further demonstrating the feasibility of using self-tests outside the clinical environment. Participants
were very capable of administering, reading, and reporting test results at home without clinical assistance.

Comparison With Prior Work

Although many previous studies have analyzed the performance of rapid antigen tests for the detection of SARS-CoV-2, few studies have looked at users’ testing behavior. It is important to understand who uses rapid antigen tests, when people use rapid antigen tests, and how people test to facilitate the development of effective testing interventions. Nguyen et al [5] found that, among 31 employees of a large company, a daily serial rapid antigen testing intervention with an associated mobile app was highly acceptable, with mean adherence of 88% over a 21-day period. This finding is similar to our own findings of adherence, with over 60% of participants displaying high adherence (>75%) during the 14-day study period. Although the study by Nguyen et al [5] was nested in an employer testing program, with weekly COVID-19 testing required as a condition for employment, our study was based among households residing in 2 large metropolitan cities. The consistency of daily testing adherence across these 2 populations is notable and adds to the external validity of these results. Nguyen et al [5] also found that the acceptability of daily testing was related to the perceived threat of COVID-19, and participants were more likely to find daily testing acceptable in times of high SARS-CoV-2 prevalence. Our study was conducted prior to the widespread distribution of vaccines for SARS-CoV-2; therefore, it is possible that the perceived threat of COVID-19 was generally high throughout the population, contributing to high acceptability and adherence. It is important to reassess COVID-19 testing behaviors as the pandemic continues to evolve to understand the motivations and challenges with testing.

Additionally, the COVID-19 pandemic has escalated prepandemic health care disparities within the United States, and geographic inequities in COVID-19 incidence and testing availability persist [19-21]. Non-English speakers, persons of color, and those of lower socioeconomic status are less likely to have access to testing for SARS-CoV-2 than their counterparts, despite simultaneously having an increased proportion of positive cases and mortality [22,23]. Brining health care services outside the traditional clinical environment offers solutions to accessibility, as well as bridging the gap to populations who have been systematically exploited by the health care system. In this study, we found that the acceptability and usability of at-home testing was consistent across all race/ethnicity categorizations, indicating that at-home testing could be a promising tool in addressing COVID-19 disparities.

As individuals navigate the return to work and school in the age of COVID-19, it is important that individuals have access to frequent and rapid testing to guide social engagement [24]. However, more information is needed on the diagnostic capabilities and limitations of these tools to ensure that individuals interpret the implications of their test results properly [25]. Additionally, although participants were asked to adhere to a 14-day continuous testing schedule for the purpose of this study, it is important to investigate further optimal testing schedules for SARS-CoV-2 detection [11]. We must also continue to evaluate the accessibility of at-home testing and the MyDataHelps app among diverse communities, including non-English speakers [26].

Strengths and Limitations

This is the first study to look at the feasibility of at-home Ag-RDTs, filling an important gap in the literature. The strengths of this study include the longitudinal design, which allowed us to analyze adherence over time, and the use of a digital app for testing assistance and survey administration. The use of a digital app allowed participants to engage in the study from their homes, decreasing the burden of participation. Additionally, the wide inclusion criteria allowed the enrollment of a diverse cohort. However, this study is not without limitations. Study participants were required to speak English and have access to a smartphone, which limits the generalizability of our findings. Over 85% of adults in the United States own a smartphone; however, smartphone users vary from nonsmartphone users in terms of education, income, and age [27]. Additionally, only rapid antigen tests using nasal specimen collection were analyzed in this study; therefore, additional work may be necessary to evaluate the feasibility and acceptability of alternative SARS-CoV-2 testing modalities.

Conclusions

As society establishes a new normal amid an ongoing pandemic, the development of accurate and rapid diagnostics is necessary to help curb SARS-CoV-2 disease transmission and safely navigate social re-engagement. The use of self-tests for COVID-19 with the MyDataHelps app for testing assistance was shown to be a feasible and accessible testing modality across gender, age, and racial groups, and more investigations into the efficacy of these testing modalities is indicated.
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Abstract

Background: Although the mental health impacts of COVID-19 on the general population have been well studied, studies of the long-term impacts of COVID-19 on infected individuals are relatively new. To date, depression, anxiety, and neurological symptoms associated with post–COVID-19 syndrome (PCS) have been observed in the months following COVID-19 recovery. Suicidal thoughts and behavior (STB) have also been preliminarily proposed as sequelae of COVID-19.

Objective: We asked 3 questions. First, do participants reporting a history of COVID-19 diagnosis or a close relative having severe COVID-19 symptoms score higher on depression (Patient Health Questionnaire-9 [PHQ-9]) or state anxiety (State Trait Anxiety Index) screens than those who do not? Second, do participants reporting a COVID-19 diagnosis score higher on PCS-related PHQ-9 items? Third, do participants reporting a COVID-19 diagnosis or a close relative having severe COVID-19 symptoms score higher in STB before, during, or after the first year of the pandemic?

Methods: This preliminary study analyzed responses to a COVID-19 and mental health questionnaire obtained from a US population sample, whose data were collected between February 2021 and March 2021. We used the Mann-Whitney U test to detect differences in the medians of the total PHQ-9 scores, PHQ-9 component scores, and several STB scores between participants claiming a past clinician diagnosis of COVID-19 and those denying one, as well as between participants claiming severe COVID-19 symptoms in a close relative and those denying them. Where significant differences existed, we created linear regression models to predict the scores based on COVID-19 response as well as demographics to identify potential confounding factors in the Mann-Whitney relationships. Moreover, for STB scores, which corresponded to 5 questions asking about 3 different time intervals (i.e., past 1 year or more, past 1 month to 1 year, and past 1 month), we developed repeated-measures ANOVAs to determine whether scores tended to vary over time.

Results: We found greater total depression (PHQ-9) and state anxiety (State Trait Anxiety Index) scores in those with COVID-19 history than those without (Bonferroni P=0.001 and Bonferroni P=0.004) despite a similar history of diagnosed depression and anxiety. Greater scores were noted for a subset of depression symptoms (PHQ-9 items) that overlapped with the symptoms of
PCS (all Bonferroni $P$s<.05). Moreover, we found greater overall STB scores in those with COVID-19 history, equally in time windows preceding, during, and proceeding infection (all Bonferroni $P$s<.05).

Conclusions: We confirm previous studies linking depression and anxiety diagnoses to COVID-19 recovery. Moreover, our findings suggest that depression diagnoses associated with COVID-19 history relate to PCS symptoms, and that STB associated with COVID-19 in some cases precede infection.

(JMIR Form Res 2022;6(10):e36656) doi:10.2196/36656
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Introduction

Background

More than 60 million COVID-19 cases, directly linked to over 830,000 deaths, have been reported in the United States at the time of this writing [1]. Although our understanding of the disease pathophysiology continues to develop, COVID-19 is largely considered a respiratory and cardiovascular disease caused by infection by the respiratory virus SARS-CoV-2, with highly variable presentation [2]. Symptoms including fatigue, dyspnea, anosmia, and ageusia have been reported to persist for ≥7 months after infection [3-5] and are now attributed to post–COVID-19 syndrome (PCS), otherwise known as long-haul syndrome.

COVID-19 and its pandemic have also been associated with psychological changes; however, most research on this topic has focused on the COVID-19–free population. In this population, general distress [6] as well as increased levels of anxiety, depression [7,8], and posttraumatic stress disorder symptoms [9] have been observed. These symptoms have been specifically attributed to general fears of infection, interpersonal and economic burdens of social distancing measures [10,11], and downstream sleep disturbances [7,12]. Increased levels of suicidal ideation [13,14] and suicide rates [15,16] in the general population have also been noted, although whether suicide rates have truly increased during the COVID-19 pandemic remains debated [17]. Speculative causes for increased suicidal thoughts and behavior (STB) during the pandemic include increased domestic violence [18], social distancing and decreased interpersonal support [13], and specific psychological phenomena exacerbated by the pandemic such as burdensomeness, thwarted belongingness, and stress sensitivity [19].

Studies of the direct psychological and psychiatric impacts of COVID-19 are relatively sparse. Increased levels of depression, anxiety, and posttraumatic stress disorder symptoms have been observed both during COVID-19 hospitalization [20] and up to 3 months after infection [21-23]. One study observed not only increased anxiety and mood disorders but also increased psychotic and substance abuse disorders at 3 and 6 months after COVID-19 infection [24]. Studies on the long-term psychiatric consequences of SARS-CoV-1 infection forewarn that such sequelae may persist for as many as 50 months after infection [25,26]. Moreover, neurological symptoms such as headaches, concentration difficulties, subjective memory loss, and reduced attention span are reported to accompany more common symptoms of PCS [27].

These psychiatric and neurological sequelae have been proposed to fundamentally predispose patients with COVID-19 infection and COVID-19 survivors to increased STB [28,29]. In particular, the literature features several case studies of suicide attempts among hospitalized patients with COVID-19, whose motives may reflect universal experiences of COVID-19 hospitalization [30,31]. However, only a small number of studies have quantitatively addressed STB in patients with COVID-19; one reported increased suicidal ideation in patients 1 month after COVID-19 hospitalization [32], and another characterized suicides in patients testing positive for COVID-19 infection reported in the media [33]. Interestingly, a study of the general population linked increased suicidal ideation with a desire to seek COVID-19 exposure [13], implying a potential reversal of the assumption that COVID-19 precedes an increase in STB.

Objectives

This study examined responses to a questionnaire digitally distributed to a population sample of 506 adults in early March 2021. The questionnaire included a depression screener (Patient Health Questionnaire-9 [PHQ-9]) [34], a state anxiety screener (State Trait Anxiety Index [STAI]) [35], a custom set of questions about STB experienced in 3 periods (1 month ago, 1-12 months ago, and >12 months ago), a question asking whether the participant ever received a COVID-19 diagnosis, and a question asking whether the participant ever had a friend and/or family member who had severe or fatal COVID-19 symptoms. Data analysis focused on 3 questions. First, assuming a similar prevalence of depression and anxiety history among participants with and without COVID-19 history, we asked whether COVID-19 infection (a personal diagnosis or severe symptomology in a close friend or relative) was linked to—and explicitly causative of—increased depression (PHQ-9) or anxiety (state component of the STAI) screening scores. Second, we asked whether COVID-19 infection was linked to—and implicitly causative of—increases in specific-item PHQ-9 scores and specifically in PCS-related scores (in particular, scores corresponding to fatigue, problems with concentration, psychomotor retardation or agitation, and altered appetite) for patients admitting a COVID-19 diagnosis. Lastly, we asked whether COVID-19 infection was linked to increased STB before or after infection and whether any causality in either direction was suggested. In all cases, we considered confounding factors from demographic information, as well as previous diagnoses of depression and anxiety. This study sought not only
to confirm known associations between the experience of COVID-19 and greater depression and anxiety scores but also to expose the drivers of greater depression scores with respect to known PCS symptomology. Moreover, it sought to clarify the effect of COVID-19 on STB in a population reporting pre–COVID-19 STB.

Methods

Participant Recruitment and Demographics

Study participants were recruited by Gold Research Inc from multiple vendors. Gold Research’s vendors recruit the emails of willing participants in multiple ways. Some are recruited “by invitation only” from customer databases of large companies in revenue-sharing agreements, some are recruited from social media, some are recruited via direct mail, and others sign up voluntarily to participate in research studies in lieu of monetary or other incentives such as coupons for everyday household purchases. During recruitment, all survey respondents also go through a double opt-in process to indicate the types of research studies they would like to participate in along with providing their profiles on different demographic attributes like age, race, and gender. This information is then used to reflect representation against US Census metrics. In this process, respondents are also asked multiple test questions to screen out those providing random and illogical responses or showing flatline or speeder behavior. Along with having cohort demographics balanced to meet the demographic criteria established by the US Census, Gold Research also oversampled 15% of the sample for mental health conditions.

Gold Research reported that over 50,000 respondents were contacted for questionnaire completion. They estimated that over 37,500 (75%) either did not respond or said no. Of the remaining 12,500 who did click on the survey link, more than 50% did not complete the questionnaire. Of the >6000 who completed the survey, those who did not clear the data integrity assessments were omitted to obtain the final number of completed surveys.

We assessed multiple mental health conditions including depression symptoms and STB. The request for participation stated Gold Research was administering the study on behalf of its client, Northwestern University, to study emotional health (see text at end of this section for detailed instructions in the survey about the solicitation, study description, and opt-in procedures). Participants meeting quality assurance procedures (including completion of the survey) were studied, up to a limit of 500 to 520 participants, resulting in 506 participants in the final cohort, of which 379 (74.9%) met all quality assurance criteria.

Questionnaire responses were digitally collected between the end of February 2021 and the first week of March 2021, approximately 1 year following the official pandemic declaration in the United States (March 11, 2020) [36]. Final filtering for data quality (see the Data Quality Assurance section) reduced the final sample size to 379 questionnaires or participants (Figure S1 in Multimedia Appendix 1). All analyses centered on this subset of 379 participants, which, based on the nature of the databases sampled by Gold Research Inc, as well as the demographic statistics shown below, was determined to be an approximate, random sample of the adult US population. Assessment of location data by state showed that the sample of 379 participants had a broad geographic distribution (Figure S2 in Multimedia Appendix 1). Participants reported age, gender (“What gender do you consider yourself?”), ethnicity (“What ethnicity do you consider yourself?”), annual household income, employment status, years of school, and highest level of education (Table 1).

The final sample comprised 379 participants (age: mean 43, SD 15 years; range 18-70 years) (Table 1). Most participants identified as female (215/379, 56.7%), White (251/379, 66.2%), having an annual household income of US $25,000 to US $50,000 (98/379, 25.9%), employed full-time (161/379, 42.5%), and having completed some college (105/379, 27.7%). The gender, ethnicity, and education percentages approximated US Census Bureau figures at the time of data collection [37].

For initial recruitment, potential participants received the communication displayed in Textbox 1.

If potential participants responded with “Accept,” they were then sent the message in Textbox 2.

The survey would then begin if they pressed “Next.”

The participants were asked questions related to their COVID-19 status. They were asked (1) to report whether they were ever diagnosed with COVID-19 by a medical clinician (variable COVID-DIAGNOSIS: POS/NEG indicates a positive or nondiagnosis), (2) whether they ever received a positive COVID-19 laboratory test (variable COVID-TEST: POS/NEG), and (3) whether a family member or close friend ever experienced serious symptoms or died of COVID-19 (variable COVID-FAMILY: POS/NEG). Because 30 participants were members of both the COVID-DIAGNOSIS POS and COVID-TEST POS groups, which corresponded to 77% (30/39) of the participants of the total COVID-DIAGNOSIS POS group and 73% (30/41) of the participants of the total COVID-TEST POS group, our subsequent analysis featured only the COVID-DIAGNOSIS variable given its collinearity with COVID-TEST. A similar analysis, yielding similar results, for the COVID-TEST variable can be found in Multimedia Appendix 1.
Table 1. Participant demographic information with breakdown of questionnaire responses.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants^a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Count, n (%)</td>
<td>379 (100)</td>
</tr>
<tr>
<td>Mean (SD); range</td>
<td>43.21 (15.38); 18.0-70.0</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>163 (43)</td>
</tr>
<tr>
<td>Female</td>
<td>215 (56.7)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>251 (66.2)</td>
</tr>
<tr>
<td>African American</td>
<td>52 (13.7)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>33 (8.7)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>13 (3.4)</td>
</tr>
<tr>
<td>Native American or Alaska Native</td>
<td>7 (1.8)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Mixed (≥2 ethnicities)</td>
<td>17 (4.5)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td><strong>Annual household income^b (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>88 (23.2)</td>
</tr>
<tr>
<td>25,000-50,000</td>
<td>98 (25.9)</td>
</tr>
<tr>
<td>50,000-75,000</td>
<td>73 (19.3)</td>
</tr>
<tr>
<td>75,000-100,000</td>
<td>48 (12.7)</td>
</tr>
<tr>
<td>100,000-150,000</td>
<td>38 (10)</td>
</tr>
<tr>
<td>150,000-300,000</td>
<td>26 (6.9)</td>
</tr>
<tr>
<td>&gt;300,000</td>
<td>8 (2.1)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>61 (16.1)</td>
</tr>
<tr>
<td>Full-time</td>
<td>161 (42.5)</td>
</tr>
<tr>
<td>Part-time</td>
<td>43 (11.3)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>26 (6.9)</td>
</tr>
<tr>
<td>More than one job</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>Retired</td>
<td>61 (16.1)</td>
</tr>
<tr>
<td>Other</td>
<td>24 (6.3)</td>
</tr>
<tr>
<td><strong>Years of school</strong></td>
<td></td>
</tr>
<tr>
<td>Count, n (%)</td>
<td>379 (100)</td>
</tr>
<tr>
<td>Mean (SD); range</td>
<td>13.18 (5.15); 1.0-30.0</td>
</tr>
<tr>
<td><strong>Highest education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>7 (1.8)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>99 (26.1)</td>
</tr>
<tr>
<td>Some college</td>
<td>105 (27.7)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>86 (22.7)</td>
</tr>
<tr>
<td>Some graduate school</td>
<td>13 (3.4)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Participants[a]</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>30 (7.9)</td>
</tr>
<tr>
<td>Postgrad or doctorate</td>
<td>39 (10.3)</td>
</tr>
</tbody>
</table>

[a]Response counts across all participants.

[b]Income and education are considered ordinal variables, and their integer values (prepending the long-form responses in the second column) were used for statistical computations.

Textbox 1. Communication sent to potential participants during initial recruitment.

Gold Research Inc, a national market research firm, and its client, Northwestern University, request your participation in this study of emotional health. We will be evaluating how different emotions and experiences are connected and may relate to our emotional health. The information you provide will be kept confidential, coded to be anonymous so it cannot be connected back to you and will be used only for research purposes. Researchers will not be able to contact you or restudy you after this survey. We will not share your information with any other third party. We will also not use your information to identify you individually or use your responses to market or sell other services or products to you. As part of this effort, you will not be asked to provide any personal identifiers such as your name, email, phone number, address or social media handles. A unique identifier will be generated for you and each survey participant to enhance privacy. As part of the survey process, we will be able to tell if you completed the survey, but we will not be able to tell which answers were yours. For this study, we are going to ask you some questions about yourself and how much you like or dislike a set of pictures. You may discontinue this study at any time. We appreciate your help with this study, given the serious challenges facing many people regarding emotional health at this time. We thank you in advance.

1. Accept
2. Decline

Textbox 2. Follow-up communication sent to participants.

Thank you for participating in our survey. All responses during this survey are anonymous and confidential. We will be able to tell if you completed the survey, but we will not be able to tell which answers were yours. In this study, we aim to understand how different emotions and experiences relate to visual processing.

We are going to:
- Ask you some questions about yourself
- Have you rate how much you like or dislike a set of pictures

For this study, your identity is protected and your answers are anonymous and confidential. Press “Next” to proceed.

Ethics Approval

Participation was offered noting that Gold Research was administering an emotional health questionnaire on behalf of Northwestern University, with the phrasing, “We will be evaluating how different emotions and experiences are connected and may relate to our emotional health.” The complete text about the solicitation, study description, and opt-in procedures can be found in the Participant Recruitment subsection of the Methods section. All participants provided informed consent following oversight by the Northwestern University Institutional Review Board, which reviewed and approved the project (approval number STU00213665). The participants were guaranteed anonymity and confidentiality, and the researchers possessed no protected health information.

Survey Questions and Scoring

Our survey questionnaire consisted of the PHQ-9, the 20 “state” questions from the STAI Form Y, behavioral neurology and mental health questions including those pertaining to STB from the Massachusetts General Hospital Subjective Question screener of the Phenotype Genotype Project in Addiction and Mood Disorder [38], and questions pertaining to COVID-19 history. A cognitive task related to picture ratings was also included (data not reported here) and incorporated into general quality assurance. The questions pertinent to this study are outlined in Table 2, with a breakdown of responses to ancillary demographic questions given in Table 1. The questionnaire is not outlined in its entirety here.
Table 2. Questionnaire items.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Question preamble</th>
<th>Question</th>
<th>Value space</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-TEST</td>
<td>Have you ever tested positive for COVID-19?</td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td>COVID-DIAGNOSIS</td>
<td>Have you ever been diagnosed with COVID-19 by a medical clinician?</td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td>COVID-FAMILY</td>
<td>Has anyone in your family or group of friends had serious symptoms or died of COVID-19?</td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td>PHQ9-1</td>
<td>Over the last two weeks, how often have you been bothered by any of the following problems?</td>
<td>Little interest or pleasure in doing things</td>
<td>[0,3]</td>
</tr>
<tr>
<td>PHQ9-2</td>
<td>Feeling down, hopeful, or depressed</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-3</td>
<td>Trouble falling/staying asleep, sleeping too much</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-4</td>
<td>Feeling tired or having little energy</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-5</td>
<td>Poor appetite or overeating</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-6</td>
<td>Feeling bad about yourself or that you are a failure or have let yourself or your family down</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-7</td>
<td>Trouble concentrating on things, such as reading the newspaper or watching television</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-8</td>
<td>Moving or speaking so slowly that other people could have noticed. Or the opposite, being so fidgety or restless that you have been moving around a lot more than usual</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-9</td>
<td>Thoughts that you would be better off dead or of hurting yourself in some way</td>
<td>[0,3]</td>
<td></td>
</tr>
<tr>
<td>PHQ9-SUM</td>
<td>Sum of the 9 PHQ-9 scores</td>
<td>[0,27]</td>
<td></td>
</tr>
<tr>
<td>DEPRESSION-YRS</td>
<td>For how many years have you had the following diagnosis by a medical professional, psychologist, or physician?</td>
<td>Depression?</td>
<td>[0,60]</td>
</tr>
<tr>
<td>DEPRESSION-HX</td>
<td>Depression?</td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td>ANXIETY-YRS</td>
<td>Anxiety disorder?</td>
<td>[0,60]</td>
<td></td>
</tr>
<tr>
<td>ANXIETY-HX</td>
<td>Anxiety disorder?</td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td>S-PASSIVE-LT</td>
<td>Please rate how often you have experienced each of the following (in the following time periods): 1 (never), 2 (rarely), 3 or 4 (sometimes), 5 or 6 (often), 7 (always)</td>
<td>Wish to go to sleep and not wake up—past 1 year or more</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-PASSIVE-MT</td>
<td>Wish to go to sleep and not wake up—past 1 month to 1 year</td>
<td>[1,7]</td>
<td></td>
</tr>
<tr>
<td>S-PASSIVE-ST</td>
<td>Wish to go to sleep and not wake up—past 1 month</td>
<td>[1,7]</td>
<td></td>
</tr>
<tr>
<td>S-ACTIVE-LT</td>
<td>Wanting to hurt yourself or take your own life—past 1 year or more</td>
<td>[1,7]</td>
<td></td>
</tr>
<tr>
<td>S-ACTIVE-MT</td>
<td>Wanting to hurt yourself or take your own life—past 1 month</td>
<td>[1,7]</td>
<td></td>
</tr>
<tr>
<td>S-ACTIVE-ST</td>
<td>Wanting to hurt yourself or take your own life—past 1 month</td>
<td>[1,7]</td>
<td></td>
</tr>
<tr>
<td>S-PLAN-LT</td>
<td>Having a plan to take your own life—past 1 year or more</td>
<td>[1,7]</td>
<td></td>
</tr>
<tr>
<td>S-PLAN-MT</td>
<td>Having a plan to take your own life—past 1 month to 1 year</td>
<td>[1,7]</td>
<td></td>
</tr>
</tbody>
</table>
As noted previously, the questionnaire also asked whether participants were ever diagnosed with COVID-19 by a medical clinician (COVID-DIAGNOSIS: POS/NEG), whether they had ever experienced serious symptoms or died of COVID-19 (COVID-FAMILY: POS/NEG), and whether a family member or close friend had received a positive COVID-19 laboratory test (COVID-TEST: POS/NEG), and whether a family member or close friend had ever experienced serious symptoms or died of COVID-19 (COVID-FAMILY: POS/NEG).

The subsequent quality assessment used 4 exclusion criteria: (1) participants with the same responses throughout any section; (2) participants indicating they had been diagnosed by a clinician with 10 or more illnesses (data outside depression and anxiety not described here), (3) participants with minimal variance in a picture rating task (all pictures were rated the same or varied only by 1 point; data not described here), (3) participants with minimal variance in a picture rating task (all pictures were rated the same or varied only by 1 point; data not described here), and (4) participants reporting inconsistent education level and years of education and data not described here), and (4) participants reporting inconsistent education level and years of education and data not described here).

The STAI Form Y includes 20 “state” anxiety questions [35]. This questionnaire subset is a tool for assessing a respondent’s current anxiety in response to a perceived danger, based on self-reporting. A numeric response to a single question can take any integer value from 0 to 3, with a greater cumulative score associated with greater anxiety. We considered only cumulative scores.

Five questions pertaining to current and historic STB were included in the questionnaire; these were adapted from the Massachusetts General Hospital Phenotype Genotype Project [38], with direct antecedents in the Manual of Psychiatric Emergencies 4th Edition [39]. These are outlined in their entirety in Table 2. The 5 questions were each repeated 3 times for 3 blocks of time asking how often participants experienced symptoms in the (1) past 1 year or more, (2) past 1 month to 1 year, and (3) past 1 month on a 1 to 7 Likert scale (1=never, 2-3=rarely, 4-5=sometimes, 6=often, and 7=always). Responses to these questions were considered independent and were not pooled to obtain cumulative scores.

As noted previously, the questionnaire also asked whether participants were ever diagnosed with COVID-19 by a medical clinician (COVID-DIAGNOSIS: POS/NEG), whether they had received a positive COVID-19 laboratory test (COVID-TEST: POS/NEG), and whether a family member or close friend had ever experienced serious symptoms or died of COVID-19 (COVID-FAMILY: POS/NEG). During the analysis, we assumed that the vast majority of the participants who had COVID-19 (either by clinician diagnosis or test) or had a family member affected would experience symptoms during the year preceding survey participation, that is, between March 5, 2020 (1 year prior to the end of the survey) and February 12, 2021 (the day before which a person could be diagnosed with COVID-19 and be expected to have their acute symptoms resolved before the beginning of the survey, 2 weeks later). We justify this assumption as follows. On March 5, 2020, a total of 41.45 cumulative cases of COVID-19 infection were reported in the United States; on February 12, 2021, a total of 27,504,011 cumulative cases were reported; and on March 5, 2021 (the closing of the survey), 28,866,565 cumulative cases were reported [1]. We, therefore, expect that 95% of the participants who experienced acute COVID-19 in the assumed interval were likely resolved at the time of the survey. The remaining 5% may have experienced acute COVID-19 symptoms during the survey period.

### Data Quality Assurance
An initial set of 506 participants was obtained from Gold Research, Inc, based on the following inclusion criteria: age 18 to 70 years, capacity to complete the questionnaire, and enrollment from multiple databases of potential participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Question preamble</th>
<th>Question</th>
<th>Value space</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-PLAN-ST</td>
<td>Same as above</td>
<td>Having a plan to take your own life—past 1 month</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-LT</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 year or more</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-MT</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 month to 1 year</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-ST</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 month</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-LT</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 year or more</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-MT</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month to 1 year</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-ST</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month</td>
<td>[1,7]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Question preamble</th>
<th>Question</th>
<th>Value space</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-PLAN-ST</td>
<td>Same as above</td>
<td>Having a plan to take your own life—past 1 month</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-LT</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 year or more</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-MT</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 month to 1 year</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-ST</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 month</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-LT</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 year or more</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-MT</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month to 1 year</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-ST</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month</td>
<td>[1,7]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>Value space</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-HISTORY-LT</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 year or more</td>
</tr>
<tr>
<td>S-SAFETY-LT</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 year or more</td>
</tr>
<tr>
<td>S-HISTORY-ST</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month</td>
</tr>
<tr>
<td>S-SAFETY-ST</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Question preamble</th>
<th>Question</th>
<th>Value space</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-PLAN-ST</td>
<td>Same as above</td>
<td>Having a plan to take your own life—past 1 month</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-LT</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 year or more</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-MT</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 month to 1 year</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-HISTORY-ST</td>
<td>Same as above</td>
<td>Prior attempts at hurting yourself, or taking your own life—past 1 month</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-LT</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 year or more</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-MT</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month to 1 year</td>
<td>[1,7]</td>
</tr>
<tr>
<td>S-SAFETY-ST</td>
<td>Same as above</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month</td>
<td>[1,7]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>Value space</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-HISTORY-LT</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 year or more</td>
</tr>
<tr>
<td>S-SAFETY-LT</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 year or more</td>
</tr>
<tr>
<td>S-HISTORY-ST</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month</td>
</tr>
<tr>
<td>S-SAFETY-ST</td>
<td>Having a safety plan for not hurting yourself for when those feelings arise—past 1 month</td>
</tr>
</tbody>
</table>

aDesignations of the scores or variables obtained.
bCorresponding questions as phrased in the questionnaire.
cRange of possible responses.
dN/A: not applicable.
ePHQ-9: Patient Health Questionnaire-9.
fSTAI: State Trait Anxiety Index.
74.9% (379/506) of participants qualified for the statistical analysis.

### Statistical Analyses

The aims of this study were divided into 3 categories. First, assuming a similar prevalence of depression and anxiety history among participants with and without COVID-19 history, we asked whether COVID-19 infection (a personal diagnosis or severe symptomology in a close friend or relative) was linked to—and explicitly causative of—increased depression (PHQ-9) or anxiety (state STAI) screening scores. Second, we asked whether COVID-19 infection was linked to—and implicitly causative of—increases in specific-item PHQ-9 scores and specifically in PCS-related scores (in particular, scores corresponding to fatigue, problems with concentration, psychomotor retardation or agitation, and altered appetite) for those patients admitting a COVID-19 diagnosis. Finally, we asked whether COVID-19 infection was linked to increased STB before or after infection and whether any causality in either direction was suggested. In all cases, we considered confounding factors from demographic information, as well as from previous diagnoses of depression and anxiety. Table 3 gives a broad framework of the a priori study design.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Expected causality</th>
<th>A priori covariates</th>
<th>Analysis tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19 diagnosis → total PHQ-9</td>
<td>Explicit</td>
<td>Group A covariates; COVID-19 diagnosis</td>
<td>Group A analyses</td>
</tr>
<tr>
<td>COVID-19 in relation → total PHQ-9</td>
<td>Explicit</td>
<td>Group A covariates; COVID-19 diagnosis</td>
<td>Group A analyses</td>
</tr>
<tr>
<td>COVID-19 diagnosis → total STAI</td>
<td>Explicit</td>
<td>Group A covariates; COVID-19 diagnosis</td>
<td>Group A analyses</td>
</tr>
<tr>
<td>COVID-19 in relation → total STAI</td>
<td>Explicit</td>
<td>Group A covariates; COVID-19 diagnosis</td>
<td>Group A analyses</td>
</tr>
<tr>
<td>COVID-19 diagnosis → PHQ-9</td>
<td>Implicit</td>
<td>Group A covariates; COVID-19 diagnosis</td>
<td>Group A analyses</td>
</tr>
<tr>
<td>COVID-19 in relation → PHQ-9</td>
<td>Implicit</td>
<td>Group A covariates; COVID-19 diagnosis</td>
<td>Group A analyses</td>
</tr>
<tr>
<td>COVID-19 diagnosis ↔ STB items (3 time windows)</td>
<td>Exploratory</td>
<td>Group A covariates; COVID-19 in relation</td>
<td>Group A analyses; RM-ANOVA</td>
</tr>
<tr>
<td>COVID-19 in relation ↔ STB items (3 time windows)</td>
<td>Exploratory</td>
<td>Group A covariates; COVID-19 diagnosis</td>
<td>Group A analyses; RM-ANOVA</td>
</tr>
</tbody>
</table>

a Arrows indicate the expected direction of causality (if any).
b When expected causality is “explicit,” we possess a baseline measure of the dependent variable, and when “implicit,” causality is believed to be implied by context.
c PHQ-9: Patient Health Questionnaire-9.
d “Group A covariates” include demographics, depression history, and anxiety history.
e “Group A analyses” include Mann-Whitney U testing and linear regression covariate analysis.
f STAI: State Trait Anxiety Index.
g STB: suicidal thoughts and behavior.
h RM-ANOVA: repeated-measures ANOVA.

Data analysis was done in 4 parts and numbered 1 to 4 in the following text; the Results section is also organized using this framework. In part 1, we determined differences in participant demographics and depression or anxiety history variables based on their COVID-19 status (ie, COVID-DIAGNOSIS and COVID-FAMILY) to identify potential confounding variables. In part 2, we assessed differences in cumulative PHQ-9 (PHQ9-SUM) and state STAI (STAI-SUM) scores based on COVID-19 status. In part 3, we examined differences in scores for individual PHQ-9 questions (PHQ9-1 through PHQ9-9) based on COVID-19 status. In part 4, we quantified differences in STB (listed in Table 2) scores based on COVID-19 status. Given that STB was also reported for 3 time frames (ie, past 1 year or more, past 1 month to 1 year, and past 1 month), 30 repeated-measures ANOVAs were run (ie, 3 COVID-19 tests × 2 COVID-19 statuses × 5 questions) to assess potential differences between time frames.

For this study, only the COVID-DIAGNOSIS and COVID-FAMILY analyses are reported in the main text. Similar analyses based on a third COVID-19 status variable, positive self-reported COVID-19 laboratory testing (COVID-TEST), appear in Multimedia Appendix 1, given that there was significant overlap between the COVID-DIAGNOSIS and COVID-TEST responses (see the Participant Demographics subsection).

Part 1 specifically involved comparing the medians of demographic variables (reported in the Results section) and 4 depression or anxiety history variables (DEPRESSION-YRS [years carrying depression diagnosis], DEPRESSION-HX [any history of depression diagnosis], ANXIETY-YRS [years carrying anxiety diagnosis], and ANXIETY-HX [any history of anxiety diagnosis]) from Table 2) between 2 COVID-19 status groups (ie, COVID-DIAGNOSIS POS vs NEG group; COVID-FAMILY POS vs NEG group) using Mann-Whitney U testing (α=.05). P values were adjusted for multiple comparisons using Bonferroni correction. Significant differences in median scores (Bonferroni P<.05) indicated potential confounders to be controlled in parts 2 to 4.
The analysis for parts 2 to 4 each involved 2 steps. First, the analysis began by comparing the medians of the mental health variables (as grouped in the first paragraph of this section) between COVID-19 status groups by using the Mann-Whitney \( U \) test (\( \alpha =.05 \)) with subsequent Bonferroni correction (\( P <.05 \)). Second, to confirm the robustness of these differences to the potential demographic confounders identified in part 1, linear regressions were run to separately model the mental health variables from COVID-DIAGNOSIS and COVID-FAMILY. For each unique pair of mental health (dependent variable) and COVID-19 status variables (independent variable), we built 1 univariate model and 1 multivariate model. The multivariate model included potential confounders identified in part 1 as covariates. To prevent discrepancy between the sample sizes of the POS and NEG groups from causing linear regression models to preferentially fit NEG group data, we applied the synthetic minority oversampling technique (SMOTE) to the POS group data to equalize the number of POS and NEG samples before fitting. SMOTE is considered a standard oversampling technique [40], and we emphasize that it was not implemented until after initial Mann-Whitney \( U \) testing. For each univariate or multivariate model pair, we compared the crude and adjusted nonstandardized regression coefficients (denoted as \( B \)) for the COVID-19 status variable. A difference of >10% was interpreted to indicate confounding and prompted us to report the adjusted regression coefficient [41]; we otherwise reported the crude regression coefficient. Multimedia Appendix 1 provides more details on this approach for assessing potential confounding factors in our main analyses.

Based on our observation that 22.3% (23/103) of the participants in the COVID-FAMILY POS group were also in the COVID-DIAGNOSIS POS group, we included COVID-DIAGNOSIS as a covariate in all adjusted linear regression models involving COVID-FAMILY. However, COVID-FAMILY was not used as a covariate in the models involving COVID-DIAGNOSIS. This decision was based on the observation that 59% (23/39) of the participants in the COVID-DIAGNOSIS POS group were also in the COVID-FAMILY POS group, suggesting that the consequences of a personal COVID-19 diagnosis could not be meaningfully separated from experiencing severe symptoms in a friend or family member.

### Results

#### Overview

A small fraction of the participants were members of the COVID-DIAGNOSIS POS (39/379, 10.3%) or COVID-FAMILY POS (28/103, 27.2%) groups (Table 4), which is broadly consistent with reports of illness incidence during the first year of the COVID-19 pandemic (ie, 10%). A total of 23 participants were members of both COVID-DIAGNOSIS POS and COVID-FAMILY POS groups. Chi-square testing indicated higher levels of COVID-DIAGNOSIS POS status in the COVID-FAMILY POS group than in the overall sample (23/103, 22.3%; \( P = .001 \)) and similarly higher levels of COVID-FAMILY status in the COVID-DIAGNOSIS POS group as when compared to the overall sample (23/39, 59%; \( P < .001 \)). Although not presented as a main finding of this paper, these influenced the construction of our regression models, detailed in the Statistical Analyses subsection.

#### Table 4. Participant demographic statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sample description</th>
<th>Mann-Whitney ( U ) test</th>
<th>( P ) value</th>
<th>Bonferroni ( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-DIAGNOSIS (NEG: n=340; POS: n=39)</td>
<td>Age (years)</td>
<td>45.0 (28.0)</td>
<td>36.0 (19.5)</td>
<td>4644.0</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>N/A</td>
<td>N/A</td>
<td>5253.0</td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>2.0 (3.0)</td>
<td>4.0 (2.0)</td>
<td>4026.5</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>3.0 (2.0)</td>
<td>4.0 (3.5)</td>
<td>5315.5</td>
</tr>
<tr>
<td>COVID-FAMILY (NEG: n=276; POS: n=103)</td>
<td>Age (years)</td>
<td>44.0 (27.25)</td>
<td>39.0 (31.0)</td>
<td>12,976.0</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>N/A</td>
<td>N/A</td>
<td>13,674.0</td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>3.0 (3.0)</td>
<td>2.0 (2.0)</td>
<td>13,730.0</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>3.0 (2.0)</td>
<td>3.0 (1.5)</td>
<td>13,661.0</td>
</tr>
</tbody>
</table>

\( \text{N/A: not applicable.} \)

The results are presented according to the 4 parts outlined in the Statistical Analyses section. First, we present the results of testing for differences in demographic and depression or anxiety history values based on COVID-19 status; this analysis was done to identify potential confounding variables for subsequent analyses. These variables were then included in relevant multivariate regression analyses in the second, third, and fourth analysis sections to quantify confounding effects. Second, we determined differences in cumulative depression (PHQ-9) and anxiety (STAI) scores based on COVID-19 status, including univariate and multivariate linear regressions intended to highlight potential confounding effects indicated previously.
Third, we performed the same analysis as in part 2 but for each question in the PHQ-9, as opposed to the cumulative score. Fourth, we performed the same analysis as in the previous 2 parts but for STB scores. Note that although this analysis considers the COVID-DIAGNOSIS and COVID-FAMILY variables, an analogous analysis for COVID-TEST is included in Tables S1-S4 in Multimedia Appendix 1. Please refer to Table 2 for descriptions and abbreviations of all the survey questions considered here.

Analysis of Demographics and Depression or Anxiety History Against COVID-19 Status
This analysis sought to identify covariates for subsequent analyses. Participants in the COVID-DIAGNOSIS POS group reported a lower median age than that reported in the COVID-DIAGNOSIS NEG group (Bonferroni $P<.05$; Table 4), greater median annual household income, and identified as female (gender) more frequently than participants in the NEG group (Bonferroni $P<.05$). Median age, gender, income, and highest education level did not differ between POS and NEG groups for COVID-19 (all Bonferroni $P$s>.05). Although data for the demographic variables ethnicity and employment were also collected, there were <5 samples in most categories for the COVID-DIAGNOSIS POS group, and we were, therefore, unable to perform valid comparisons between the POS and NEG groups for these 2 variables.

Participants in the COVID-DIAGNOSIS POS group did not report a different median DEPRESSION-HX, DEPRESSION-YRS, ANXIETY-HX, or ANXIETY-YRS score than those in the NEG group (all Bonferroni $P$s>.05; Table 5). By contrast, the median DEPRESSION-HX and DEPRESSION-YRS scores were greater among participants in the COVID-FAMILY POS group than those in the NEG group (Bonferroni $P<.05$). The median ANXIETY-HX and ANXIETY-YRS scores were not significantly different between the participants in the COVID-FAMILY POS and NEG groups (all Bonferroni $P$s>.05).

Table 5. Separation of major depression and anxiety variables by COVID-19 status.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Descriptive statistics</th>
<th>Mann-Whitney U test</th>
<th>Linear regression confounder analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NEG group, median (IQR)</td>
<td>POS group, median (IQR)</td>
<td>$U$ statistic</td>
</tr>
<tr>
<td>COVID-DIAGNOSIS (NEG: n=340; POS: n=39)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ9-SUM</td>
<td>6.0 (12.0)</td>
<td>13.0 (9.5)</td>
<td>4383.5</td>
</tr>
<tr>
<td>STAI-SUM</td>
<td>20.0 (21.0)</td>
<td>29.0 (11.0)</td>
<td>4538.0</td>
</tr>
<tr>
<td>DEPRESSION-YRS</td>
<td>0.0 (4.0)</td>
<td>1.0 (3.5)</td>
<td>5612.0</td>
</tr>
<tr>
<td>ANXIETY-YRS</td>
<td>0.0 (2.0)</td>
<td>0.0 (3.0)</td>
<td>5765.0</td>
</tr>
<tr>
<td>DEPRESSION-HX</td>
<td>0.0 (1.0)</td>
<td>0.0 (1.0)</td>
<td>6239.0</td>
</tr>
<tr>
<td>ANXIETY-HX</td>
<td>0.0 (1.0)</td>
<td>0.0 (1.0)</td>
<td>6102.5</td>
</tr>
<tr>
<td>COVID-FAMILY (NEG: n=276; POS: n=103)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ9-SUM</td>
<td>5.0 (12.0)</td>
<td>9.0 (12.0)</td>
<td>11,444.5</td>
</tr>
<tr>
<td>STAI-SUM</td>
<td>20.0 (22.0)</td>
<td>25.0 (18.5)</td>
<td>12,465.5</td>
</tr>
<tr>
<td>DEPRESSION-YRS</td>
<td>0.0 (2.0)</td>
<td>0.0 (5.5)</td>
<td>11,800.5</td>
</tr>
<tr>
<td>ANXIETY-YRS</td>
<td>0.0 (2.0)</td>
<td>0.0 (4.5)</td>
<td>13,033.0</td>
</tr>
<tr>
<td>DEPRESSION-HX</td>
<td>0.0 (1.0)</td>
<td>0.0 (1.0)</td>
<td>12,229.0</td>
</tr>
<tr>
<td>ANXIETY-HX</td>
<td>0.0 (1.0)</td>
<td>0.0 (1.0)</td>
<td>13,195.0</td>
</tr>
</tbody>
</table>

$^a$Regression analysis was not performed given the nonsignificant Mann-Whitney $U$ test.

Analysis of Total Depression and Anxiety Scores Against COVID-19 Status

COVID-DIAGNOSIS
The median PHQ9-SUM score was significantly higher in the COVID-DIAGNOSIS POS group than in the NEG group (Bonferroni $P<.05$). The median STAI-SUM score was also significantly higher in the COVID-TEST POS group than in the NEG group (Bonferroni $P<.05$; Table 5). In contrast, when DEPRESSION-HX, DEPRESSION-YRS, ANXIETY-HX, and ANXIETY-YRS were tested for differences between the COVID-DIAGNOSIS POS and NEG groups, no differences were observed (all Bonferroni $P$s>.05; Table 5).
Linear regression modeling of PHQ9-SUM from COVID-DIAGNOSIS with and without age, gender, and income as covariates suggested confounding in the relationship between PHQ9-SUM and COVID-DIAGNOSIS ($|\Delta B|>0.1$); however, the adjusted B coefficient for COVID-DIAGNOSIS was significantly greater than 0 (Bonferroni $P<.05$; adjusted B reported). For the same analysis modeling STAI-SUM from COVID-DIAGNOSIS, we again found confounding ($|\Delta B|>0.1$), but with an adjusted B coefficient for COVID-DIAGNOSIS significantly greater than 0 (Bonferroni $P<.05$; adjusted B reported).

**COVID-FAMILY**

The median PHQ9-SUM score was significantly higher in the COVID-FAMILY POS group than in the NEG group (Bonferroni $P<.05$; Table 5). However, the median STAI-SUM score was not significantly different between the COVID-FAMILY POS and NEG groups (Bonferroni $P>.05$).

The median DEPRESSION-HX and DEPRESSION-YRS scores were significantly greater in the COVID-FAMILY POS group than in the NEG group (Bonferroni $P<.05$). The median ANXIETY-HX and ANXIETY-YRS scores were not significantly different between the COVID-FAMILY POS and NEG groups (Bonferroni $P>.05$).

Linear regression modeling of COVID-FAMILY from PHQ9-SUM with and without DEPRESSION-HX, DEPRESSION-YRS, and COVID-DIAGNOSIS as covariates suggested confounding in the relationship between PHQ9-SUM and COVID-FAMILY ($|\Delta B|>0.1$), with an adjusted B coefficient not significantly more or less than 0 (Bonferroni $P>.05$; adjusted B reported).

**Analysis of Individual PHQ-9 Questions Against COVID-19 Status**

**COVID-DIAGNOSIS**

The median scores for PHQ9-4, PHQ9-5, PHQ9-6, PHQ9-7, PHQ9-8, and PHQ9-9 were higher in the COVID-DIAGNOSIS POS group than in the NEG group (Bonferroni $P<.05$; Table 6). The median scores for PHQ9-1, PHQ9-2, and PHQ9-3 were not significantly different between the COVID-DIAGNOSIS POS and NEG groups (Bonferroni $P>.05$).

Linear regressions individually modeling PHQ9-4, PHQ9-5, PHQ9-6, PHQ9-7, PHQ9-8, and PHQ9-9 from COVID-DIAGNOSIS with and without age, gender, and income as covariates suggested that the relationship of COVID-DIAGNOSIS with PHQ9-4, PHQ9-6, and PHQ9-7 was not subject to confounding ($|\Delta B|<0.1$), with crude B coefficients for COVID-DIAGNOSIS being greater than 0 (Bonferroni $P<.05$; crude B reported). The models modeling PHQ9-4 and PHQ9-6 from COVID-DIAGNOSIS suggested confounding based on age, gender, or income ($|\Delta B|>0.1$). However, the adjusted B coefficients for COVID-DIAGNOSIS were significantly greater than 0 (Bonferroni $P<.05$; adjusted B reported).
Table 6. Separation of Patient Health Questionnaire-9 (PHQ-9) item variables by COVID-19 status.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Descriptive statistics</th>
<th>Mann-Whitney U test</th>
<th>Linear regression confounder analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NEG group, median (IQR)</td>
<td>POS group, median (IQR)</td>
<td>U statistic</td>
</tr>
<tr>
<td>COVID-DIAGNOSIS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ9-1</td>
<td>1.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>5602.5</td>
</tr>
<tr>
<td>PHQ9-2</td>
<td>1.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>5726.5</td>
</tr>
<tr>
<td>PHQ9-3</td>
<td>1.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>6319.5</td>
</tr>
<tr>
<td>PHQ9-4</td>
<td>1.0 (2.0)</td>
<td>2.0 (1.0)</td>
<td>4963.5</td>
</tr>
<tr>
<td>PHQ9-5</td>
<td>0.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>5022.0</td>
</tr>
<tr>
<td>PHQ9-6</td>
<td>0.0 (2.0)</td>
<td>2.0 (1.0)</td>
<td>4049.0</td>
</tr>
<tr>
<td>PHQ9-7</td>
<td>0.0 (1.0)</td>
<td>1.0 (1.5)</td>
<td>4319.0</td>
</tr>
<tr>
<td>PHQ9-8</td>
<td>0.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>4078.0</td>
</tr>
<tr>
<td>PHQ9-9</td>
<td>0.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>4904.0</td>
</tr>
<tr>
<td>COVID-FAMILY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ9-1</td>
<td>1.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>13,012.5</td>
</tr>
<tr>
<td>PHQ9-2</td>
<td>1.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>12,291.0</td>
</tr>
<tr>
<td>PHQ9-3</td>
<td>1.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>12,577.0</td>
</tr>
<tr>
<td>PHQ9-4</td>
<td>1.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>12,579.5</td>
</tr>
<tr>
<td>PHQ9-5</td>
<td>0.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>12,315.5</td>
</tr>
<tr>
<td>PHQ9-6</td>
<td>0.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>11,674.0</td>
</tr>
<tr>
<td>PHQ9-7</td>
<td>0.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>12,635.5</td>
</tr>
<tr>
<td>PHQ9-8</td>
<td>0.0 (1.0)</td>
<td>0.0 (2.0)</td>
<td>11,903.5</td>
</tr>
<tr>
<td>PHQ9-9</td>
<td>0.0 (1.0)</td>
<td>0.0 (1.5)</td>
<td>11,671.5</td>
</tr>
</tbody>
</table>

Regression analysis was not performed given the nonsignificant Mann-Whitney U test.

COVID-FAMILY

The median scores for PHQ9-6, PHQ9-8, and PHQ9-9 were higher in the COVID-FAMILY POS group than in the NEG group (Bonferroni P<.05; Table 6). The median scores for PHQ9-1, PHQ9-2, PHQ9-3, PHQ9-4, PHQ9-5, and PHQ9-7 were not significantly different between the COVID-FAMILY POS and NEG groups (Bonferroni P>.05).

Linear regressions individually modeling PHQ9-6, PHQ9-8, and PHQ9-9 from COVID-FAMILY with and without DEPRESSION-HX, DEPRESSION-YRS, and COVID-DIAGNOSIS as covariates suggested that the relationships between COVID-FAMILY and all 3 PHQ-9 item scores were subject to confounding (|ΔB|>0.1). Moreover, the adjusted B coefficients for COVID-FAMILY were not significantly more or less than 0 in all the models (Bonferroni P>.05; adjusted B reported).

Analysis of STB Scores Against COVID-19 Status

COVID-DIAGNOSIS

This analysis addressed whether the 10 STB questions for the past month (short term, denoted as ST) and between 1 and 12 months ago (midterm, denoted as MT) were greater in the COVID-DIAGNOSIS POS group than in the NEG group. Scores for all STB questions except for S-SAFETY-LT (LT referring to long term) were significantly greater in the COVID-DIAGNOSIS POS group than in the NEG group (Bonferroni P<.05; Table 7).
Table 7. Separation of suicidal thoughts and behavior variables by COVID-19 status.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Descriptive statistics</th>
<th>Mann-Whitney U test</th>
<th>Linear regression confounder analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NEG group, median (IQR)</td>
<td>POS group, median (IQR)</td>
<td>$U$ statistic</td>
</tr>
<tr>
<td>COVID-DIAGNOSIS</td>
<td>(NEG: n=340; POS: n=39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-PASSIVE-LT</td>
<td>1.0 (1.0)</td>
<td>3.0 (3.0)</td>
<td>3900.0</td>
</tr>
<tr>
<td>S-PASSIVE-MT</td>
<td>1.0 (1.0)</td>
<td>3.0 (3.0)</td>
<td>3976.0</td>
</tr>
<tr>
<td>S-PASSIVE-ST</td>
<td>1.0 (1.0)</td>
<td>3.0 (3.0)</td>
<td>4000.0</td>
</tr>
<tr>
<td>S-ACTIVE-LT</td>
<td>1.0 (0.0)</td>
<td>2.0 (3.0)</td>
<td>4466.5</td>
</tr>
<tr>
<td>S-ACTIVE-MT</td>
<td>1.0 (0.0)</td>
<td>2.0 (3.0)</td>
<td>4131.5</td>
</tr>
<tr>
<td>S-ACTIVE-ST</td>
<td>1.0 (0.0)</td>
<td>3.0 (3.0)</td>
<td>3719.5</td>
</tr>
<tr>
<td>S-PLAN-LT</td>
<td>1.0 (0.0)</td>
<td>2.0 (3.0)</td>
<td>3809.0</td>
</tr>
<tr>
<td>S-PLAN-MT</td>
<td>1.0 (0.0)</td>
<td>3.0 (3.0)</td>
<td>3950.5</td>
</tr>
<tr>
<td>S-PLAN-ST</td>
<td>1.0 (0.0)</td>
<td>2.0 (3.0)</td>
<td>4128.0</td>
</tr>
<tr>
<td>S-HISTORY-LT</td>
<td>1.0 (0.0)</td>
<td>3.0 (3.0)</td>
<td>3832.0</td>
</tr>
<tr>
<td>S-HISTORY-MT</td>
<td>1.0 (0.0)</td>
<td>3.0 (3.0)</td>
<td>3538.0</td>
</tr>
<tr>
<td>S-HISTORY-ST</td>
<td>1.0 (0.0)</td>
<td>2.0 (3.0)</td>
<td>4055.0</td>
</tr>
<tr>
<td>S-SAFETY-LT</td>
<td>1.0 (2.0)</td>
<td>2.0</td>
<td>5449.5</td>
</tr>
<tr>
<td>S-SAFETY-MT</td>
<td>1.0 (2.0)</td>
<td>2.0</td>
<td>5025.0</td>
</tr>
<tr>
<td>S-SAFETY-ST</td>
<td>1.0 (2.0)</td>
<td>2.0</td>
<td>4752.0</td>
</tr>
<tr>
<td>COVID-FAMILY</td>
<td>(NEG: n=276; POS: n=103)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-PASSIVE-LT</td>
<td>1.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>12,915.5</td>
</tr>
<tr>
<td>S-PASSIVE-MT</td>
<td>1.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>12,959.5</td>
</tr>
<tr>
<td>S-PASSIVE-ST</td>
<td>1.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>12,363.0</td>
</tr>
<tr>
<td>S-ACTIVE-LT</td>
<td>1.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>12,363.0</td>
</tr>
<tr>
<td>S-ACTIVE-MT</td>
<td>1.0 (1.0)</td>
<td>1.0 (1.0)</td>
<td>13,318.0</td>
</tr>
<tr>
<td>S-ACTIVE-ST</td>
<td>1.0 (0.0)</td>
<td>1.0 (1.0)</td>
<td>12,787.0</td>
</tr>
<tr>
<td>S-PLAN-LT</td>
<td>1.0 (0.0)</td>
<td>1.0 (1.0)</td>
<td>12,990.0</td>
</tr>
<tr>
<td>S-PLAN-MT</td>
<td>1.0 (0.25)</td>
<td>1.0 (2.0)</td>
<td>12,316.5</td>
</tr>
<tr>
<td>S-PLAN-ST</td>
<td>1.0 (0.0)</td>
<td>1.0 (2.0)</td>
<td>12,545.5</td>
</tr>
<tr>
<td>S-HISTORY-LT</td>
<td>1.0 (0.0)</td>
<td>1.0 (1.0)</td>
<td>13,056.5</td>
</tr>
<tr>
<td>S-HISTORY-MT</td>
<td>1.0 (0.0)</td>
<td>1.0 (2.0)</td>
<td>12,622.0</td>
</tr>
<tr>
<td>S-HISTORY-ST</td>
<td>1.0 (0.0)</td>
<td>1.0 (1.0)</td>
<td>12,839.5</td>
</tr>
<tr>
<td>S-SAFETY-LT</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.5)</td>
<td>13,264.5</td>
</tr>
<tr>
<td>S-SAFETY-MT</td>
<td>1.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>13,360.0</td>
</tr>
</tbody>
</table>
Linear regressions individually modeling all STB scores, excluding S-SAFETY-LT, from the COVID-DIAGNOSIS group with and without age, gender, and income as covariates suggested that the relationships between COVID-DIAGNOSIS and all 14 scores were confounded (ΔB|>0.1). However, the adjusted B coefficients for COVID-DIAGNOSIS were significantly greater than 0 (Bonferroni P<.05; adjusted B reported) in all models except those modeling S-SAFETY-MT and S-SAFETY-ST.

Across time frames (ie, past 1 year or more, past 1 month to 1 year, and past 1 month), significant effects (Bonferroni P<.05) were only observed for COVID-DIAGNOSIS NEG participants for having a suicide plan. No other STB variables differed across time frames for participants with a positive or negative COVID-19 diagnosis. It should be noted that similar results were observed for COVID-TEST NEG participants, who also showed differences over time frames in desire for self-harm.

**COVID-FAMILY**

This analysis addressed the same question as COVID-DIAGNOSIS but for COVID-FAMILY. The scores for all STB questions did not significantly differ between the COVID-FAMILY POS and NEG groups (Bonferroni P>.05; Table 7). Consequently, no linear regression was performed for these scores.

Across time frames (ie, past 1 year or more, past 1 month to 1 year, and past 1 month), significant effects (Bonferroni P<.05) were only observed for COVID-FAMILY NEG participants for having a suicide plan.

**Discussion**

**Principal Findings**

This study produced 4 sets of findings. One set of findings showed an increase in depression and anxiety scores for individuals with COVID-19 infection history compared to those without, and showed this despite a similar incidence of prior history of depression or anxiety in those with and without COVID-19 history. The second set of findings was that the depression-associated symptoms reported by individuals with COVID-19 history included elevated fatigue, problems with concentration, psychomotor retardation or agitation, altered appetite, feelings of guilt, and elevated suicidality. The first 4 of these symptoms overlap significantly with PCS and raise the hypothesis that the experience of PCS and guilt associated with contracting COVID-19 may drive an increase in total depression-associated symptoms and diagnosis. The third set of findings showed that elevated STB scores in individuals with COVID-19 history preceded COVID-19 diagnosis, suggesting the possibility that participants with greater pre-existing STB were more predisposed to contracting COVID-19. Furthermore, time frame analysis indicated that differences in STB before and during the pandemic were more pronounced in those without COVID-19 history, raising the possibility that the experience of COVID-19 had a greater effect on STB in the uninfected population. Finally, the fourth set of findings showed that an increase in depression-associated symptoms in those with family or friends adversely affected by COVID-19 might correlate with an elevation in prior history of depression. Moreover, the increase in depression symptoms was no greater than expected in the general population. In what follows, each of these findings is discussed in greater detail.

This study found that participants reporting a COVID-19 clinician diagnosis (COVID-DIAGNOSIS POS) tended to produce greater cumulative depression (PHQ9-SUM) and state anxiety (STAI-SUM) scores than those denying a diagnosis of COVID-19 (NEG). Of note, the median cumulative depression score for those reporting COVID-19 fell within a range associated with mild depression (13.0), whereas the median score for those denying COVID-19 fell within a range associated with minimal depression (6.0). We found no significant difference in self-reported history of depression (DEPRESSION-HX and DEPRESSION-YRS) or anxiety disorder (ANXIETY-HX or ANXIETY-YRS) between those with and without COVID-19 history, and no evidence for demographic variables confounding the relationships between cumulative depression scores and COVID-19 infection. This suggested that experiencing COVID-19 was the primary driver of participants’ increased depression- and anxiety-associated symptoms at the time of participation. Although the durations between participants’ diagnoses and survey participation times were not precisely known (however, as noted in the Methods, over 95% of participants were expected to have participated in the questionnaire >2 weeks following infection), the specific symptom profiles related to increases in PHQ-9 scores were consistent with PCS, further suggesting that survey participation occurred after primary COVID-19 infection resolution. This agrees with a previous work that observed increased depression and anxiety scores up to 6 months after infection [21-24].

Five specific depression-associated symptom scores were elevated in those reporting COVID-19 history. One might hypothesize that PHQ9-4, which assesses fatigue; PHQ9-7, which assesses difficulty with concentration; and PHQ9-8, which assesses unusually slow or restless behavior, are directly capturing typical PCS symptoms including fatigue and “brain fog” (or concentration loss) [3,4,27]. PHQ9-5 assesses unusual decreased appetite and overeating and may capture anosmia and ageusia associated with PCS. PHQ9-6 assesses feelings of guilt, which may capture feelings of guilt associated with the contraction of COVID-19 [31], as well as some participants’ feelings of guilt.
in spreading COVID-19 to close relatives. PHQ9-9 assesses suicidal ideation and needs to be interpreted in the context of the broader set of STB questions discussed in the next section. Regarding the clinical significance of the 1- or 2-point differences in the PHQ-9 item score medians between the groups, it is important to note that a 1-point increase corresponds to one-third of the entire symptom scoring interval. A movement from 0 to 1, which was frequently observed, corresponds to a shift from the absence of symptoms to symptoms appearing “several days” over the past 2 weeks. These observations were noted in the absence of significant differences between the groups for history of depression or years of depression. Given the significant statistical findings after correction for multiple comparisons, the detected changes in PHQ-9 item scores are likely to be clinically significant. Overall, the current results around specific depression-associated symptoms are consistent with the hypothesis that the experience of PCS and guilt associated with contracting COVID-19 drive an increase in cumulative depression score and a population shift toward a higher frequency of depression diagnosis among people who contract COVID-19.

A caveat of this analysis is that although PCS-associated symptoms may drive depression scores and, in turn, the expected number of depression diagnoses upward, we cannot state whether depression symptoms associated with PCS contribute to an increase in “true” cases of depression. For instance, whether fatigue associated with PCS is pathophysiologically similar enough to fatigue associated with standard depression to produce similar disease courses and treatment responses is unclear. Although this requires further investigation, we believe that depression is already considered a highly heterogeneous diagnosis [42,43]. Moreover, evidence suggests that biomarkers of PCS-associated depression align with those already linked to major depressive disorders [44].

Along with the PHQ9-9 question about suicidal ideation, we assessed 5 STB questions over 3 time windows. We observed that the median scores in the COVID-19–positive group were almost universally greater than those in the COVID-19–negative group. Median scores in the COVID-19–positive group largely suggested STB symptoms were experienced “rarely” or “sometimes,” whereas median scores in the COVID-19–negative group suggested STB symptoms were experienced “never.” Given that many of the STB symptoms assessed (in particular, active ideation, suicide planning, and suicide history) are considered abnormal at any frequency, the statistically significant differences detected herein are likely to be clinically relevant. Most of these differences were robust to potential confounders, with the notable exception of scores corresponding to questions about a suicide safety plan (S-SAFETY-LT, S-SAFETY-MT, and S-SAFETY-ST). Importantly, the differences in median scores for questions inquiring about STB more than 12 months ago—prior to the approximate onset time of the COVID-19 pandemic in the United States and when we expect our participants to have contracted COVID-19—imply that elevated STB scores preceded COVID-19 diagnosis. One possible interpretation is that participants with greater pre-existing STB were more predisposed to contracting COVID-19. This interpretation is consistent with previous work showing that observed STB is associated with a contemporaneous desire for deliberate COVID-19 exposure among the general population [13] and further suggests that elevated STB predating COVID-19 may be associated with actualized contraction of COVID-19. This is also linked to earlier reports that people with increased STB deliberately sought HIV exposure [45-47]. It did not appear that scores for STB questions differed among short-term, midterm, and long-term versions of the same question within those reporting COVID-19 infection, suggesting that the contraction of COVID-19 did not correlate with an increase in suicidality. It should be noted that scores on short-term suicidality questions (inquiring about the past month) remained higher in those reporting COVID-19 infection than in those who did not, which corroborates previous findings that median PHQ9-9 scores were greater in those reporting COVID-19 infection.

This study observed an increase in depression-associated symptoms among those with family or friends adversely affected by COVID-19. Although we found that cumulative depression scores and 3 specific PHQ-9 questions were elevated in these participants (ie, PHQ9-6, PHQ9-8, and PHQ9-9), other analyses suggested that these differences might be explained by depression history variables (eg, DEPRESSION-HX, DEPRESSION-YRS, and COVID-DIAGNOSIS control variables). Thus, no unique relationships could be established between COVID-FAMILY and any other variables studied. Although we are surprised by this finding, we suspect that participants who were emotionally closer to friends or family with COVID-19 were likely to be physically close to them and to be among the 22.3% (23/103) of participants who also became infected with COVID-19. Our results may suggest that people who witnessed more distant relations develop severe or fatal COVID-19 may experience depression, anxiety, and STB at a level equivalent to the portion of the general population that has also been psychologically affected by COVID-19.

Limitations

The primary limitation of this study is the small sample size: 379 participants of whom 39 (10.3%) reported a COVID-19 diagnosis. As a result, our statistical power was limited, and we were unable to substantively consider confounding the main relationships by using categorical demographic variables reflecting ethnicity and employment. In addition, with respect to our target variables, we could not always distinguish between participants infected with COVID-19 and those with family or friends adversely affected by COVID-19. This resulted from a large population overlap, likely reflecting a general tendency for COVID-19 infection to be shared among close friends or family members. Therefore, it may be fundamentally difficult to separate the personal experience of having COVID-19 from experiencing a friend or close family member with it. Relatedly, it is possible that symptoms of grief may present similarly to symptoms of PHQ-9. Although we did not observe increased PHQ-9 scores among participants who experienced COVID-19 among close friends or family members after adjustment for personal COVID-19 status, we note that any PHQ-9 score elevation in this context may have reflected an increase in grief versus depression.
As a questionnaire-based study, our data are subject to forms of response bias, including acquiescence bias (likely leading to inflated PHQ-9, STAI, and STB scores), social desirability bias (likely leading to deflated PHQ-9, STAI, and STB scores, as well as potential inauthenticity about positive COVID-19 status), and extreme responding (likely leading to extreme PHQ-9, STAI, and STB scores). We expect a degree of this bias to be uncorrelated and therefore be mitigated in our core analyses, which involved internal comparisons of participants with respect to COVID-19 status. Although we warn that the existence of these biases suggests that group-wide medians for PHQ-9, STAI, and STB may be elevated, we note that the same phenomenon would be expected when these tools are deployed in a clinical setting—perhaps to an even greater extent because responses directly influence patient medical management and relationships with providers. Most compellingly, we admit the possibility that correlations between the misreporting of depression, anxiety, or COVID-19 history and biased PHQ-9, STAI, and STB responses may exist that compromise the study’s main finding. Although readers should be mindful of this possibility and seek to corroborate this study’s findings with other studies that do not depend on questionnaires, this possibility reflects a universal weakness of questionnaire-based studies and studies done on a big data scale that cannot easily incorporate laboratory-based experiments.

Other limitations include that the survey participants may have been subject to recall bias and specifically have conflated current STB with past STB. Regarding the question order bias, questions pertaining to depression and anxiety history, COVID-19 history, and PHQ-9/STAI/STB were all separated by more than 10 items. In addition, this study would have benefited from collecting the date of COVID-19 diagnosis or positive test and examining the duration of acute symptoms to accommodate a more precise analysis (eg, consideration of PCS symptomology with respect to illness duration and distance from diagnosis). Relatedly, it is possible that 5% of our COVID-19–positive participants may have been actively subject to acute COVID-19 symptoms. Lastly, possession of occupational information about the participants would have brought more depth to the analyses with regard to the targeted COVID-19 health outcomes.

This study examined US survey participants’ current and recent mental health in association with the change in COVID-19 status between the onset of the COVID-19 pandemic in the United States (approximately March 2020) and the time of data collection (early March 2021). In the context of its limitations, it was found that cumulative depression and anxiety scores were significantly higher in those reporting COVID-19 infection despite a similar prior diagnostic history of depression or anxiety in those with and without COVID-19 infection. The majority of depression-associated symptoms overlapped with those reported for PCS, and reports of increased STB commonly preceded the onset of the pandemic. Where there were STB differences across time frames related to times before and during the pandemic, significant differences were only observed in those who had not had COVID-19 infection. Lastly, increases in depression-associated symptoms were observed in those with family or friends adversely affected by COVID-19, which appeared to be related to an increase in prior history of depression in this group. Altogether, these observations argue that the relationship of COVID-19 with depression or anxiety diagnoses and STB is not obvious and will require a more detailed study along with serial longitudinal assessments.
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Abstract

Background: Coronavirus continues to spread worldwide, causing various health and economic disruptions. One of the most important approaches to controlling the spread of this disease is to use an artificial intelligence (AI)–based technological intervention, such as a chatbot system. Chatbots can aid in the fight against the spread of COVID-19.

Objective: This paper introduces COVID-Bot, an intelligent interactive system that can help screen students and confirm their COVID-19 vaccination status.

Methods: The design and development of COVID-Bot followed the principles of the design science research (DSR) process, which is a research method for creating a new scientific artifact. COVID-Bot was developed and implemented using the SnatchBot chatbot application programming interface (API) and its predefined tools, which are driven by various natural language processing algorithms.

Results: An evaluation was carried out through a survey that involved 106 university students in determining the functionality, compatibility, reliability, and usability of COVID-Bot. The findings indicated that 92 (86.8%) of the participants agreed that the chatbot functions well, 85 (80.2%) agreed that it fits well with their mobile devices and their lifestyle, 86 (81.1%) agreed that it has the potential to produce accurate and consistent responses, and 85 (80.2%) agreed that it is easy to use. The average obtained α was .87, indicating satisfactory reliability.

Conclusions: This study demonstrates that incorporating chatbot technology into the educational system can combat the spread of COVID-19 among university students. The intelligent system does this by interacting with students to determine their vaccination status.

(JMIR Form Res 2022;6(10):e39157) doi:10.2196/39157
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Introduction

Background
COVID-19 has spread worldwide, affecting many aspects of daily life, including education. This pandemic has resulted in the deaths of millions of people, job losses, illnesses, physical communication restrictions, and changes in organizational operating methods [1-3]. Various response strategies, including lockdowns, social distancing, wearing of face masks, and vaccination, have been introduced to control the spread of the virus. Scientists have developed several vaccine candidates to help combat the disease, including Pfizer/BioNTech, Moderna mRNA vaccines, the Johnson and Johnson viral vector vaccine, and the AstraZeneca viral vector vaccine [4]. Although these vaccines aid in the fight against disease spread, other strategies are required to reduce coronavirus infection [5,6].
Artificial intelligence (AI) approaches can aid in the dissemination of critical information worldwide, as well as reduce incorrect information concerning COVID-19 [7,8]. AI-powered chatbot systems are the latest technology innovations used to combat the COVID-19 pandemic [9,10]. Chatbots are intelligent conversational agents interacting with users to respond to their questions [11]. Chatbots can be deployed on websites or social networking platforms, such as Facebook, Skype, and WhatsApp [12,13]. For example, the World Health Organization (WHO) technology initiative developed a chatbot to combat COVID-19; this system is accessible via Facebook and WhatsApp [14]. Individuals or users can use the chatbot to get answers to their questions about how to protect themselves from coronavirus, learn more about the disease, and help prevent its spread. A chatbot is highly beneficial because it can offer a single, reliable answer to most user inquiries and delivers brief information from trusted sources, which can be easier than an extensive list of results from online search engines or social media [15].

The existence of coronavirus is no longer in doubt, and people are returning to their everyday lives, while taking necessary precautions to avoid the disease. Students in higher education are returning to schools to begin classroom or face-to-face teaching and learning. Before a student is allowed to enter the school grounds, most institutions conduct COVID-19 screening at their various entrances. This screening is done manually, which causes some inconveniences, such as long lines, time waste, fatigue, and human errors. Furthermore, this process may pose a significant challenge to the authorities or administration, necessitating new technologies and automation. AI technology, such as chatbots, can aid in the screening process.

This study presents COVID-Bot, an AI-powered chatbot that can screen higher education students, determining their receipt of the COVID-19 vaccine. COVID-Bot was built using SnatchBot, a chatbot development platform [11,16]. This research will contribute significantly to the literature on technology acceptability in health care and education systems. First, we developed a chatbot that can verify whether higher education students have received the COVID-19 vaccine. Second, an evaluation of the COVID-Bot showed that the tool is helpful to students and other stakeholders in the process of determining the COVID-19 vaccination status in educational institutions.

The remainder of this paper is structured as follows. The next section presents the background information and related works, followed by the research methodology, design and development of COVID-Bot, implementation, results, and evaluation and application of the system. The final section of the study concludes the study.

Theoretical Aspects

This section discusses the theoretical aspects of the research, including chatbot technology, the educational impact of the COVID-19 pandemic, and other related works.

Chatbot Technology

A chatbot system is an AI-powered technology that can interact with people and provide accurate and immediate answers [17,18]. It is an intelligent agent that can communicate with a user, answer a series of questions, and offer the correct response [19]. Some other names for chatbots are intelligent agents, conversational agents, digital assistants, and clever bots. A chatbot system can be built using a variety of development platforms, including SnatchBot, IBM Watson, Microsoft Azure, and Google [11,20]. Developers can use these frameworks to create chatbot interactions that address a wide range of educational challenges. Chatbots are designed to enhance various working experiences and are a game changer in the inventive era of the Fourth Industrial Revolution (4IR). The introduction of chatbot technology has brought in a lot of new opportunities for a variety of industries [21], including education, health care, and agriculture.

In the education domain, chatbots are not only used to improve students’ learning and interaction abilities but also help the teaching staff by introducing automation [21]. Chatbots in education improve connectedness, enhance efficiency, and decrease ambiguity in interactions. They can easily deliver a targeted, individualized, and result-oriented online learning platform [22], which is precisely 1 of the major expectations of current educational institutions. The increased use of technology in daily life impacts how students learn and absorb information. The use of chatbots in education allows for the democratization of education because they do not consider the student’s location, resources, or language. Chatbot systems, in general, provide quick and rapid replies, individualized learning experiences, automated tasks, and centralized learning.

However, in the light of the growing difficulties in attending to patients during a health crisis or pandemic, such as COVID-19, the health care sector has shifted its focus to strengthening digital health care services. Health care professionals are using chatbots to assist patients 24 hours a day, 7 days a week, which is a major changer for the business [23,24]. Health care chatbots can deliver accurate, up-to-date information, while improving the patient experience. One of the best ways to manage the COVID-19 crisis is to stay safe and be informed. Accurate information about the pandemic and individuals’ state of health is essential in combating the spread of the disease. Chatbots can help in the war against misinformation and provide guidance to treatment, direction to basic health care facilities, safety precautions, and self-evaluation or screening. As students return to the classroom learning system, it is essential to provide an automatic and interactive agent that can help screen their state of health anytime and anywhere, while observing safety precautions.

The Educational Impact of the COVID-19 Pandemic

Millions of people worldwide have died due to the novel coronavirus disease [2]. As a result, some human activities have been forced to cease. Many individuals work under severe constraints, and many others work from home. Higher education was no exception, with most institutions worldwide closing their campuses and replacing conventional learning techniques with online learning using various software tools and applications.

Naturally, this abrupt change generated uncertainty for both administrative personnel and students at most institutions, where
many policies had to be revised to reflect the new reality [25,26]. Furthermore, the administrative staff could not respond to the massive rush of inquiries and requests made by students on a variety of themes [26]. According to Igoe and Chadwick [27], the COVID-19 pandemic has posed immediate and long-term difficulties to higher education, notably in administration, financial, academic, technological, and learning possibilities.

- Administration: Since the emergence of COVID-19, higher education administration has struggled to develop appropriate actions and response activities in response to the pandemic. During the pandemic, higher education institutions performed their teaching and learning online [28], which created various administrative issues, such as monitoring/supervision, faculty training for e-learning technologies, and student opposition [29]. Addressing this challenge requires proper leadership and management with clear and defined responsibilities [30].

- Funding: The pandemic has adversely impacted global economic growth, which has affected the funding of educational activities. Because many economies are still recovering from the effects of the COVID-19 pandemic, higher education funding is projected to reduce for a while, especially for public institutions [31].

- Remote learning: Remote learning occurs outside of traditional classroom settings and is frequently aided by digital platforms, such as online classrooms and learning management systems [32]. Although various institutions provide their students with data bundles to connect to the online learning system, network connectivity remains a problem, particularly in rural and less developed areas. Students may face difficulties due to remote learning, such as connection troubles, a lack of information and communication technology (ICT) efficacy, overwhelming online assignments and projects, and an inability to adjust to remote learning [33].

- Use of technology: Online learning approach requires the use of modern technologies, such as AI. Unfortunately, some academics and students are reluctant to accept and use these technological tools. This hesitancy may be due to unfamiliarity, which influences technology acceptance behaviors. In addition, they are not ready for radical changes in the architecture of their educational system [34].

To ensure that teaching and learning activities are not halted, the United Nations Educational, Scientific, and Cultural Organisation (UNESCO) launched the Global Education Coalition (GEC), with an emphasis on the need for free support, tools, or services that help continue educational services during the COVID-19 pandemic [35]. Consequently, various automated solutions that swiftly and accurately answered various requests became necessary during and after the pandemic.

**Related Works**

Although we could not find a chatbot created specifically to screen students for their coronavirus vaccination status, there are some related studies.

Sweidan et al [26] introduced a Student Interactive Assistant Android Application with Chatbot (SIAAAC). This app guides students to obtain various excellent academic services during the COVID-19 pandemic. The chatbot includes a campus map and several alerts, can reply to both Arabic and English queries, and covers a wide variety of academic topics. In Brazil, Roque, Cavalcanti [10] created a chatbot called BotCovid, which provides accurate information about COVID-19 and can answer not less than 600 questions. The University of California, San Francisco, created and deployed a digital chatbot to screen health care workers for COVID-19 [36]. Within the first 2 months of operation, the system performed 270,000 screens. Another study created a conversational bot based on natural language processing (NLP) that acts as a personal virtual doctor for chronic patients, providing free primary health care education, information, and advice [36]. In April 2020, Standard Bank South Africa introduced a chatbot on WhatsApp to inform its clients about its services. The chatbot provides factual information about Standard Bank's reaction to COVID-19, as well as answers to some inquiries and connections to official pandemic information sources [28]. This study is unique that it is designed to determine student vaccination status.

**Gap**

Although these chatbots are created for COVID-19 pandemic response purposes, none is for screening students in higher education to evaluate their vaccination status. Because the higher education setting contains many people who may be in close proximity to one another, providing an automated system that can determine COVID-19 vaccination status is deemed necessary. COVID-Bot is designed to address this gap.

**Motivation**

The COVID-19 pandemic caused unprecedented disruptions in education, resulting in extended school closures and abrupt changes to routine school operations that impacted education systems worldwide [25]. The development of various COVID-19 vaccine candidates and other safety precautions have aided in controlling the spread of the disease and reducing the consequences. Still, there is no cure for the disease yet. As students return to school to resume classroom teaching and learning, there will be an increase in human-human contact and interactions. Controlling and reducing disease transmission in higher education students require knowledge of their vaccination status. Studies have suggested that a technological resource, such as an AI-based chatbot, may help achieve this need [10,26].

**Methods**

**Study Design**

This study adheres to the principles of the design science research (DSR) process, which is a research approach with the goal of creating a new experience (artifact) for problem solving [37,38]. The DSR process consists of 6 sequential stages: identification, definition, design and development, implementation, evaluation, and communication. In the Gap section, the research problem was identified and described. This study introduced COVID-Bot, an intelligent interactive system that can be used to screen higher education students to determine whether they have received the COVID-19 vaccination. COVID-Bot was built on the SnatchBot platform’s principles, which are mostly drag-and-drop without coding. The SnatchBot
framework was chosen because it offers an appealing set of functions and a simple user interface. It can also be used to deploy a chatbot on websites and social networking platforms. The system was implemented on a website and demonstrated to a group of selected students, who were given a thorough explanation of the system's objectives and operation. COVID-Bot was evaluated following ISO/IEC 25023:2016 standards, which establish quality metrics for quantitatively evaluating the quality of system and software products [39]. A questionnaire with 2 sections, including personal profiles and system qualities, was developed and used for data collection. The techniques of purposive and convenience sampling were used. These techniques were used because the system was designed specifically for student use, and during the evaluation, all possible available students were contacted. SPSS 25 statistical software was used to analyze the collected data. The research report and practical application of the chatbot system were used to communicate the study findings to the public.

**Ethical Considerations**

The study was approved by the College of Business and Economics Research Ethics Committee (approval no. 2022-069). All participants were duly informed, with a detailed description of the system.

**Design and Development of COVID-Bot**

This section describes the design and development of COVID-Bot, as well as a working algorithm sample. COVID-Bot was built using the SnatchBot development platform.

**The SnatchBot Development Platform**

SnatchBot is a chatbot framework with an attractive range of functions and an easy-to-use interface, allowing quick deployment of a chatbot to web applications and social networking applications, such as Facebook Messenger, Skype, SnatchApp, Viber, Slack, and Twilio. It enables developers to create visually attractive bots without coding and with a high level of expertise. SnatchBot offers the user an interface unit, a knowledge unit, a message bank, and an integration unit. The knowledge unit includes the query and artificial intelligence markup language (AIML) interfaces. AIML enables the chatbot to compare the user's input to the predefined messages in the message bank and provide the user with a matched answer. The integration unit can distribute this interaction on the website and social media network.

The channel is another distinguishing feature of SnatchBot. It is a built-in application programming interface (API) that allows chatbots to be deployed on websites and social media platforms. COVID-Bot is implemented on a website via the SnatchBot channel. Students can use smartphones and computers to access COVID-Bot via the website. SnatchBot provides a built-in editor for generating simple or sophisticated dialogues with action buttons and translations. It also allows one to establish a range of interactions with the chatbot's activity. Interactions are used to characterize the subjects in the SnatchBot platform. Interactions define a chatbot's unique activity, while subjects determine the activity's predefined content, such as messages, audios, videos, and graphs. For instance, if the chatbot is required to introduce itself, an interaction called introduction could be created, with the associated subject being the message/text that defines the chatbot's purposes. There are 2 types of connections in SnatchBot: local and global. Local connections connect to a specific interaction, while global connections connect to all interactions.

Moreover, the SnatchBot platform supports NLP model capabilities. This enables using predefined models and the creation of custom models that can support the chatbot operations. Figure 1 (adapted from Ref. [11]) depicts the SnatchBot operating sequence:

**Design of COVID-Bot**

COVID-Bot was created using the SnatchBot API and its predefined tools, which are driven by various NLP algorithms. The design of COVID-Bot included a variety of interactions and subjects. Each interaction is given a name, a distinct ID number, and a purpose. The design involves 30 logically and locally connected interactions, including Welcome, Contents, Screen, Exemption, Allowed, and Disallowed. The development scheme of the chatbot is shown in Figure 2.

All connections are expressed as a logical statement in the following form:

\[
\text{If a then b Else c}
\]
The decision flow of COVID-Bot operations is depicted by the following algorithm, adapted from Ref. [8]. The algorithm demonstrates that the user sends a text input, as indicated in line 1, which is compared to the sample in the storage bank or NLP models in line 2 and returns a corresponding response of access granted in line 3 or access denied in line 5 (Textbox 1).

**Figure 2.** Development scheme of COVID-Bot. WHO: World Health Organization.

**Textbox 1.** Decision flow of COVID-Bot operations.

**Algorithm 1: COVID-Bot Information-Decision**

1. Input: Student Number (user text input);
2. if Student Number Matches Storage Bank then
3. return predefined response (ACCESS GRANTED);
4. else
5. return default answer (ACCESS DENIED);
end

The architecture of COVID-Bot consists of 4 main sections:

- **Welcome:** This section introduces the chatbot and confirms whether the user is ready to converse with the bot.
- **Screening:** This section checks and confirms whether the user is vaccinated or whether they have been given an exemption letter.
- **News:** This section provides the latest coronavirus news from the WHO website, the South Africa coronavirus matters website, and the Johns Hopkins University coronavirus information webpage.
- **Symptoms:** This section presents descriptions of common COVID-19 symptoms.

**Figure 3** displays an operational decision made by COVID-Bot in response to user inquiries. It demonstrates that when a user (student) connects to COVID-Bot, it delivers a welcome message asking the user whether they wish to interact with the chatbot. If the user responds with yes, COVID-Bot directs them to menu contents, including screening, news, and symptoms. The user chooses the intended activity. During the screening activity, the chatbot requests the student number to verify whether the student has been vaccinated or not vaccinated or has been given an exemption letter to grant or deny them access. If an incorrect student number is entered, the system allows 1 step back to correct it; otherwise, the process ends.
Results

Implementation Findings

In this study, we created COVID-Bot, an AI-powered intelligent system that screens higher education students and confirms their COVID-19 vaccination status. COVID-Bot begins its operation by displaying an introduction message to the user and determining whether the user wishes to interact with it. This system serves 3 purposes: (1) It verifies and confirms a user’s COVID-19 vaccination status, (2) it provides the user with access to the most recent coronavirus news from recognized and trusted sources, and (3) it explains COVID-19 symptoms. COVID-Bot requests entry of the student's information, including name and number. The system takes the student's number and checks to see whether it is in the storage bank. The storage bank contains all the student numbers of those students who have been vaccinated and those who have been granted an exemption. If the student number is found in the storage bank, the student is granted access to the institution's premises and other activities; otherwise, the student is denied access. When a user mistakenly enters an incorrect student number, the system provides them with another chance to correct their mistake. Accordingly, the user must return to the previous option by clicking the back button.

In addition, the COVID-Bot design incorporates 2 NLP models: screen and exemption. These models use machine learning techniques to make decisions based on every input from the user. The models are trained with the samples obtained from data sets of the vaccinated students' list and the nonvaccinated students' list with exemption letters. In other words, the vaccinated data set contains the names and student numbers of all students who have received the COVID-19 vaccine and have a vaccination certificate as evidence. In contrast, the nonvaccinated data set includes the names and student numbers of all students who have not received the COVID-19 vaccine for reasons approved by the institution and have an exemption letter as evidence. The screen model determines and validates the confirmed vaccinated students in the data set, whereas the exemption model determines and validates the confirmed students with exemption letters. COVID-Bot was demonstrated to a group of selected students, who were given an adequate explanation of its objectives and operation. Figures 4a and 4b show the welcome and input activities, and Figures 5a and 5b show the confirmation responses from COVID-Bot.
Figure 4. (a) Welcome and (b) activity menus of COVID-Bot.

Figure 5. COVID-Bot confirmation message: (a) granting access and (b) denying access to students.
Evaluation and Application of COVID-Bot

Evaluation

The evaluation of COVID-Bot adhered to the ISO/IEC 25023:2016 standard, which establishes quality metrics for quantitatively evaluating the quality of system and software products [39]. It examines the following user characteristics: functionality, efficiency, compatibility, usability, reliability, maintainability, portability, and security. In this evaluation, students were asked about their perceptions of COVID-Bot’s functionality, compatibility, reliability, and usability. A total of 106 students from the University of Johannesburg were chosen to participate in the study, including those who own smartphones and excluding those who do not. This audience was selected because they are potential users of the system and are actively registered students. Their student numbers were used to train the NLP models. The participants were shown a brief demonstration of the system. An online survey was conducted for quantitative analysis; participants were sent links to the system and a Google form questionnaire to collect their personal information (age, gender, and education) as well as their opinions on the chatbot’s qualities. A 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) was used for measurement.

Reliability Analysis

To determine the reliability of the measuring items, a reliability analysis was performed to obtain Cronbach $\alpha$ coefficients of the measuring constructs. The average obtained $\alpha$ was .87, reflecting satisfactory reliability. Furthermore, a similar correlation value ($r=0.99$) was observed, indicating that the items had a strong relationship. The obtained values of $r$ and $\alpha$ were possible because the evaluation was conducted in a particular context (a university institution) where the participants have similar perceptions. Table 1 shows the results of the reliability analysis.

<table>
<thead>
<tr>
<th>Measuring items</th>
<th>Cronbach $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functionality</td>
<td>.88</td>
</tr>
<tr>
<td>Compatibility</td>
<td>.86</td>
</tr>
<tr>
<td>Reliability</td>
<td>.85</td>
</tr>
<tr>
<td>Usability</td>
<td>.85</td>
</tr>
</tbody>
</table>

Participant Profile

The sample population consisted of male (n=61, 57.5%) and female (n=45, 42.5%) students at different levels of studies, including undergraduates and postgraduates within the age range of 15-35 years. The predominant age group of undergraduates was 15-25 years (n=83, 78.3%), while postgraduates were 25-35 years old (n=23, 21.7%). In addition, 95 (89.6%) participants agreed they have good knowledge of chatbot technology, while 11 (10.4%) reported having limited knowledge.

Students were asked about their opinions on the following qualities of COVID-Bot: functionality, compatibility, reliability, and usability.

Functionality

This test was performed to determine whether the system is functioning correctly to achieve the desired results. Of the 106 participants, 92 (86.8%) agreed or strongly agreed that the system works well and serves its purpose, 10 (9.4%) disagreed, maybe due to their limited knowledge of emerging technologies such as the Chatbot system, and 4 (3.8%) were neutral.

Compatibility

This was evaluated to see whether the system will be compatible with the students’ existing lifestyle, social norms, and mobile devices. Of the 106 participants, 85 (80.2%) agreed or strongly agreed that the system works well with their smartphones and fits well with their lifestyle, 10 (9.4%) disagreed, possibly due to their ability to use modern technological innovations, and 11 (10.4%) were indifferent.

Usability

To assess the ease with which COVID-Bot can be used to achieve the expected task, usability was evaluated. Of the 106 participants, 86 (81.1%) agreed that the system is able to generate appropriate information about vaccinated and nonvaccinated students, as well as those with exemption, 10 (9.4%) disagreed, and 10 (9.4%) were neutral.

Reliability

This was considered to determine the consistency and accuracy of the system's responses to the user's input or queries. Of the 106 participants, 86 (81.1%) agreed that the system is able to achieve the expected task, usability was evaluated. Of the 106 participants, 85 (80.2%) agreed or strongly agreed that they found the system easy to use, 8 (7.5%) disagreed that they had to repeat the process several times before getting an accurate response due to typos, and 13 (12.3%) were indifferent.

Discussion

Principal Findings

COVID-Bot is a conversational agent created to interact with students to confirm whether they are vaccinated or have obtained an exemption letter before being granted access to the institution’s premises. This system also provides updated information about the COVID-19 pandemic from recognized sources and descriptions of the symptoms. Chatbots are already being used to battle COVID-19. They have helped eliminate disinformation, aided symptom diagnosis, motivated actions that restrict infection, and reduced mental health costs of the pandemic response [40]. The COVID-19 pandemic is a global issue that can affect anyone regardless of profession or social status. As a result, it is critical to develop a solution that can
help reduce the spread of the disease and lessen its societal impact. COVID-Bot was created with this viewpoint in mind.

The evaluation began with a demonstration of the chatbot system to the participants, followed by requesting them to fill out an online questionnaire. According to the questionnaire responses, 86.8% of the participants agreed that the system works well. This suggests the ability of COVID-Bot to determine students' vaccination status and detect those who have received an exemption letter based on the predefined data set. In terms of compatibility, the students were able to use the chatbot with their smartphones, laptops, and desktop computers at the appropriate location and time. As a result, 80.2% of the participants agreed that it is compatible with their lifestyle and activities. The system accuracy and consistency (reliability) test revealed that COVID-Bot is reliable, with 81.1% of the participants agreeing on this factor. This implies that the students' interaction with COVID-Bot produced accurate results. They inquired about their vaccination status, and the system responded with appropriate information. Regarding usability, 80.2% of the participants agreed that the system is easy to use. This means that the design of COVID-Bot is simple enough to use without any prior training or supervision.

Overall, COVID-Bot is designed in a simple manner to accommodate students' use of mobile apps, and it can provide accurate responses to questions about their vaccination status.

Applications of COVID-Bot
The development of COVID-19 vaccine candidates aids in the fight against the spread of coronavirus. Everyone is expected to get the vaccine, especially those who work in organizations with frequent physical contact with different people, such as academic institutions. As a result, COVID-19 vaccination is required in some institutions. In theory, this study presented the design and development of an intelligent system for COVID-19–related issues, and there are few existing studies in this area. In practice, COVID-Bot can help detect students' COVID-19 vaccination status, thereby helping in the fight against the spread of the deadly coronavirus. Furthermore, it will aid in the safety of students during teaching and learning activities while they are in the institution's environment.

Comparison With Prior Works
COVID-Bot operations differ from previous related works. It interacts with students intelligently, using their student numbers as input to determine and validate their vaccination status or exemption letter to grant or deny them access to the institution.

Limitations and Future Works
During the system's implementation, we encountered some limitations in gaining access to students' data sets regarding COVID-19 vaccination status and user privacy concerns. The system is only for students. The entire staff of the institution can be added to future works. It can also be expanded to perform additional functions, such as screening registered and nonregistered students and providing students with financial clearance.

Conclusion
In this study, COVID-Bot, an intelligent interactive system that can converse with students to determine their COVID-19 vaccination status and confirm whether they can be granted access to the institution and its various activities, was created. COVID-Bot was developed using the SnatchBot chatbot API and can be installed on websites and social networking platforms. An online survey was conducted to evaluate the system. The results indicated that COVID-Bot has good qualities and can be useful in fighting against the spread and impact of COVID-19.
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Abstract

Background: Internalizing, externalizing, and somatoform disorders are the most common and disabling forms of psychopathology. Our understanding of these clinical problems is limited by a reliance on self-report along with research using small samples. Social media has emerged as an exciting channel for collecting a large sample of longitudinal data from individuals to study psychopathology.

Objective: This study reported the results of 2 large ongoing studies in which we collected data from Twitter and self-reported clinical screening scales, the Studies of Online Cohorts for Internalizing Symptoms and Language (SOCIAL) I and II.

Methods: The participants were a sample of Twitter-using adults (SOCIAL I: N=1123) targeted to be nationally representative in terms of age, sex assigned at birth, race, and ethnicity, as well as a sample of college students in the Midwest (SOCIAL II: N=1988), of which 61.78% (1228/1988) were Twitter users. For all participants who were Twitter users, we asked for access to their Twitter handle, which we analyzed using Botometer, which rates the likelihood of an account belonging to a bot. We divided participants into 4 groups: Twitter users who did not give us their handle or gave us invalid handles (invalid), those who denied being Twitter users (no Twitter, only available for SOCIAL II), Twitter users who gave their handles but whose accounts had high bot scores (bot-like), and Twitter users who provided their handles and had low bot scores (valid). We explored whether there were significant differences among these groups in terms of their sociodemographic features, clinical symptoms, and aspects of social media use (ie, platforms used and time).

Results: In SOCIAL I, most individuals were classified as valid (580/1123, 51.65%), and a few were deemed bot-like (190/1123, 16.91%). A total of 31.43% (353/1123) gave no handle or gave an invalid handle (eg, entered “N/A”). In SOCIAL II, many individuals were not Twitter users (760/1988, 38.23%). Of the Twitter users in SOCIAL II (1228/1988, 61.78%), most were classified as either invalid (515/1228, 41.94%) or valid (484/1228, 39.41%), with a smaller fraction deemed bot-like (229/1228, 18.65%). Participants reported high rates of mental health diagnoses as well as high levels of symptoms, especially in SOCIAL II. In general, the differences between individuals who provided or did not provide their social media handles were small and not statistically significant.
Conclusions: Triangulating passively acquired social media data and self-reported questionnaires offers new possibilities for large-scale assessment and evaluation of vulnerability to mental disorders. The propensity of participants to share social media handles is likely not a source of sample bias in subsequent social media analytics.

(JMIR Form Res 2022;6(10):e39324) doi:10.2196/39324
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Introduction

Background
So-called mental disorders, including depression, anxiety, substance use, and pain-related conditions, account for a substantial proportion of disabilities attributed to illness worldwide [1]. According to hierarchical models of psychopathology [2], most of these clinical problems can be grouped into dimensions that include an internalizing dimension, involving emotional dysfunction, and an externalizing dimension, involving disinhibition or antagonism. Research implicates various mechanisms in the etiology and maintenance of mental disorder symptoms, including sustained negative affect, disturbances in positive affect, disrupted social processes, disturbances in arousal and regulatory processes, sensorimotor problems, and cognitive dysfunction [3]. However, it has been extremely difficult to determine reliable mechanisms of psychopathology. Although mental disorders are very common [4], they are also highly heterogeneous in their presenting characteristics [2]. In addition, the longitudinal course of mental health symptoms is also heterogeneous, with some individuals having brief courses and others having highly chronic or relapsing-recovering courses [5].

Social Media
Characterizing heterogeneity in psychopathology requires large samples, which, as a result, have become a staple of modern clinical research, that is, clinical trials such as STAR*D (Sequenced Treatment Alternatives to Relieve Depression) [6], epidemiological studies [7], neuroimaging cohorts [8], and neurocognitive assessment studies [9]. More recently, analyses of naturalistic social media samples have also facilitated the collection of large samples. Social media is well-suited for collecting research data because it is ubiquitous in modern life; 72% of adults in the United States report belonging to at least one social media platform [10]. Twitter, specifically, is used by 23% of the population in the United States [10]. Although the use of Twitter has a Pareto distribution, wherein a few individuals account for most of the active Twitter activity; approximately three-fourths of Twitter users use the platform at least once a week (46% use it daily and 27% use it at least weekly). As a social media platform, Twitter is geared toward sharing frequent, brief, and introspective posts that are suitable for longitudinal, within-subject text analysis at high temporal resolutions.

We had used Twitter previously to study vulnerability to mental health symptoms. For example, in a study, we reported that individuals who had disclosed that they were diagnosed with depression in their tweets (eg, “I was diagnosed with depression a couple of months ago...”) had different circadian patterns of Twitter activity than a random sample of Twitter users [11]. Specifically, individuals who disclosed a depression diagnosis used Twitter more frequently later into the night and used Twitter less frequently earlier in the day, possibly indicating circadian differences between the depressed users and the random sample. In another study, we measured lexical proxies of cognitive distortions, words like “should,” “must,” “have to,” “nobody,” or “always,” a concept from the literature on cognitive behavioral therapy which points to rigid or inflexible thinking [12,13]. As suggested by the generic cognitive model underlying cognitive behavioral therapy [14], individuals with depression make more use of cognitive distortions than a random sample of individuals [15]. Al-Mosawi and Johnstone [16] reported a similar finding with language that they deemed “absolutist.” Others have also found associations between features of written text and depressive symptoms. For example, greater use of personal pronouns (eg, “I”) in social media and other contexts appears to be correlated to symptoms of depression [17], a finding that connects with research using cognitive tasks linking depression to increased self-referential processing [18]. Similarly, greater use of negative emotional words, including those expressing depressive symptoms, appears to be related to depressive symptoms [19].

In spite of the potential offered by social media data for research into the mechanisms involved in the development and maintenance of mental disorders, there are limitations to passively acquired social media data. A limitation is that social media users are not representative of the general population [10,20]. There are data on sociodemographic differences between individuals who use specific social media sites and those who do not. Relative to the broader population, Twitter users are more likely to be male, younger, more educated, and more liberal leaning in their political orientation [10].

It has also been hypothesized that differences in variables such as need for self-disclosure [20] may bias samples of individuals who are on Twitter versus those who are not. Likewise, individuals who volunteer to give researchers access to their social media accounts may provide a biased subsample of individuals with a stronger disposition to self-disclose. Another limitation is that researchers lack information to support inferences about participants’ health from their web-based activity (eg, Is someone actually depressed even if they explicitly said so?).

This Study
To address these limitations of social media research, namely the lack of sample representativeness and inability to verify health status, we conducted the Studies of Online Cohorts for...
Internalizing Symptoms and Language (SOCIAL). SOCIAL are cohort-based studies in which we triangulated self-reported disorder screening questionnaires with data acquired from social media. Participants in SOCIAL I and II completed a series of disorder screening questionnaires focused on internalizing symptoms that are meant to capture psychopathology more broadly. They were also asked to provide their Twitter handles which we subsequently verified for validity, including how closely they resembled the behavior of bots. SOCIAL I is a sample of Twitter users (Methods section) targeted to be nationally representative in terms of age, sex assigned at birth, race, and ethnicity, and SOCIAL II is a large sample of college students.

Here, we describe the baseline sociodemographic characteristics, social media use data, and mental health characteristics of individuals in SOCIAL I and II. Because we asked individuals to self-report whether they used Twitter and to give us access to their Twitter accounts, we could compare sociodemographic characteristics, social media use data, and mental health differences between groups of individuals depending on their willingness to share their social media data. We distinguished approximately 2 groups of participants: those who provided valid Twitter handles pointing to their own social media content and those who did not or refused. The latter group can be separated into three subgroups: (1) users who refused to provide a valid Twitter handle (invalid handle), (2) users who denied being Twitter users (not a Twitter user), and (3) users who did provide an existing Twitter handle, but the accounts were deemed to be bot-like as defined by a machine learning classifier [21].

### Methods

#### Overview

Both SOCIAL samples answered self-reported questionnaires probing internalizing, externalizing, somatoform, and thought disorder symptoms (Table 1). We also collected demographic information and aspects of social media use, including whether the individual was a Twitter user, whether they were willing to let us access their Twitter time line, and which other social media platforms they used.

#### Participant Recruitment

SOCIAL I purposefully sampled individuals via Qualtrics panels. We aimed to recruit approximately 1000 Twitter users, given the budgetary constraints for this study. Individuals were recruited from July 2020 to March 2021 for a study on “social media and mental health.” The sample was selected to represent

<table>
<thead>
<tr>
<th>Table 1.</th>
<th>Assessment of psychopathology for the Studies of Online Cohorts for Internalizing Symptoms and Language (SOCIAL I, N=1123 and SOCIAL II, N=1988).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construct</td>
<td>Measure</td>
</tr>
<tr>
<td>Internalizing</td>
<td>Depression</td>
</tr>
<tr>
<td></td>
<td>Stress</td>
</tr>
<tr>
<td></td>
<td>Social anxiety</td>
</tr>
<tr>
<td></td>
<td>Panic</td>
</tr>
<tr>
<td></td>
<td>Agoraphobia</td>
</tr>
<tr>
<td></td>
<td>Worry</td>
</tr>
<tr>
<td>Somatoform</td>
<td>Pain</td>
</tr>
<tr>
<td></td>
<td>Insomnia</td>
</tr>
<tr>
<td>Externalizing</td>
<td>Alcohol use</td>
</tr>
<tr>
<td></td>
<td>Substance use</td>
</tr>
<tr>
<td>Thought disorder</td>
<td>Hypomania</td>
</tr>
</tbody>
</table>

ᵃPHQ: Patient Health Questionnaire.  
ᵇMIDUS: Midlife in the United States self-reported measure of perceived stress.  
ᶜDSM severity: Diagnostic and Statistical Manual of Mental Disorders severity measure for each symptom.  
ᵈISI: Insomnia Severity Index.  
ᵉAUDIT: Alcohol Use Disorders Identification Test.  
ᶠASRM: Altman Self-Rating Mania.
the United States at the intersections of age, gender, race and ethnicity.

All individuals in SOCIAL I were Twitter users. Accordingly, we could not ascertain the role that being a Twitter user in itself has on potential differences between individuals in baseline sociodemographic characteristics, social media use, and mental health symptoms. To have a sample of individuals who did not use Twitter as well as to have an additional sample with which to assess the transportability of results from SOCIAL I, we began the SOCIAL II study. SOCIAL II recruited college students from a predominantly White and Asian university in the Midwest. Individuals were compensated with credits in an introductory psychology course. Individuals were recruited from September 2020 to the present date.

Measures
For individuals in SOCIAL I and SOCIAL II, we collected information on characteristics described in the following sections.

**Demographic Characteristics**
Specifically, we collected age, political orientation on a 10-point Likert scale (1=extremely liberal, 10=extremely conservative), race, ethnicity, sex assigned at birth (male, female, other or inconclusive, or prefer not to say), gender identity (male, female, nonbinary, genderqueer, agender, other, or prefer not to say), and sexual orientation (heterosexual or straight, homosexual or gay, bisexual or pansexual, other, or prefer not to say). In SOCIAL I, we asked participants for their annual household income. In SOCIAL II, we asked participants to estimate their parents’ annual household income. We present both of these as the same variable (ie, estimated household income). In addition, in SOCIAL I, we asked participants to indicate their race by using a single category from a list (White, Black or African American, American Indian or Alaska Native, Native Hawaiian or Pacific Islander, Hispanic, or other). In SOCIAL II, we allowed participants to select multiple racial and ethnic identities, including all the possibilities in SOCIAL I along with Middle Eastern or North African. We recoded the categories in SOCIAL II to fit a version of the race variable in SOCIAL I that identified whether individuals were non-Hispanic White, non-Hispanic Black, Hispanic, Asian, or other (eg, Native Hawaiian or Pacific Islander, Middle Eastern or North African, or multiracial but not Hispanic).

**Social Media**
Individuals who were Twitter users (ie, all individuals in SOCIAL I and some in SOCIAL II) were queried about how much time they spent on Twitter (less than once every few weeks; every few weeks; a few days (more like 1-2) a week; a few days (3-5) a week; about once a day; or several times a day). This item was selected on the basis that it was used by the Pew Research Center in a previous study on social media use in the United States. In addition, all individuals were queried about their use of Twitter as well as other social media platforms on a binary scale (ie, user vs nonuser of that platform). We asked for a Twitter handle for all individuals in the study who identified that they were Twitter users. Individuals could choose to enter a valid Twitter handle or to enter text to bypass the question (eg “I don’t want to give my Twitter handle”).

**Mental Health**
We compiled a battery of self-report disorder screening questionnaires for psychopathology (Table 1). These measures were chosen because (1) they measure symptoms that are relatively common (eg, depression) or relatively uncommon but highly impairing (eg, drug use), (2) they are indicators of some of the major domains of psychopathology as per contemporary nosologies (eg, the study by Kotov et al [2]), (3) they were freely available, and (4) they are widely used. Most of the measures we used were the Diagnostic and Statistical Manual of Mental Disorders (DSM) severity measures recommended by the American Psychiatric Association (eg, social anxiety, panic, worry, and substance use) or were measures that were eventually adapted into the DSM severity measures (ie, Patient Health Questionnaire (PHQ)-9 and PHQ-15 for depression and somatic symptoms, respectively). Given that all these measures have different response types and number of items, and accordingly different ranges, we standardized them all as percentage of maximum point (POMP) scores [22]. The POMP scores are defined as follows: POMP = (observed score – minimum possible) / (maximum possible – minimum possible) × 100. This represents the percentage of a measure’s total that a specific score represents. For example, for the PHQ-9, with its score range of 0 to 27, a score of 0 is 0% of the POMP, 14 is 51.85%, and 27 is 100%. In addition to characterizing the symptoms of psychopathology that individuals currently experienced, we also asked them about whether they were aware of having received a medical diagnosis of the following mental disorders: depression, social anxiety, generalized anxiety, specific phobia, panic disorder, agoraphobia, posttraumatic stress disorder, somatic symptom disorder (or “chronic pain”), insomnia, alcohol use, drug use, or bipolar disorder (I or II). Individuals were allowed to answer “yes,” “no,” “no, but I should be,” or “I don’t know.” In this study, we differentiated between individuals who were sure they had a diagnosis (ie, those answering “yes”) and all others.

We conducted preliminary analyses to describe the samples, including the ranges represented in the different variables. The results of these analyses suggested that individuals gave relatively high ratings of self-reported manic symptoms, a problem that has been previously reported in the literature assessing hypomanic symptoms via self-report. Zimmerman [23] suggested that screening for bipolar disorder should be accompanied by a subsequent evaluation by a clinician. Similarly, individuals endorsed relatively few agoraphobic symptoms that were highly correlated with other internalizing symptoms. Considering these factors, we removed the mania rating scale, the Altman Self-Rating Mania Scale as well as the DSM Severity Scale For Agoraphobia from SOCIAL II leaving only a subsample of individuals with ratings on these scales (n=665).

**Twitter Status**
All individuals who reported that they were Twitter users were asked to provide their Twitter handles, which identify the individual on Twitter. The Twitter application programming
Individuals were classified as providing invalid handles if they refused to provide their handle, answered the question about handles with a response that was not a syntactically valid Twitter account (eg, “I don’t want to give you this information”), or if Botometer failed to access the Twitter account. In addition to these 3 groups (ie, invalid, bot-like, and valid), in SOCIAL II, we included individuals who denied being Twitter users (not a Twitter user). We focused on the differences between these 3-4 subgroups using Twitter users who did not provide handles or who provided handles that were not syntactically valid account names (ie, the invalid handle group).

### Analytic Plan

All analyses were conducted using the R programming language (version 4.1.2) [24] in R Studio [25]. Given that we have collected samples that differ substantially in demographic characteristics, we report all analyses according to the study cohort (ie, first in SOCIAL I and then in SOCIAL II). For continuous variables, we provide descriptive statistics in the form of means, SDs, medians, and IQR values. For categorical variables, we present frequencies and percentages.

To assess statistically significant differences between the sociodemographic factors, social media use, and mental health variables, we tested the association of each of these variables (eg, age, frequency of Twitter use, and depression) with group membership (ie, no handle, bot-like, valid, and no Twitter [on SOCIAL II]). For continuous variables, we reported the $P$ values from a Kruskal-Wallis rank-sum test. For categorical variables, we reported the $P$ values from a chi-square test to assess whether Twitter group membership is significantly related to specific baseline characteristics (eg, race and gender identity) or the $P$ values from Fisher exact test when a cell size is $<5$. To characterize the magnitude of these associations (ie, the strength of the effect beyond its statistical significance), for binary variables, we report odds ratios (ORs) with 95% CIs when using individuals who provided invalid user names as the reference group. For nominal variables (eg, gender as male, female, or nonbinary), we report a Cramer V. For continuous variables, we report the standardized $β$ values and 95% CIs, representing the differences in SD units of each variable in question.

### Ethics Approval

Both studies were approved by the Indiana University Institutional Review Board (2002549202 and 2005948214).

### Results

#### SOCIAL I

##### Demographic Characteristics

In SOCIAL I (N=1123), the average participant was in their mid-30s, although there was variability in the ages represented (Table 2). Approximately half of the individuals (580/1123, 51.65%) provided valid Twitter handles. For the remainder (ie, the 543/1123, 48.35%) who did not provide valid Twitter handles, most were individuals who provided invalid Twitter handles (353/1123, 31.43%) with only 16.92% (190/1123) of people providing Twitter handles that were deemed to be bot-like. Most of those who used Twitter reported using the platform at least “several times a day.” Individuals were approximately split along the political spectrum and there appeared to be variability in sexual orientation, gender identity, and socioeconomic status. Hispanic and Asian individuals appeared to be underrepresented relative to the population from the United States.

There were various statistically significant demographic differences among individuals in SOCIAL I based on Twitter status (Table 2). In general, we focused on differences relevant to the individuals who provided valid Twitter handles versus those who refused to provide a handle or provided an invalid one (eg, we ignored differences between people who provided invalid handles vs bot-like handles). Compared with Twitter users who provided invalid handles, Twitter users who provided valid handles were more liberal ($β$=-0.14, 95% CI –0.20 to –0.07), used Twitter less (OR 0.73, 95% CI 0.56-0.95), and reported lower incomes (OR 0.58, 95% CI 0.46-0.74). In addition, compared with Twitter users who provided invalid handles, Twitter users who provided valid handles were relatively more likely to identify as genderqueer, nonbinary, or otherwise unwilling to use male or female designation than to identify as male (Cramer $V$=0.14, 95% CI 0.11-0.19) and were relatively more likely to identify as gay, lesbian, or bisexual than as heterosexual (OR 1.59, 95% CI 1.12-2.28).
Table 2. Sociodemographic characteristics of web-based panel respondents to the Studies of Online Cohorts for Internalizing Symptoms and Language (SOCIAL I), overall and by Twitter status (N=1123).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Twitter user, bot-like handle (n=190a)</th>
<th>Twitter user, invalid handle (n=353b)</th>
<th>Twitter user, valid handle (n=580c)</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>38.41 (12.86)</td>
<td>34.20 (11.80)</td>
<td>33.75 (13.17)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>36.00 (29.00-45.00)</td>
<td>35.00 (24.00-40.00)</td>
<td>31.00 (22.00-41.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>3 (1.58)</td>
<td>18 (5.10)</td>
<td>29 (5.00)</td>
<td></td>
</tr>
<tr>
<td><strong>Political orientation, rating (1-10; 1=extremely liberal, 10=extremely conservative)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.12 (2.58)</td>
<td>5.31 (2.57)</td>
<td>4.62 (2.52)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>5.00 (3.00-7.00)</td>
<td>5.00 (3.00-7.00)</td>
<td>5.00 (2.00-7.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (1.05)</td>
<td>3 (0.89)</td>
<td>7 (1.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Time spent on Twitter, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Less than every few weeks</td>
<td>5 (2.63)</td>
<td>6 (1.70)</td>
<td>13 (2.2)</td>
<td></td>
</tr>
<tr>
<td>Every few weeks</td>
<td>10 (5.26)</td>
<td>14 (3.97)</td>
<td>21 (3.6)</td>
<td></td>
</tr>
<tr>
<td>A few days (eg, 1-2 days) a week</td>
<td>5 (2.63)</td>
<td>15 (4.25)</td>
<td>33 (5.7)</td>
<td></td>
</tr>
<tr>
<td>A few days (eg, 3-5 days) a week</td>
<td>16 (8.42)</td>
<td>31 (8.78)</td>
<td>77 (13)</td>
<td></td>
</tr>
<tr>
<td>About once a day</td>
<td>27 (14.21)</td>
<td>56 (15.86)</td>
<td>101 (17)</td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>127 (66.84)</td>
<td>231 (65.44)</td>
<td>335 (58)</td>
<td></td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>148 (77.89)</td>
<td>262 (74.43)</td>
<td>416 (72)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>22 (11.58)</td>
<td>39 (11.08)</td>
<td>67 (12)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>6 (3.16)</td>
<td>26 (7.39)</td>
<td>55 (9.5)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>13 (6.84)</td>
<td>17 (4.83)</td>
<td>32 (5.5)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>1 (0.53)</td>
<td>8 (2.27)</td>
<td>10 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>1 (0.28)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Woman</td>
<td>80 (42.11)</td>
<td>163 (46.18)</td>
<td>80 (42.11)</td>
<td></td>
</tr>
<tr>
<td>Genderqueer or nonbinary</td>
<td>2 (1.05)</td>
<td>3 (0.85)</td>
<td>2 (1.05)</td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>108 (56.84)</td>
<td>187 (52.97)</td>
<td>108 (56.84)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>165 (86.84)</td>
<td>301 (85.27)</td>
<td>165 (86.84)</td>
<td></td>
</tr>
<tr>
<td>LGB&lt;sup&gt;g&lt;/sup&gt;</td>
<td>25 (13.16)</td>
<td>52 (14.73)</td>
<td>25 (13.16)</td>
<td></td>
</tr>
<tr>
<td><strong>Yearly income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>8 (4.21)</td>
<td>29 (8.22)</td>
<td>8 (4.21)</td>
<td></td>
</tr>
<tr>
<td>10,000-19,999</td>
<td>15 (7.89)</td>
<td>21 (5.95)</td>
<td>15 (7.89)</td>
<td></td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>23 (12.11)</td>
<td>35 (9.92)</td>
<td>23 (12.11)</td>
<td></td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>21 (11.05)</td>
<td>35 (9.92)</td>
<td>21 (11.05)</td>
<td></td>
</tr>
<tr>
<td>40,000-49,999</td>
<td>9 (4.74)</td>
<td>19 (5.38)</td>
<td>9 (4.74)</td>
<td></td>
</tr>
<tr>
<td>50,000-59,999</td>
<td>7 (3.68)</td>
<td>25 (7.08)</td>
<td>7 (3.68)</td>
<td></td>
</tr>
<tr>
<td>60,000-69,999</td>
<td>9 (4.74)</td>
<td>12 (3.40)</td>
<td>9 (4.74)</td>
<td></td>
</tr>
<tr>
<td>70,000-79,999</td>
<td>15 (7.89)</td>
<td>22 (6.23)</td>
<td>15 (7.89)</td>
<td></td>
</tr>
<tr>
<td>80,000-89,999</td>
<td>6 (3.16)</td>
<td>9 (2.55)</td>
<td>6 (3.16)</td>
<td></td>
</tr>
<tr>
<td>90,000-99,999</td>
<td>12 (6.32)</td>
<td>18 (5.10)</td>
<td>12 (6.32)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> N=190; <sup>b</sup> N=353; <sup>c</sup> N=580; <sup>d</sup> p-value; <sup>g</sup> LGB = Lesbian, Gay, Bisexual
Social Media Use

In SOCIAL I, all individuals were recruited to be Twitter users. Other social media platforms used by most of the sample were Facebook, Instagram, and YouTube (Table 3). There appeared to be several statistically significant differences in social media use by Twitter status, but these effects were mostly attributable to bot-like users (eg, bot-like users were more likely to report being on LINE than valid users). Individuals who provided valid Twitter handles were more likely to report that they used Tumblr (OR 1.48, 95% CI 1.07-2.05) and Pinterest than individuals who provided invalid Twitter handles (OR 1.79, 95% CI 1.37-2.34).

Table 3. Social media platforms used by respondents to the Studies of Online Cohorts for Internalizing Symptoms and Language (SOCIAL), by cohort (SOCIAL I and SOCIAL II) and Twitter status.

<table>
<thead>
<tr>
<th>Social media platforms</th>
<th>Cohort</th>
<th>SOCIAL I (N=1123)</th>
<th>SOCIAL II (N=1988)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Twitter user, bot-like handle (n=190)a, n (%)</td>
<td>Twitter user, invalid handle (n=353)b, n (%)</td>
<td>Twitter user, valid handle (n=580)c, n (%)</td>
</tr>
<tr>
<td></td>
<td>Twitter user, bot-like handle (n=229), n (%)</td>
<td>Not a Twitter user (n=760), n (%)</td>
<td>Twitter user, invalid handle (n=515), n (%)</td>
</tr>
<tr>
<td>Twitter</td>
<td>190 (100)</td>
<td>353 (100)</td>
<td>580 (100)</td>
</tr>
<tr>
<td>Facebook</td>
<td>170 (89.47)</td>
<td>311 (88.1)</td>
<td>523 (90.17)</td>
</tr>
<tr>
<td>Instagram</td>
<td>158 (83.16)</td>
<td>321 (90.93)</td>
<td>522 (90.00)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>103 (54.21)</td>
<td>220 (62.32)</td>
<td>361 (62.24)</td>
</tr>
<tr>
<td>Tumblr</td>
<td>47 (24.74)</td>
<td>68 (19.26)</td>
<td>151 (26.03)</td>
</tr>
<tr>
<td>YouTube</td>
<td>164 (86.32)</td>
<td>291 (82.44)</td>
<td>486 (83.79)</td>
</tr>
<tr>
<td>TikTok</td>
<td>75 (39.47)</td>
<td>178 (50.42)</td>
<td>267 (46.03)</td>
</tr>
<tr>
<td>Reddit</td>
<td>61 (32.11)</td>
<td>98 (27.76)</td>
<td>176 (30.34)</td>
</tr>
<tr>
<td>4Chan</td>
<td>12 (6.32)</td>
<td>11 (3.12)</td>
<td>9 (1.55)</td>
</tr>
<tr>
<td>Pinterest</td>
<td>98 (51.58)</td>
<td>154 (43.63)</td>
<td>337 (58.1)</td>
</tr>
<tr>
<td>Twitch</td>
<td>51 (26.84)</td>
<td>69 (19.55)</td>
<td>119 (20.52)</td>
</tr>
<tr>
<td>LINE</td>
<td>22 (11.58)</td>
<td>24 (6.8)</td>
<td>34 (5.86)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (4.21)</td>
<td>9 (2.55)</td>
<td>18 (3.1)</td>
</tr>
</tbody>
</table>

aBot-like handle: individual reported being a Twitter user and provided a Twitter handle, but it had a Botometer score >0.42.
bInvalid handle: individual reported being a Twitter user but did not provide their Twitter handle or provided a handle that was invalid.
cValid handle: Individual reported being a Twitter user and provided a Twitter handle with a Botometer score ≤0.42.
dKruskal-Wallis rank-sum test; Fisher exact test for count data with simulated P value (based on 2000 replicates).
ePearson chi-square test.
fNot available.

Mental Health

The POMP scores for the various measures of psychopathology as well as the reported diagnoses are presented in Figure 1 and Table 4. Stress and insomnia were the most commonly endorsed symptoms. Major depression and generalized and social anxiety were the most commonly reported clinical diagnoses. There were a few statistically significant differences between the groups in clinical symptoms or diagnoses. The differences we did find were very small. For example, the largest difference...
between the groups was in self-reported manic symptoms and suggested individuals who provided valid Twitter handles had lower symptoms of hypomania than individuals who did not provide Twitter handles, although this difference was small by conventional standards ($\beta=-0.22, 95\% \text{ CI } -0.28 \text{ to } -0.15$). The next highest difference between the groups was in self-reported issues with alcohol and suggested that individuals who provided valid Twitter handles had lower alcohol use symptoms than individuals who did not provide Twitter handles, although this difference was small ($\beta=-0.19, 95\% \text{ CI } -0.25 \text{ to } -0.12$). Compared with individuals who provided invalid handles, individuals who provided valid handles were less likely to report relatively rare diagnoses, such as somatic symptom disorder (OR 0.38, 95\% CI 0.21-0.68) and drug use disorder (OR 0.60, 95\% CI 0.39-0.92).

**Figure 1.** Differences in self-reported symptoms of psychopathology for 1123 individuals in the Studies of Online Cohorts for Internalizing Symptoms and Language (SOCIAL) I. ASRM: Altman Self-Rating Mania; AUDIT: Alcohol Use Disorders Identification Test; DSM: Diagnostic and Statistical Manual of Mental Disorders; ISI: Insomnia Severity Index; MIDUS: Midlife in the United States self-reported measure of perceived stress; PHQ: Patient Health Questionnaire.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Twitter user, bot-like handle (n=190&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Twitter user, invalid handle (n=353&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Twitter user, valid handle (n=580&lt;sup&gt;c&lt;/sup&gt;)</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social anxiety (DSM&lt;sup&gt;e&lt;/sup&gt;)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>17.50 (5.00-45.00)</td>
<td>25.00 (7.50-50.00)</td>
<td>20.00 (5.00-42.50)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (1.05)</td>
<td>1 (0.28)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Stress (MIDUS&lt;sup&gt;f&lt;/sup&gt;)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>45.00 (31.50-57.50)</td>
<td>49.00 (34.00-62.00)</td>
<td>48.00 (36.00-61.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown (n)</td>
<td>3 (1.58)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Depression (PHQ&lt;sup&gt;k-9&lt;/sup&gt;)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>25.93 (7.41-48.15)</td>
<td>33.33 (11.11-55.56)</td>
<td>29.63 (11.11-48.15)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (1.05)</td>
<td>1 (0.28)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Panic (DSM)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>12.50 (0.00-37.50)</td>
<td>17.50 (0.00-47.50)</td>
<td>7.50 (0.00-32.50)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (1.05)</td>
<td>2 (0.57)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Agoraphobia (DSM)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>17.50 (0.00-40.62)</td>
<td>22.50 (5.00-47.50)</td>
<td>12.50 (0.00-40.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (1.05)</td>
<td>1 (0.28)</td>
<td>1 (0.17)</td>
<td></td>
</tr>
<tr>
<td><strong>Generalized anxiety (DSM)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>20.00 (5.00-45.62)</td>
<td>25.00 (7.50-50.62)</td>
<td>20.00 (5.00-45.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (1.05)</td>
<td>1 (0.28)</td>
<td>1 (0.17)</td>
<td></td>
</tr>
<tr>
<td><strong>Somatic (PHQ-15)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.75</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>26.67 (10.00-46.67)</td>
<td>30.00 (13.33-46.67)</td>
<td>26.67 (13.33-43.33)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>5 (2.63)</td>
<td>7 (1.98)</td>
<td>2 (0.34)</td>
<td></td>
</tr>
<tr>
<td><strong>Insomnia (ISI&lt;sup&gt;h&lt;/sup&gt;)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>39.29 (21.43-57.14)</td>
<td>42.86 (25.00-57.14)</td>
<td>39.29 (24.11-57.14)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>39.29 (21.43-57.14)</td>
<td>42.86 (25.00-57.14)</td>
<td>39.29 (24.11-57.14)</td>
<td></td>
</tr>
<tr>
<td>Alcohol use (AUDIT&lt;sup&gt;i&lt;/sup&gt;), median (IQR)</td>
<td>11.25 (2.50-35.00)</td>
<td>15.00 (5.00-42.50)</td>
<td>7.50 (2.50-22.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Substance use (DSM)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2.50 (0.00-10.00)</td>
<td>5.00 (0.00-15.00)</td>
<td>0.00 (0.00-7.50)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>1 (0.52)</td>
<td>1 (0.28)</td>
<td>4 (0.68)</td>
<td></td>
</tr>
<tr>
<td><strong>Hypomania (ASRM&lt;sup&gt;j&lt;/sup&gt; scale)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>30.00 (15.00-50.00)</td>
<td>32.50 (15.00-55.00)</td>
<td>25.00 (8.75-40.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>3 (1.58)</td>
<td>1 (0.28)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Insomnia Dx&lt;sup&gt;k&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>Yes</td>
<td>48 (25.53)</td>
<td>89 (25.36)</td>
<td>127 (22.2)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.05)</td>
<td>2 (0.57)</td>
<td>8 (1.38)</td>
<td></td>
</tr>
<tr>
<td><strong>Somatic symptom Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Yes</td>
<td>8 (4.26)</td>
<td>30 (8.62)</td>
<td>20 (3.50)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.05)</td>
<td>5 (1.41)</td>
<td>8 (1.38)</td>
<td></td>
</tr>
<tr>
<td><strong>Major depression Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>Yes</td>
<td>73 (38.62)</td>
<td>147 (42.12)</td>
<td>247 (43.03)</td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Twitter user, bot-like handle (n=190)</td>
<td>Twitter user, invalid handle (n=353)</td>
<td>Twitter user, valid handle (n=580)</td>
<td>P value(^d)</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>--------------------------------------</td>
<td>--------------------------------------</td>
<td>--------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.52)</td>
<td>4 (1.13)</td>
<td>6 (1.03)</td>
<td>.10</td>
</tr>
<tr>
<td>Specific phobia Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>28 (14.89)</td>
<td>62 (17.77)</td>
<td>72 (12.59)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.05)</td>
<td>4 (1.13)</td>
<td>8 (1.38)</td>
<td></td>
</tr>
<tr>
<td>Social anxiety Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Yes</td>
<td>37 (19.68)</td>
<td>96 (27.67)</td>
<td>153 (26.7)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.05)</td>
<td>6 (1.70)</td>
<td>7 (1.21)</td>
<td></td>
</tr>
<tr>
<td>Panic Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Yes</td>
<td>35 (18.82)</td>
<td>68 (19.60)</td>
<td>102 (17.8)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (2.10)</td>
<td>6 (1.70)</td>
<td>7 (1.21)</td>
<td></td>
</tr>
<tr>
<td>Posttraumatic stress Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Yes</td>
<td>33 (17.74)</td>
<td>46 (13.26)</td>
<td>93 (16.29)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (2.10)</td>
<td>6 (1.70)</td>
<td>9 (1.55)</td>
<td></td>
</tr>
<tr>
<td>Generalized anxiety Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Yes</td>
<td>9 (4.81)</td>
<td>26 (7.51)</td>
<td>29 (5.07)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.58)</td>
<td>7 (1.98)</td>
<td>8 (1.38)</td>
<td></td>
</tr>
<tr>
<td>Agoraphobia Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Yes</td>
<td>23 (12.30)</td>
<td>42 (12.07)</td>
<td>48 (8.35)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.58)</td>
<td>5 (1.41)</td>
<td>5 (0.86)</td>
<td></td>
</tr>
<tr>
<td>Alcohol use Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>Yes</td>
<td>23 (12.37)</td>
<td>46 (13.22)</td>
<td>48 (8.39)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (2.10)</td>
<td>5 (1.41)</td>
<td>8 (1.38)</td>
<td></td>
</tr>
<tr>
<td>Substance use Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.048</td>
</tr>
<tr>
<td>Yes</td>
<td>23 (12.23)</td>
<td>40 (11.49)</td>
<td>58 (10.18)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.05)</td>
<td>5 (1.41)</td>
<td>10 (1.72)</td>
<td>.68</td>
</tr>
</tbody>
</table>

\(^a\)Bot-like: individual reported being a Twitter user and provided a Twitter handle, but it had a Botometer score >0.42.

\(^b\)Invalid handle: individual reported being a Twitter user but did not provide their Twitter handle or provided a handle that was invalid.

\(^c\)Valid handle: individual reported being a Twitter user and provided a Twitter handle, and it had a Botometer score ≤0.42.

\(^d\)Kruskal-Wallis rank-sum test; Pearson chi-square test.

\(^e\)DSM: Diagnostic and Statistical Manual of Mental Disorders.

\(^f\)MIDUS: Midlife in the United States self-reported measure of perceived stress.

\(^g\)PHQ: Patient Health Questionnaire.

\(^h\)ISI: Insomnia Severity Index.

\(^i\)AUDIT: Alcohol Use Disorders Identification Test.

\(^j\)ASRM: Altman Self-Rating Mania.

\(^k\)Dx: diagnosis.
Studies of Online Cohorts for Internalizing Symptoms and Language II

Demographic Characteristics

In SOCIAL II (N=1988), age was more restricted to the range 18 to 22 years, as would be expected of undergraduate students (mean 19.07, SD 2.91 years; Table 5). The sample was primarily female (Table 5), as is typical of psychology students, and primarily White and Asian, which is consistent with the demographic characteristics of the institution. A total of 32.22% (760/1128) of participants denied being Twitter users. Of the Twitter users (1228/1988, 61.77% of the whole sample), most either refused to give handles (515/1228, 41.94%) or gave valid handles (484/1228, 39.41%), with a minority providing handles that were deemed to be bot-like (229/1228, 18.65%). Of those who reported being Twitter users, approximately half of the individuals used Twitter “about once a day.” Approximately half of all the students reported that their parents made ≥US $100,000 and the others were distributed relatively uniformly across the income categories. Politically, they reported aligning with the politics center of the liberal-conservative continuum. There were 3 statistically significant differences between individuals based on their Twitter user status, of which 2 involved the individuals with valid Twitter user names. First, individuals who provided valid Twitter handles used Twitter more frequently than individuals who were Twitter users but did not provide their handles or provided invalid handles (OR 2.48, 95% CI 1.98-3.13). Second, there were differences in reported race and ethnicity by Twitter user status (Cramer V=0.03, 95% CI 0.02-0.07). Specifically, individuals who provided valid Twitter handles were less likely to be Hispanic than individuals who were Twitter users but did not provide their handles (OR 0.40, 95% CI 0.21-0.77).
Table 5. Sociodemographic characteristics of young adult respondents to the Studies of Online Cohorts for Internalizing Symptoms and Language (SOCIAL II), overall and by Twitter status (N=1988).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Twitter user, bot-like handle (n=229)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Not a Twitter user (n=760)</th>
<th>Twitter user, invalid handle (n=515)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Twitter user, valid handle (n=484)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>( P ) value(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>18.91 (1.55)</td>
<td>19.11 (4.09)</td>
<td>19.13 (2.44)</td>
<td>19.03 (1.12)</td>
<td>.02</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>19.00 (18.00-19.00)</td>
<td>19.00 (18.00-19.00)</td>
<td>19.00 (18.00-19.00)</td>
<td>19.00 (18.00-20.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>15 (6.55)</td>
<td>50 (6.58)</td>
<td>41 (7.96)</td>
<td>25 (5.17)</td>
<td></td>
</tr>
<tr>
<td><strong>Conservatives, rating (1-10; 1=extremely liberal, 10=extremely conservative)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.12 (2.07)</td>
<td>4.18 (1.94)</td>
<td>4.03 (2.07)</td>
<td>3.96 (2.09)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4.00 (2.00-5.25)</td>
<td>4.00 (3.00-5.00)</td>
<td>4.00 (2.00-5.00)</td>
<td>4.00 (2.00-6.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>5 (2.18)</td>
<td>27 (3.55)</td>
<td>30 (5.82)</td>
<td>8 (1.65)</td>
<td></td>
</tr>
<tr>
<td><strong>Time spent on Twitter, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than every few weeks</td>
<td>64 (27.95)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>115 (23.23)</td>
<td>29 (5.99)</td>
<td></td>
</tr>
<tr>
<td>Every few weeks</td>
<td>46 (20.09)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>85 (17.17)</td>
<td>43 (8.88)</td>
<td></td>
</tr>
<tr>
<td>A few days (eg, 1-2 days) a week</td>
<td>33 (14.41)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>48 (9.70)</td>
<td>67 (13.84)</td>
<td></td>
</tr>
<tr>
<td>A few days (eg, 3-5 days) a week</td>
<td>19 (8.30)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>30 (6.06)</td>
<td>39 (8.06)</td>
<td></td>
</tr>
<tr>
<td>About once a day</td>
<td>38 (16.59)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>86 (17.37)</td>
<td>112 (23.14)</td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>29 (12.66)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>131 (26.46)</td>
<td>194 (40.08)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>760 (100)</td>
<td>20 (3.88)</td>
<td>0 (0.00)</td>
<td></td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>167 (73.57)</td>
<td>519 (68.92)</td>
<td>357 (72.71)</td>
<td>376 (78.50)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>27 (11.89)</td>
<td>116 (15.41)</td>
<td>44 (8.96)</td>
<td>34 (7.10)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>18 (7.93)</td>
<td>50 (6.64)</td>
<td>44 (8.96)</td>
<td>45 (9.39)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>13 (5.73)</td>
<td>44 (5.84)</td>
<td>33 (6.72)</td>
<td>14 (2.92)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>2 (0.88)</td>
<td>24 (3.19)</td>
<td>13 (2.65)</td>
<td>10 (2.09)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (0.87)</td>
<td>7 (0.92)</td>
<td>24 (4.66)</td>
<td>5 (1.03)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.75</td>
</tr>
<tr>
<td>Woman</td>
<td>179 (78.85)</td>
<td>573 (76.10)</td>
<td>373 (75.97)</td>
<td>368 (76.83)</td>
<td></td>
</tr>
<tr>
<td>Genderqueer or nonbinary</td>
<td>1 (0.44)</td>
<td>8 (1.06)</td>
<td>9 (1.83)</td>
<td>4 (0.84)</td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>47 (20.70)</td>
<td>172 (22.84)</td>
<td>109 (22.20)</td>
<td>107 (22.34)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (0.87)</td>
<td>7 (0.92)</td>
<td>24 (4.66)</td>
<td>5 (1.03)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>200 (88.11)</td>
<td>638 (84.73)</td>
<td>401 (81.67)</td>
<td>401 (83.72)</td>
<td></td>
</tr>
<tr>
<td>LGB&lt;sup&gt;f&lt;/sup&gt;</td>
<td>27 (11.89)</td>
<td>115 (15.27)</td>
<td>90 (18.33)</td>
<td>78 (16.28)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (0.87)</td>
<td>7 (0.92)</td>
<td>24 (4.66)</td>
<td>5 (1.03)</td>
<td></td>
</tr>
<tr>
<td><strong>Yearly income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>13 (5.75)</td>
<td>37 (5.00)</td>
<td>34 (6.98)</td>
<td>20 (4.22)</td>
<td></td>
</tr>
<tr>
<td>10,000-19,999</td>
<td>5 (2.21)</td>
<td>23 (3.11)</td>
<td>16 (3.29)</td>
<td>18 (3.80)</td>
<td></td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>12 (5.31)</td>
<td>32 (4.32)</td>
<td>23 (4.72)</td>
<td>19 (4.01)</td>
<td></td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>9 (3.98)</td>
<td>39 (5.27)</td>
<td>20 (4.11)</td>
<td>25 (5.27)</td>
<td></td>
</tr>
<tr>
<td>40,000-49,999</td>
<td>9 (3.98)</td>
<td>37 (5.00)</td>
<td>20 (4.11)</td>
<td>22 (4.64)</td>
<td></td>
</tr>
<tr>
<td>50,000-59,999</td>
<td>13 (5.75)</td>
<td>37 (5.00)</td>
<td>21 (4.31)</td>
<td>22 (4.64)</td>
<td></td>
</tr>
</tbody>
</table>
### Social Media

In SOCIAL II, Instagram and Snapchat were the most popular platforms and were used by almost all individuals (Table 3). Twitter, Facebook, YouTube, and TikTok were also quite popular, being used by 61.77% (1228/1988) to 78.72% (1530/1988) of the sample. A number of differences emerged with respect to which social media platforms the participants used. However, most of these differences indicated that individuals who denied being Twitter users were also less likely to use other platforms. The 2 exceptions were that the individuals in SOCIAL II who used Twitter and provided valid handles were more likely to also use TikTok (OR 1.50, 95% CI 1.05-2.14) and Pinterest (OR 1.35, 95% CI 1.04-1.77) than the individuals who refused to provide handles or provided invalid handles.

### Mental Health

The POMP scores for the various measures of psychopathology as well as the reported diagnoses are presented in Figure 2 and Table 6. Similar to SOCIAL I, in SOCIAL II, stress and insomnia were the most commonly endorsed symptoms, and major depression and generalized and social anxiety were the most commonly reported clinical diagnoses. Relative to SOCIAL I (Table 4), there were even fewer statistically significant differences between the groups in clinical symptoms or diagnoses. The largest difference between individuals who provided valid (vs invalid) handles was in agoraphobic symptoms, and it was relatively small in magnitude ($\beta=-0.13$, 95% CI 0.03-0.15).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Twitter user, bot-like handle (n=229)$^a$</th>
<th>Not a Twitter user (n=760)</th>
<th>Twitter user, invalid handle (n=515)$^b$</th>
<th>Twitter user, valid handle (n=484)$^c$</th>
<th>$P$ value$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>60,000-69,999</td>
<td>9 (3.98)</td>
<td>36 (4.86)</td>
<td>26 (5.34)</td>
<td>26 (5.49)</td>
<td></td>
</tr>
<tr>
<td>70,000-79,999</td>
<td>13 (5.75)</td>
<td>38 (5.14)</td>
<td>21 (4.31)</td>
<td>24 (5.06)</td>
<td></td>
</tr>
<tr>
<td>80,000-89,999</td>
<td>15 (6.64)</td>
<td>39 (5.27)</td>
<td>23 (4.72)</td>
<td>29 (6.12)</td>
<td></td>
</tr>
<tr>
<td>90,000-99,999</td>
<td>13 (5.75)</td>
<td>51 (6.89)</td>
<td>40 (8.21)</td>
<td>37 (7.81)</td>
<td></td>
</tr>
<tr>
<td>≥100,000</td>
<td>41 (18.14)</td>
<td>140 (18.92)</td>
<td>104 (21.36)</td>
<td>103 (21.73)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.31)</td>
<td>20 (2.63)</td>
<td>28 (5.44)</td>
<td>10 (2.07)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Bot-like: individual reported being a Twitter user and provided a Twitter handle, but it had a Botometer score >0.42.

$^b$Invalid handle: individual reported being a Twitter user but did not provide their Twitter handle or provided a handle that was invalid.

$^c$Valid handle: individual reported being a Twitter user and provided a Twitter handle and it had a Botometer score ≤0.42.

$^d$Kruskal-Wallis rank-sum test; Pearson chi-square test; Fisher exact test for count data with simulated $P$ value (based on 2000 replicates).

$^e$N/A: not applicable.

$^f$LGB: lesbian, gay, bisexual (or other nonheterosexual sexual orientation).
Figure 2. Symptoms and self-reported diagnoses of psychopathology in 1988 college students responding to the Studies of Online Cohorts for Internalizing Symptoms and Language (SOCIAL II). ASRM: Altman Self-Rating Mania; AUDIT: Alcohol Use Disorders Identification Test; DSM: Diagnostic and Statistical Manual of Mental Disorders; ISI: Insomnia Severity Index; MIDUS: Midlife in the United States self-reported measure of perceived stress; PHQ: Patient Health Questionnaire.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Twitter user, bot-like (n=229)</th>
<th>Not a Twitter user (n=760)</th>
<th>Twitter user, invalid handle (n=515)</th>
<th>Twitter user, valid handle (n=484)</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social anxiety (DSM&lt;sup&gt;e&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>15.00 (5.00-25.00)</td>
<td>12.50 (5.00-30.00)</td>
<td>12.50 (5.00-30.00)</td>
<td>12.50 (2.50-30.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (0.87)</td>
<td>5 (0.66)</td>
<td>22 (4.27)</td>
<td>2 (0.41)</td>
<td></td>
</tr>
<tr>
<td>Stress (MIDUS&lt;sup&gt;f&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>39.00 (30.00-48.00)</td>
<td>38.00 (27.00-48.00)</td>
<td>39.00 (29.00-50.00)</td>
<td>37.00 (28.00-47.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>0 (0)</td>
<td>4 (0.53)</td>
<td>21 (4.08)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Depression (PHQ&lt;sup&gt;g,9&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>22.22 (11.11-35.19)</td>
<td>22.22 (11.11-40.74)</td>
<td>22.22 (11.11-40.74)</td>
<td>22.22 (11.11-37.04)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (0.87)</td>
<td>4 (0.53)</td>
<td>22 (4.27)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td>Panic (DSM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2.50 (0.00-12.50)</td>
<td>2.50 (0.00-12.50)</td>
<td>2.50 (0.00-12.50)</td>
<td>2.50 (0.00-12.50)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (0.87)</td>
<td>5 (0.66)</td>
<td>22 (4.27)</td>
<td>2 (0.41)</td>
<td></td>
</tr>
<tr>
<td>Agoraphobia (DSM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>5.00 (0.00-17.50)</td>
<td>5.00 (0.00-12.50)</td>
<td>7.50 (0.00-22.50)</td>
<td>5.00 (0.00-15.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>149 (65.06)</td>
<td>533 (70.13)</td>
<td>343 (66.60)</td>
<td>298 (61.57)</td>
<td></td>
</tr>
<tr>
<td>Generalized anxiety (DSM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>15.00 (7.50-30.00)</td>
<td>17.50 (7.50-30.00)</td>
<td>17.50 (7.50-35.00)</td>
<td>15.00 (7.50-32.50)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (0.87)</td>
<td>7 (0.92)</td>
<td>23 (4.47)</td>
<td>2 (0.41)</td>
<td></td>
</tr>
<tr>
<td>Somatic (PHQ-15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>20.00 (10.00-33.33)</td>
<td>20.00 (10.00-33.33)</td>
<td>23.33 (13.33-33.33)</td>
<td>20.00 (13.33-33.33)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (0.87)</td>
<td>8 (1.05)</td>
<td>25 (4.85)</td>
<td>2 (0.41)</td>
<td></td>
</tr>
<tr>
<td>Insomnia (ISI&lt;sup&gt;h&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>32.14 (17.86-46.43)</td>
<td>28.57 (17.86-46.43)</td>
<td>32.14 (17.86-46.43)</td>
<td>28.57 (17.86-42.86)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>1 (0.44)</td>
<td>4 (0.53)</td>
<td>21 (4.08)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Alcohol use (AUDIT&lt;sup&gt;i&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>7.50 (2.50-17.50)</td>
<td>5.00 (0.00-15.00)</td>
<td>10.00 (2.50-20.00)</td>
<td>10.00 (2.50-20.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (0.87)</td>
<td>8 (1.05)</td>
<td>25 (4.85)</td>
<td>3 (0.62)</td>
<td></td>
</tr>
<tr>
<td>Substance use (DSM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.00 (0.00-2.50)</td>
<td>0.00 (0.00-2.50)</td>
<td>0.00 (0.00-2.50)</td>
<td>0.00 (0.00-2.50)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>2 (0.87)</td>
<td>5 (0.66)</td>
<td>21 (4.08)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Mania or Hypomania (ASRM&lt;sup&gt;j&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>25.00 (15.00-35.00)</td>
<td>20.00 (10.00-35.00)</td>
<td>20.00 (10.00-35.00)</td>
<td>25.00 (15.00-35.00)</td>
<td></td>
</tr>
<tr>
<td>Unknown, n (%)</td>
<td>149 (65.06)</td>
<td>533 (70.13)</td>
<td>343 (66.60)</td>
<td>298 (61.57)</td>
<td></td>
</tr>
<tr>
<td>Insomnia Dx&lt;sup&gt;k&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Yes</td>
<td>8 (3.49)</td>
<td>52 (6.90)</td>
<td>33 (6.68)</td>
<td>24 (4.97)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td>Somatic symptom Dx, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Yes</td>
<td>2 (0.88)</td>
<td>11 (1.46)</td>
<td>1 (0.20)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Twitter user, bot-like (n=229)</td>
<td>Not a Twitter user (n=760)</td>
<td>Twitter user, invalid handle (n=515)</td>
<td>Twitter user, valid handle (n=484)</td>
<td>P value\textsuperscript{d}</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------------------</td>
<td>-----------------------------</td>
<td>--------------------------------------</td>
<td>------------------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td><strong>Major depression Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Yes</td>
<td>50 (21.83)</td>
<td>183 (24.27)</td>
<td>136 (27.53)</td>
<td>129 (26.71)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Specific phobia Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>Yes</td>
<td>10 (4.39)</td>
<td>21 (2.79)</td>
<td>17 (3.44)</td>
<td>13 (2.69)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Social anxiety Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Yes</td>
<td>32 (14.04)</td>
<td>87 (11.54)</td>
<td>68 (13.77)</td>
<td>62 (12.84)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Panic Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (5.7)</td>
<td>41 (5.44)</td>
<td>37 (7.49)</td>
<td>26 (5.38)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Posttraumatic stress Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>Yes</td>
<td>6 (2.63)</td>
<td>36 (4.77)</td>
<td>22 (4.45)</td>
<td>18 (3.73)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Generalized anxiety Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>Yes</td>
<td>69 (30.13)</td>
<td>193 (25.60)</td>
<td>155 (31.38)</td>
<td>146 (30.23)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Agoraphobia Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
<td>4 (0.53)</td>
<td>2 (0.40)</td>
<td>3 (0.62)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Alcohol use Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
<td>6 (0.80)</td>
<td>4 (0.81)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Substance use Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>Yes</td>
<td>1 (0.44)</td>
<td>16 (2.12)</td>
<td>9 (1.82)</td>
<td>5 (1.04)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Bipolar Dx, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
<td>23 (3.05)</td>
<td>9 (1.82)</td>
<td>6 (1.24)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.44)</td>
<td>6 (0.79)</td>
<td>21 (4.08)</td>
<td>1 (0.21)</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Bot-like: individual reported being a Twitter user and provided a Twitter handle, but it had a Botometer score $>0.42$.

\textsuperscript{b}Invalid handle: individual reported being a Twitter user but did not provide their Twitter handle or provided a handle that was invalid.

\textsuperscript{c}Valid handle: individual reported being a Twitter user and provided a Twitter handle, and it had a Botometer score $\leq0.42$.

\textsuperscript{d}Kruskal-Wallis rank-sum test; Pearson chi-square test; Fisher exact test for count data with simulated $P$ value (based on 2000 replicates).

\textsuperscript{e}DSM: Diagnostic and Statistical Manual of Mental Disorders.

\textsuperscript{f}MIDUS: Midlife in the United States self-reported measure of perceived stress.

\textsuperscript{g}PHQ: Patient Health Questionnaire.

\textsuperscript{h}ISI: Insomnia Severity Index.

\textsuperscript{i}AUDIT: Alcohol Use Disorders Identification Test.

\textsuperscript{j}ASRM: Altman Self-Rating Mania.

\textsuperscript{k}Dx: diagnosis.
**Discussion**

**Principal Findings**

Our results suggest that it is feasible to collect social media data from individuals who also provide information about a breadth of mental health symptoms. We found no evidence that individuals who provide valid Twitter handles are a biased sample when compared with individuals who provide invalid handles, do not provide their handles, do not use Twitter, or are classified as bot-like. The widespread availability of social media [10] has facilitated research on large samples with longitudinal observations [26-28]. Although the nature of social media activity can be fairly simple (eg, posting short bits of text and sharing audiovisual content), researchers have made well-supported inferences from this activity about the way mood [26-28], sleep patterns [11], social relations [26], and personality [28] manifest in real-world contexts. Most of this work lacks the measurement of clinically relevant variables, such as the validated assessments of depression, anxiety, and other mental disorder symptoms that we used. For example, we conducted a study characterizing the language of individuals who self-identified as having received a clinical diagnosis of depression [15], finding that they use language that is more negative and rigid than that of a random sample [15]. Although the findings obtained using individual self-identification are interesting, they are subject to a variety of possible sample and observation biases and bear replication against validated clinical screening scales such as the ones we used in this study.

We conducted the SOCIAL I and SOCIAL II studies to triangulate data and meta-data obtained from social media with a range of validated clinical self-reports of symptoms of distress (ie, depression, stress, and generalized anxiety), fear (ie, panic and social anxiety), substance use (ie, alcohol and other drugs), somatoform problems (ie, insomnia and chronic pain), and potential thought disorder symptoms (ie, symptoms consistent with hypomania). However, a concern about studies triangulating clinical data and social media data remains that individuals who volunteer their social media accounts in such studies are not representative of individuals on social media in general [20]. In this report, we compared the baseline sociodemographic, clinical, and social media variables of individuals who were Twitter users who provided valid Twitter handles to Twitter users who provided handles associated with accounts with high bot scores, Twitter users who provided invalid account names, and, in SOCIAL II, non-Twitter users. In both cohorts, individuals who provided valid Twitter handles tended to use Twitter less than individuals who did not provide handles or who provided invalid handles, although these differences were small, and most individuals reported using Twitter “several times a day.” By and large, the differences between the groups were not statistically significant, and when they were statistically significant, they were small in magnitude. This suggests that prior work that focuses on individuals who self-disclose valid Twitter handles is generalizable, at least with regard to the demographic, clinical, and social media features measured here. We observed other demographic differences between the 2 cohorts. For example, in SOCIAL I, cisgender women were more likely to provide their handles, as were lesbian, gay, bisexual, and queer individuals (vs heterosexual individuals) and those who reported lower (vs higher) incomes. Nonetheless, in all cases in which we did detect differences, there was complete overlap in the distributions of continuous and ordinal variables, and the differences in effect sizes were relatively small in magnitude. Again, these results are encouraging regarding the generalizability of research on people who volunteer their handles to social media users more broadly, and therefore, do not support the critique that relying on a sample of users who are willing to provide their Twitter handles will lead to significant sample bias.

**Limitations and Strengths**

Some limitations inherent in our data are worth considering. First, social media use, especially frequent social media use, is not a random and normally distributed variable. Evidence suggests, for example, that a small portion of users are responsible for a large number of tweets. Thus, future analyses of the SOCIAL I and II data sets and related data sets should consider the frequency of social media activity as well as the nature of that activity. In addition, the decision to enter a study focused on social media may in itself introduce a selection bias that we cannot guard against. Although our samples allow us to study mental health and social media across units of analysis (ie, self-report, text data, and meta-data), we lack more objective data including biomarkers or even observer reports of mental health symptoms. Importantly, although we did not conduct semistructured interviews about mental disorder diagnoses, the diagnosis of mental disorders is largely influenced by the severity of symptoms [29]. For many clinical problems such as depression [30], anxiety, and alcohol use [31], scores on disorder screening scales such as the ones we used are excellent predictors of diagnoses in clinical interviews.

**Future Directions**

Despite the fact that social media samples are not representative of the entire population, social media users represent 20%-70% of all individuals in the United States [10], thereby providing a sample that constitutes a plurality of the entire population in the United States. In SOCIAL I, we collected a relatively heterogeneous sample of Twitter users. SOCIAL II was a more homogeneous sample, but it had the advantage of containing a subsample of individuals who did not use Twitter or were unwilling to share these data. We collected an assortment of transdiagnostic features of psychopathology representing the most common symptoms of poor mental health. These data will allow us to assess how the spectrum and range of psychopathology manifests itself in natural language and social networks.

With these data sets, we can triangulate self-reported clinical data and data collected from social media. In both samples, mental health symptoms were relatively well represented, making them good, large-scale samples for studying psychopathology. Our current analyses suggest that individuals in these data sets who volunteered to give their Twitter handle, and provided a valid handle, were not different from other individuals in terms of their demographic characteristics, social media use, and mental health. A future direction for this line of work is to use self-reported mental health to replicate findings.
in which mental health is inferred through social media activity. Another direction is to extend the data collection to include ecological momentary assessments to triangulate to what extent social media behavior is a valid window into individuals’ mental health.
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Abstract

Background: Twitter has become a primary platform for public health campaigns, ranging from mental health awareness week to diabetes awareness month. However, there is a paucity of knowledge about how Twitter is being used during health campaigns, especially for Alzheimer’s Awareness Month.

Objective: The purpose of our study was to examine dementia discourse during Canada’s Alzheimer’s Awareness Month in January to inform future awareness campaigns.

Methods: We collected 1289 relevant tweets using the Twint application in Python from January 1 to January 31, 2022. Thematic analysis was used to analyze the data.

Results: Guided by our analysis, 4 primary themes were identified: dementia education and advocacy, fundraising and promotion, experiences of dementia, and opportunities for future actions.

Conclusions: Although our study identified many educational, promotional, and fundraising tweets to support dementia awareness, we also found numerous tweets with cursory messaging (ie, simply referencing January as Alzheimer’s Awareness Month in Canada). While these tweets promoted general awareness, they also highlight an opportunity for targeted educational content to counter stigmatizing messages and misinformation about dementia. In addition, awareness strategies partnering with diverse stakeholders (such as celebrities, social media influencers, and people living with dementia and their care partners) may play a pivotal role in fostering dementia dialogue and education. Further research is needed to develop, implement, and evaluate dementia awareness strategies on Twitter. Increased knowledge, partnerships, and research are essential to enhancing dementia awareness during Canada’s Alzheimer’s Awareness Month and beyond.

(JMIR Form Res 2022;6(10):e40049) doi:10.2196/40049
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Dementia is a rapidly growing public health challenge. In Canada, over 402,000 people live with dementia, and this number is projected to increase as the population ages [1]. Dementia is a general term used to describe a group of diseases and conditions affecting the brain, ranging from Alzheimer disease to Parkinson disease [2]. Alzheimer disease is the most common cause of dementia and accounts for approximately 64% of all dementias in Canada [3].

Stigma (eg, negative beliefs, labels, and discriminatory actions) is a significant issue experienced by people living with dementia and their care partners [4-6]. Almost 50% of Canadians would not want others to know if they had dementia [7]. Inadequate knowledge about dementia and lack of awareness contribute to stereotypes and discrimination against people living with dementia [8-10].

Stigma of dementia can lead to feelings of depression, anxiety, social isolation, and a decreased quality of life for people with dementia and their care partners [10-12]. Moreover, stigma of dementia can deter people from accessing educational information, health services, and supports, thus creating a barrier to timely diagnosis of dementia [7]. A timely diagnosis enables people with dementia to access support services, plan for the future, and access interventions that may improve their quality of life [10]. Consequently, dementia awareness campaigns are vital to reducing stigmatic beliefs, supporting cognitive health promotion, and optimizing timely diagnosis.

Globally, there are increasing efforts to increase awareness of dementia through various Alzheimer’s Awareness Months [12]. For example, the United States has its Alzheimer’s Awareness Month in November, the World’s Alzheimer’s Awareness month is in September, and Canada has its Alzheimer’s Awareness Month in January. In the past, these awareness campaigns have targeted traditional media such as the radio, television, and print media (eg, magazines, newspapers, and newsletters). More recently, social media websites (such as Facebook, Instagram, and Twitter) are being used as primary venues for hosting awareness campaigns.

With a daily average of 500 million tweets, Twitter is becoming a powerful platform for public health campaigns ranging from mental health awareness [13] to breast cancer awareness month [14]. However, no studies have examined Twitter campaigns for Alzheimer’s Awareness Month. Accordingly, the purpose of our study was to examine the Twitter discourse on dementia during Alzheimer’s Awareness Month in Canada.

**Methods**

**Ethical Considerations**

Compared to traditional research with human participants, tweets posted publicly on Twitter can be used for research without additional consent or ethics approval [13,15,16]. Consequently, institutional ethics approval was not obtained as our data collection focused on tweets shared within the public domain. Nevertheless, any personal identifying information (such as @handles, usernames, and URLs) was removed to ensure anonymity and protect the identity of the Twitter users.

**Recruitment**

Tweets were collected using Twint, an advanced scraping tool written in Python. Twint allows users to scrape tweets without the use of Twitter’s application programming interface, thus enabling it to avoid certain restrictions such as the number of tweets scraped, the frequency and time period of scrapes, and the requirement of a Twitter account [17]. Our study focused on Canada’s Alzheimer’s Awareness Month; consequently, we used Twint to asynchronously scrape tweets for the time frame of January 1 to January 30, 2022. Our search terms consisted of various phrases of Alzheimer’s Awareness Month (ie, “#AlzheimersAwarenessMonth,” “#AlzAwareness,” “#dementiawareness,” “dementia month,” “dementia awareness month,” “dementia awareness,” “Alzheimer’s awareness month,” “Alzheimer’s awareness,” “Alzheimer's month,” and “January is Alzheimer’s Awareness month”) or tweets using a combination of either “Canada” and “dementia” or “Alzheimer’s.” We also searched for tweets posted from Canada’s national and provincial Alzheimer organizations (ie, @alzCanada, @AlzheimerOnt, @AlzheimerSK, @DementiaAB_NT, @AlzheimerNS, @AlzheimerNB, @AlzheimerPEI, @alzheimerMB, @AlzheimerBC, @asnl2, and @FqsaAlzh). Given that our search focused on Canada’s Alzheimer’s Awareness Month, we only included tweets from Canada. Our initial search resulted in a total of 7109 tweets. We used filters to exclude non–English-language tweets, reply tweets, duplicate tweets, and spam tweets, resulting in 1289 tweets (see Figure 1). The remaining 1289 tweets were extracted to an Excel (Microsoft Inc) spreadsheet for thematic analysis.

It is important to note that our total number of relevant tweets (n=1289) is comparable to other Twitter awareness studies. For example, in Makita et al’s [13] study on the mental health discourse on Twitter during a mental health awareness campaign, the authors analyzed 1200 tweets. In addition, Chung [14] analyzed 1018 tweets to examine the discourse during breast cancer awareness month.
Figure 1. Tweet filtering process.

Data Analysis
Tweets were analyzed using a 5-stage inductive thematic analysis process [18]. First, the researchers (JB, MEO, and RJS) immersed themselves in the by-reading and rereading of 150 tweets to support data familiarization of the Tweets. We used memos to capture any preliminary ideas about the data (eg, similarities, differences, and interesting points) to assist in the development of our initial codes [19]. Second, an open coding approach was used by rereading the initial 150 tweets and developing a code for each tweet, which led to a list of codes. Third, we created a codebook to identify each code name, code definition, and specific examples of relevant tweets for each code. We completed pilot tests with our codebook to help support consistency and intercoder reliability during the coding process. For example, our codebook was pilot tested by having our full team independently code the same set of data (eg, 75 tweets), and then compare coding to discuss coding similarities, differences, or uncertainties. Following our pilot test, tweaks were made to ensure a robust codebook (eg, adding inclusion and exclusion criteria and providing additional examples for each code) to help improve the clarity of the codes. The final codebook consisted of 8 codes, including the following: fundraising (eg, “please donate to Alzheimer’s research”), advocacy or stopping the stigma on dementia (eg, “let’s break the stigma of dementia…”), cursory or limited content (eg, “January is Alzheimer’s Awareness Month”), advertising (eg, “attend our conference on…”), experiences with dementia (eg, “Mom died of Alzheimer’s…”), advocacy or stopping the stigma on dementia (eg, “…the only truly deranged are the ones having their Alzheimer’s medications filled…”), supports (eg, “each month we offer a caregiver support group…”), and education (eg, “dementia describes a group of symptoms, such as memory loss…”). Each tweet was coded independently by 2 coders to support intercoder reliability. All of our coders were experienced in conducting thematic analysis and have had previous experience in coding tweets [20]. Any coding uncertainties or disputes were resolved through discussion and consensus with 2 coders. However, if consensus could not be reached, the first author acted as a third reviewer to resolve any coding discrepancies. Fourth, once the coding was completed, team meetings were held to discuss relationships and theme development among the codes. More specifically, we used Braun and Clark’s [18] proposed theme generation questions to help support our theme development process. For example, we discussed the coherence of our themes, whether our data supported our themes, and whether we were missing any themes. Fifth, we used a thematic map to document our process for grouping our codes into subthemes that supported the development of our 4 main themes (see Figure 2).
Trustworthiness and Rigor

We used 4 measures to support trustworthiness and rigor in our research. First, multiple coders (eg, each tweet was coded independently by 2 researchers) were used to help ensure a rich data analysis by reducing the potential for individual bias and subjectivity during our coding process [21]. Second, we calculated intercoder reliability scores to assess coding agreement between our different pairs of researchers who were coding the same sets of data. More specifically, our intercoder reliability rate was determined by calculating the percentage of coding agreement among our 6 pairs of coders to establish our overall group average, which was 88.83% (see Table 1 for a breakdown of our intercoder reliability scores). Third, memo writing was integrated into the data analysis process to enable iterative descriptions to support theme development to be discussed and reviewed by the full research team [19]. For example, researchers used analytic memos to document interesting aspects of the data and emerging impressions of relationships and patterns (eg, similarities and differences) to help inform the development of overarching themes [22]. Illustrative tweets of each theme were also identified collaboratively by the team during the memo writing process. Fourth, interdisciplinary reflexivity (eg, reflecting on each researchers’ identity, assumptions, roles, theoretical underpinnings, and positioning) was used to help inform and avoid any potential areas for bias [23]. Team members were representative of different disciplines and academic backgrounds such as psychology, nutrition, community health and epidemiology, and computer science. Moreover, our coding pairs (ie, 2 coders analyzing each tweet) were purposefully selected to ensure researchers from different disciplines were partnered together to provide a more nuanced analysis. Drawing on this interdisciplinary lens (researchers with different disciplines, training, and expertise) enabled a more comprehensive and in-depth interpretation of the data than could have been achieved by a single discipline [23].

Table 1. Intercoder reliability.

<table>
<thead>
<tr>
<th>Coder pairs</th>
<th>Intercoder agreement, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>JDB and CB</td>
<td>84.00</td>
</tr>
<tr>
<td>KSG and MA</td>
<td>80.00</td>
</tr>
<tr>
<td>JDB and SA</td>
<td>86.00</td>
</tr>
<tr>
<td>AC and RGS</td>
<td>91.00</td>
</tr>
<tr>
<td>MEO and RS</td>
<td>98.00</td>
</tr>
<tr>
<td>SG and SK</td>
<td>94.00</td>
</tr>
<tr>
<td>Intercoder reliability average</td>
<td>88.83</td>
</tr>
</tbody>
</table>
Results

Based on our analysis, 4 themes were identified on Twitter during Alzheimer’s Awareness Month in Canada: (1) dementia education and advocacy, (2) fundraising and promotion, (3) experiences of dementia, and (4) opportunities for future actions.

Dementia Education and Advocacy

A predominant theme identified in the tweets was dementia education and advocacy. Several tweets shared facts and statistics about dementia in Canada. For example, tweets often provided definitions and descriptions of dementia. Numerous tweets provided dementia-related statistics, such as the number of Canadians living with dementia. Some tweets discussed statistics of dementia care partners in addition to highlighting brief facts (eg, early diagnosis benefits, risk factors, etc). These educational tweets are illustrated in the examples below.

Dementia is used to describe a group of symptoms, such as memory loss, confusion, mood changes and communication difficulties. Alzheimer’s disease is the most common cause of dementia...

January is Alzheimer Awareness Month. #DYK that more than 500,000 people are currently living with dementia today in Canada? That number is expected to rise to 912,000 by 2030...

January is #AlzheimersAwarenessMonth, an opportunity to learn more about dementia. 1 in 5 Canadians have experienced caring for someone with dementia. Early diagnosis can lead to a better quality of life.

Many tweets focused on advocacy related to stopping stigma and recognizing the rights of people living with dementia. For example, tweets on stopping stigma described the need to combat or end stigma against people living with dementia. These tweets often had a strong emphasis on the need for more education and dialogue on dementia to address misconceptions and false information. Tweets on stopping the stigma on dementia are captured in the following examples.

January is #AlzheimersAwarenessMonth. Let’s end the stigma surrounding dementia by talking about it, educating ourselves, and supporting those who live with dementia and care partners. Learn from our variety of resources...

...We encourage you to learn more about Alzheimer’s disease throughout the month and help us smash the stigma surrounding it... get started by learning about these common myths surrounding the disease...

Several tweets discussed respecting the rights of people with dementia. For example, family care partners often emphasized the need to recognize the rights and dignity of people living with dementia. Advocacy tweets highlighting the need to respect people with dementia are illustrated in the examples below.

January marks #AlzheimersAwarenessMonth. People living with dementia deserve to have their rights respected and protected, including the right to manage their own lives. Learn more about the rights for people living with dementia...

Fundraising and Promotion

Many tweets identified fundraising and promotional efforts to support dementia awareness during Alzheimer’s Awareness Month in Canada. More specifically, fundraising frequently involved requests for money, donation of time, or participation in an event (eg, walk, run, bike, skate, etc), often with a focus of supporting people with dementia and fighting for better outcomes. The following examples illustrate fundraising tweets.

We need your help to find a cure! Please donate to Alzheimer’s today! #Alzheimers #AlzheimersResearch #dementia #alzheimersawareness #caregiver #dementiicare #dementiawarness #seniorcare #aging #alzheimersdisease #mentalhealth

On Saturday, February 5, 2022, starting at 12:00am (midnight), Steve McNeil, a mailman and recreational hockey referee from Etobicoke, ON is coming to Windsor to skate for 19 hours and 26 minutes to raise awareness and funds for Alzheimers disease...

Day 12, 1317 press ups completed, 705 to go. Raising funds for Alzheimers Society and Alzheimer's awareness. Donate via the link...

Promotional efforts did not involve requests for any type of fundraising but focused on drawing the public’s attention toward an array of dementia-related efforts. These promotions took 2 forms. The first form of tweets promoted a range of educational opportunities to connect people to knowledge and education about dementia, including research, conferences, webinars, books, and videos. These promotional tweets focused on educational events are highlighted in the examples below.

SAVE THE DATE! Our 10th Annual Alzheimers Awareness Conference will take place virtually on Thursday, January 27th from 9am-12:30pm. Stay tuned for further registration announcements...

It’s #AlzheimersAwarenessMonth! Register for the @ccna_ccnv’s event… to learn more about supporting the well-being of care partners for persons living with #dementia. Sign up here...

The second type of promotional tweets amplified social supports for people living with dementia and their care partners. Tweets highlighting social supports (eg, support groups and telephone helplines) are demonstrated in the following examples.

It’s Alzheimer’s Awareness Month. We know being a caregiver for a loved one can be challenging. Call the 2-1-1 helpline to find supports in your community from home assessments to respite supports, Alzheimer’s programs and more. Dial 2-1-1…

Are you a caregiver for someone with dementia? We have a support group for you. Join us the first Thursday of each month…
Experiences of Dementia
A third theme within the data described experiences related to knowing someone with dementia. Notably absent from our findings were tweets sharing the lived experiences and the direct perspectives of people living with dementia. Rather, tweets tended to focus on the experiences of family members and friends of people with dementia. Within this theme, experiences of dementia were shared in concert with the awareness month campaign to bolster the campaign, but other experience-based tweets appeared disconnected from the campaign. Appreciation for the lived experience of dementia was also heralded as an important component of Alzheimer’s Awareness Month.

Today marks one year without my uncle [sic] & I've been raving about getting a purple butterfly for him for Alzheimer's awareness...

January is Alzheimer's Awareness Month! Let's understand the experiences of people living with dementia to impact their lives positively...

Although some tweets highlighted the awareness month campaign by sharing a personal story, many tweets appeared to be distinct and not connected to the advocacy campaign. Instead, these appeared to represent the regular and constant flow of personal dementia experiences shared via Twitter [24].

Just over a month ago I moved back home to be with mum as shed received a diagnosis of Alzheimers. Im sharing this with you now as I know a few of you have been in my shoes with your own parents and I've realised I'd appreciate support & advice on this journey.

My dad has dementia and can't be alone. Every month my mom goes to dinner with friends. Comes home and asks why he hasn't gone to bed. Every month I say because he is waiting for you. I cant decide if she thinks she's being cute. Because I already know she's got a selfish streak.

My grandpa has dementia and Im the only one in the family who visits him weekly and helps him. I asked my family to visit him at least once a month in our group text. One person said they'd visit this week. I hope he haunts them when he dies.

Tweets expressing grief and loss were notable among these personal experiences and frustration with inadequate care at the end of life for people with dementia. Although some positive experiences with dementia were shared, many tweets featured negative experiences including despair, frustration, and issues of grief. Among these tweets, there was a predominant focus on death and the end-of-life stage among people with dementia.

And there's the call from mom. Grandma passed away peacefully this morning after over a decade fighting alzheimer's. It was very expected, she's been in steep decline over the last month. I lost my grandma years and years ago, but it still hurts to lose her again.

Mom died of Alzheimers, yesterday. Last month, owing to a fall, she was hospitalized. They were overwhelmed with Covid patients, so there were no beds. She was strapped into a gurney, in a hallway, confused and alone...

Opportunities for Action
Although numerous tweets offered educational content, several tweets lacked informative content. For example, these tweets usually made cursory references to January as Alzheimer's Awareness Month without providing any educational information or additional context. Examples of cursory tweets are illustrated below.

Did you know that January is Alzheimer Awareness Month in Canada?
January is Alzheimer's Awareness Month!
January is Canadas Alzheimer Awareness Month
#Alzheimers #alzheimersawarenessmonth #Canada #dementia #findacure #cure #memory #memoryloss...

While these tweets promoted the campaign and increased general awareness, they also indicate an opportunity for increasing informative content to counter stigma (eg, negative attitudes, beliefs, and discriminatory behavior) of dementia [25,26]. For example, many tweets used stigmatizing language such as “suffer” and “endure” to describe people living with dementia. Moreover, several tweets made derogatory comments and political ridicule about dementia. Some tweets also shared false information about the COVID-19 vaccine causing dementia. These tweets are documented in the examples below.

Checking out at the liquor store. Guy at register: how old are you? Me: *genuinely trying to remember my age* dahhhh......twentyyyy-nine? *Realizing how stupid I am* I turn 30 next month. The dementia's settling in way earlier than I thought.

You know how some politicians are documented as saying one thing then contradicting it, within a month to a year... Shouldn't people check if they have dementia, instead of accusing of lies/being 'evil puppets' ect ect.

These people aren't dumb, they know exactly what they're doing. They're counting on you just writing them off as stupid. The only truly deranged are the ones having their Alzheimer's medications filled every month. But thats an entirely different conversation.

Alzheimers is a vax side-effect. Perhaps they are slowly introducing their advances in breakthrough treatments to what they have injected us with...

These negative comments and misinformation only further increase the stigma against people living with dementia. Recent reports indicate that negative attitudes and misinformation can act as a barrier for people with dementia in seeking a timely dementia diagnosis [8,10]. Consequently, these examples highlight opportunities for future Twitter campaigns to provide targeted tweets to counter stigmatizing language and misinformation.
Discussion

Principal Findings

Our study aimed to examine the Twitter discourse on dementia during Alzheimer’s Awareness Month in Canada. Understanding Twitter content during Alzheimer’s Awareness Month is vital to informing targeted education and messaging strategies. A growing body of literature suggests that Twitter may provide an effective means to educate audiences on public health issues, raise awareness, and counter misinformation on stigmatized diseases such as dementia [13,27,28]. Using thematic analysis, we found 4 main themes during Alzheimer’s Awareness Month ranging from fundraising to opportunities for future actions.

Our study identified many educational, advocacy, promotional, and fundraising tweets to support people living with dementia. Although several tweets provided informative content, we also identified numerous tweets that contained cursory messaging by simply referencing January as Canada’s Alzheimer’s Awareness Month. While these tweets promoted the campaign and increased general awareness, they also indicate an opportunity for targeting educational content to counter misinformation and correct stigmatizing language. Many tweets used a negative discourse and stigmatizing words such as “suffer” and “endure” to describe people living with dementia. However, stigmatizing language perpetuates misinformation and myths by implying that people with dementia are not able to live meaningful lives. Moreover, negative discourse against people living with dementia can have important public health implications. How society communicates about dementia influences how policy makers, practitioners, and the general public value the lives of people with dementia. Studies show that stigma can lead to inequitable access to health care services for people living with dementia [29-31]. Consequently, targeted educational campaigns are needed to address stigmatizing language and misinformation about dementia.

Existing literature on mental health and cancer show that educational awareness campaigns can have positive outcomes at both the societal and individual levels [31-33]. For example, educational campaigns can counter public stigma at the societal level and alleviate self-stigma to improve self-confidence at the individual level [31]. However, a paucity of knowledge exists on educational campaign strategies to address the stigma on dementia, especially on social media platforms such as Twitter [34,35]. Future research is necessary to develop and evaluate educational campaign strategies on social media to counter stigma and correct stigmatizing language used against dementia.

Similar to existing studies [36,37], our study on Twitter discourse found that many tweets shared experiences of dementia. More specifically, people shared personal narratives related to issues of grief, bereavement, and death of family members with dementia. Among these tweets, there was a notable focus on death and the end-of-life stage of dementia. Although dementia due to all etiologies is incurable (ie, no interventions), the public is often unaware that dementia does not progress in a linear fashion and varies from person to person [38,39]. Tweets focused on negative aspects of the end-of-life stage may enhance the awareness of support needs during this stage, but they may also exacerbate existing stereotypes against dementia focused on frailty, suffering, and one’s inability to live well with dementia [20]. Conversely, tweets sharing real-life stories of people living well with dementia may help to counteract negative stereotypes of people with dementia.

Our study found that the lived experiences and perspectives of people living with dementia were notably absent from the tweets. Research suggests that sharing diverse lived experiences of dementia can help reduce the stigma on dementia by fostering knowledge, understanding, and empowerment [38]. Accordingly, future Alzheimer awareness campaigns on Twitter could be enhanced by highlighting diverse voices and insights of people living with dementia. For example, existing Twitter studies on mental health [13], flu vaccines [40], and breast cancer [14] highlight the beneficial role of engaging social media influencers (eg, celebrities) and champions (eg, advocates, care partners, and people with lived experience) to promote awareness and counter stigmatizing discourse on social media. Accordingly, partnerships with diverse stakeholders (eg, people living with dementia, care partners, celebrities, social media influencers, etc) could play an important role in improving dementia dialogue and awareness on Twitter. Further research is necessary to examine and evaluate awareness campaigns that work in direct partnership with different stakeholders.

Limitations

Although a rigorous process was undertaken to perform this study, our research has limitations. For example, our research focused only on tweets related to Alzheimer’s Awareness Month in Canada. However, examining Alzheimer’s Awareness Months in other countries may add value to understanding different social media strategies and awareness techniques. Moreover, it would be of interest to address cultural differences in perceptions of the disease and factors that may positively influence public discourse. Further research is necessary to investigate Twitter data based on Alzheimer’s Awareness Months in different countries.

Although we aimed to use inclusive search criteria, it is possible that some relevant tweets related to Alzheimer’s Awareness Month may have been missed. More specifically, because our inclusion criteria focused specifically on English-language tweets, it is possible that relevant tweets in other languages were overlooked. Indeed, Canada is a bilingual country, and tweets in the second official language of French were not analyzed in this study. Additional research examining Twitter content in other languages (such as French) may provide a more nuanced and in-depth understanding of the discourse on dementia during Alzheimer’s Awareness Month in Canada.

Given the nature of Twitter, our study did not collect any sociodemographic information based on the Twitter users. Without this information, it is difficult to make any specific inferences or assumptions based on sociodemographic characteristics such as age, ethnicity, or sex and gender. Interviews, focus groups, or surveys with sociodemographic questionnaires may provide insight on sociodemographic
characteristics related to effective messaging campaigns tailored to specific audiences during Alzheimer’s Awareness Months.

Conclusions

Our study examined the Twitter discourse on dementia during Alzheimer’s Awareness Month in Canada. Understanding Twitter content during public health campaigns is critical to informing targeted messaging and educational strategies. Drawing on thematic analysis, our study identified 4 main themes during Alzheimer’s Awareness Month in Canada: dementia education and advocacy, fundraising and promotion, experiences of dementia, and opportunities for future actions.

While several of the tweets provided informative content, we also identified opportunities for action to enhance future awareness month campaigns. For example, we found numerous
tweets that contained cursory messaging by simply referencing January as the Alzheimer’s Awareness Month in Canada. While these tweets promoted the campaign and increased general awareness, they also highlighted an opportunity for targeted educational content to correct stigmatizing language and misinformation about dementia. Moreover, awareness strategies partnering with diverse stakeholders (such as people living with dementia, celebrities, social media influencers, advocates, and care partners) may play a pivotal role in fostering dementia education and awareness on Twitter. Further research is needed to develop and evaluate dementia awareness campaigns on social media platforms such as Twitter. Increased knowledge, partnerships, and research are essential to enhancing dementia awareness during Canada’s Alzheimer’s Awareness Month and beyond.
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