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Abstract

Background: Chatbots have the potential to provide cost-effective mental health prevention programs at scale and increase
interactivity, ease of use, and accessibility of intervention programs.

Objective: The development of chatbot prevention for eating disorders (EDs) is still in its infancy. Our aim is to present examples
of and solutions to challenges in designing and refining a rule-based prevention chatbot program for EDs, targeted at adult women
at risk for developing an ED.

Methods: Participants were 2409 individuals who at least began to use an EDs prevention chatbot in response to social media
advertising. Over 6 months, the research team reviewed up to 52,129 comments from these users to identify inappropriate responses
that negatively impacted users’ experience and technical glitches. Problems identified by reviewers were then presented to the
entire research team, who then generated possible solutions and implemented new responses.

Results: The most common problem with the chatbot was a general limitation in understanding and responding appropriately
to unanticipated user responses. We developed several workarounds to limit these problems while retaining some interactivity.

Conclusions: Rule-based chatbots have the potential to reach large populations at low cost but are limited in understanding and
responding appropriately to unanticipated user responses. They can be most effective in providing information and simple
conversations. Workarounds can reduce conversation errors.

(JMIR Form Res 2022;6(1):e28003) doi: 10.2196/28003
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Introduction

Eating Disorders Prevention
Eating disorders (EDs) are serious psychiatric disorders
associated with high morbidity and mortality, marked

psychosocial impairment, and poor quality of life [1]. A recent
meta-analysis found EDs prevalence rates of about 8% in women
in the Western world, as well as evidence that these disorders
are prevalent worldwide [2]. However, fewer than 20% of
individuals who develop EDs receive treatment [3,4]. EDs
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prevention plays a vital role to help bridge the treatment gap.
Fortunately, a number of risk factors for EDs onset have been
identified, including internalization of the thin-body ideal and
having many weight and shape concerns [5-7]. Weight and
shape concerns and internalization of the thin-body ideal affect
many young women. In one study, about 23% of college-age
women had elevated levels of weight and shape concern that
put them at risk for EDs [3]. Therefore, prevention of EDs is of
utmost importance given the prevalence and low treatment rates
of affected individuals. Interventions designed to target the
highest risk groups have been shown to reduce risk factors and
even onset [7-9]. For instance, a recent meta-analysis found a
38% decrease in incidence in the intervention groups compared
with controls with small to moderate effects on EDs symptoms
and risk factors, with most of the evidence coming from
internet-based studies [8].

On the assumption that internet-based programs can provide
easy and convenient access to EDs prevention, we developed
a cognitive behavior–based program called Student Bodies (C).
Human-moderated (guided) versions of Student Bodies have
been shown to be associated with moderate improvements in
ED-related attitudes, including reductions in negative body
image and the desire to be thin [9-12]. Human moderators helped
reinforce the use of the program by providing support and
feedback. When comparing a moderated and an unmoderated
version of the Student Bodies program, it was found that some
guidance and encouragement from a human moderator improved
outcomes [13]. However, providing human moderation to
prevention programs incurs cost and is not a viable approach
to reaching large populations who might benefit from EDs risk
reduction.

Chatbot Development
As such, we considered ways to provide automated moderation
and specifically considered whether a chatbot could provide
some automated interactivity, mirroring 1 aspect of human
moderation. Chatbots are computer programs that can provide
information and simulate human conversations [14]. Chatbots
are widely used in the United States for several activities (eg,
Siri, Alexa, or service centers) [15]. In recent years, many
chatbots have been developed to provide psychoeducational
and mental health interventions [16]. Chatbots also have the
advantage of being delivered via mobile devices. As of 2019,
96% of American adults aged between 18 and 29 years owned
a smartphone [17], smartphone users have an average screen
time of 3 hours 10 minutes per day [18], and millennials spend
nearly 50 minutes each day texting [19]. Research has found
that, relative to an internet browser–based program, a
chatbot-based program was associated with higher ease of use
and increased response rate [20,21]. While chatbots in various
forms are becoming widespread, few studies have evaluated
their effectiveness in the prevention of mental health problems
[14,22,23].

Chatbots can be developed in several ways [24-26]. One
approach is to write out the basic conversations, including
responses to user inputs, and then continue to refine the
conversations based on user and chatbot inputs. In other words,
it is necessary to develop a hand-curated, rule-based chatbot.

An advantage of this is that the responses can be prescripted
and controlled by the investigators. A disadvantage is that the
conversations are predefined and thus limited. Another basic
approach is to use artificial intelligence to generate responses
in which the chatbot learns responses based on exemplar data
[27]. Exemplar data for generative chatbots can be formed
through prior chatbot interactions and can be curated through
both user and expert ratings [28]. Generative chatbots work by
mimicking the semantic patterns of the pre-established narrative
text on which it is trained. An advantage is that conversations
can be dynamic and fluid, adopting a wide repertoire, but it
requires large, curated databases as well as considerable
technical expertise. In addition, many chatbots have
retrieval-based algorithms running to identify potential user
inputs with authored text (ie, sometimes called intent-matching).
In mental health chatbots, they can be used in areas outside the
scope of the core content, such as suicidality [29,30].

Unfortunately, most researchers and providers who might
consider the benefit of developing a chatbot do not have the
resources to develop an artificial intelligence–based chatbot.
However, rule-based chatbot authoring programs are becoming
available and can be used without extensive programming
experience (eg, Rasa [31] and Google’s DialogFlow [32]). Such
an approach also represents a reasonable first-line approach to
the initial development of a chatbot for a specific purpose.
Therefore, we decided to use this approach to create a chatbot
for Student Bodies in an effort to develop a scalable and
low-cost resource for those in the United States who might
benefit from Student Bodies. Our goal is to create an automated
version of the program called the Body Positive program. Body
Positive is moderated by a chatbot called Tessa (TM), developed
by a private mental health chatbot company, X2AI.

The development of EDs prevention chatbots is in its infancy.
A systematic review in 2019 found that only 1 out of 41 mental
health chatbots targeted EDs [33]. Since the publication of the
2019 systematic review, Beilharz et al [34] published a paper
on the acceptability and feasibility of a chatbot that provides
psychoeducation and coping skills targeting people with body
image and eating concerns. Despite increasing attention on the
use of chatbots for mental health treatment and prevention, there
is relatively little information in the literature about the process
of developing and refining mental health–related rule-based
chatbots. This could be of great value for those designing such
chatbots in the future. Therefore, the objective of this study is
to share our examples of challenges and workarounds in
designing and refining a rule-based EDs prevention chatbot that
targets young adult women at risk of developing an ED, to be
evaluated in a separate randomized trial.

Methods

Body Positive
Body Positive is an EDs prevention program delivered by a
chatbot, Tessa, that targets women between the ages of 18 and
30 years who are at risk for developing an ED. Body Positive
was designed to be tested in a randomized controlled trial, the
results of which were published in a separate paper [35]. The
procedures and materials used in this study were approved by
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the institutional review board of Palo Alto University. All
procedures performed in this study were in accordance with the
ethical standards of the 1964 Declaration of Helsinki and its
later amendments or comparable ethical standards.

Body Positive was modified from the original Student Bodies
[10,36] prevention program. The final version of Body Positive
consisted of an introduction and 8 sessions. The introduction
covered information about the program, privacy, protocol for
crisis, and the limitations of the chatbot (eg, not moderated by
a person in real time and will say things that may seem off).
The 8 conversations covered the core content of the original
Student Bodies program, which included content that addressed
challenging the thin-body ideal, media literacy, 4Cs
(comparisons, conversations, commercials, and clothing),
healthy eating, critical comments, exercise, bingeing, and
maintenance [13]. One common strategy for developing chatbots
is to use a rule-based approach in which investigators create
and modify the scripts and algorithms that drive the chatbot’s
conversation [37]. This is the approach we followed. These
conversations were programmed into a chatbot, and the chatbot
initiated each conversation in a predetermined order. Participants
were encouraged to complete 2 conversations a week.

The chatbot that delivered and moderated Body Positive was
fully automated. In addition to the Body Positive-specific
modules, there were other pre-existing modules (ie, a crisis
module and a module that was deployed if cursing was detected)
and functions (ie, opting out of program reminders and
recognizing and responding to questions) available from the
wider X2AI chatbot platform that were triggered based on
keywords (eg, “Unsubscribe” or “?”) in users’ comments.
Chatbot conversational dynamics were meant to mimic natural
text-based conversations. For example, the chatbot sent a
message, or sometimes a few messages in succession, and then
the users would respond, as instructed in the introduction, to
continue the conversation. The communication was

synchronous, as the chatbot was designed to respond to each of
the user comments within seconds.

Guiding Principles for Chatbot-Specific Content
Development
There were several general principles that guided the process
of modifying the Student Bodies content for the interactive
chatbot platform.

First, the length of each chatbot response was kept short to align
with the texting culture. The standard SMS text message
character limit was 160 characters. Therefore, each chatbot
response was ideally fewer than 80 characters for short responses
or 160 characters for longer sentences. To improve readability,
only a maximum of 3 short responses or 1 long response would
be sent in a row to keep new content visible on most phone
screens without scrolling. A challenge was to provide an
adequate discussion of the topics at hand within such word
limitations. To help reinforce ideas and to break up walls of
text, we created a series of infographics (Figure 1) covering
material discussed in the sessions that were incorporated in the
conversations. Infographics were embedded as part of the SMS
text messages where users could view immediately without
clicking any links. We encouraged users to take screenshots for
later review.

Second, the chatbot responses were designed to convey support
and warmth and to be appropriate for most users. We achieved
this by providing reinforcement, encouragement, and supportive
language. The conversations were designed to be interactive,
such that a user could respond to an open-ended question with
a sentence. The chatbot also used emojis, in addition to
infographics, with the goals of making the program more
interesting and aligning with current texting culture or standards
[38]. The chatbot had a proprietary artificial intelligence
algorithm that detected the valence (positive, negative, and
unsure) of user responses, which allowed us to deliver the
nuanced responses of warmth and support appropriately.
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Figure 1. A screenshot of an infographic embedded as part of the text.

Our first priority was to author a rule-based, interactive chatbot
(as opposed to a program driven by artificial intelligence),
focusing on creating interactivity. We anticipated that we would
need to continue to improve the conversations over time,
following the process described in subsequent sections. Once
this pilot program is evaluated and widely deployed, if proven
effective, we would be able to generate more transcript exemplar
data. It would then be possible to further improve the core
program by using machine learning and related tools.

Participants
Participants were recruited through web-based social media
platforms, such as Facebook and Instagram advertisements,
working with Instagram influencers, physical flyers posted on
university campuses and other public community settings, and

referrals through the National Eating Disorders Association
web-based screen [39] or other ongoing EDs research studies.

A total of 210 participants completed a web-based screening
survey [40]. The screen sought informed consent, baseline data,
and eligibility. The inclusion criteria included being aged
between 18 and 30 years, identifying as female, and screening
as at risk for an ED. Participants were excluded if they did not
meet the age or gender criteria, were not at risk for an ED, or
screened positive for a clinical or subclinical ED. Participants
who screened positive for an ED were provided with referral
information, including information on how to access the
National Eating Disorders Association web-based treatment
provider database and helpline. When participants reached out
to the chatbot via either Facebook Messenger or SMS text
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messaging, the chatbot asked for their user ID and then initiated
the introduction conversation.

In addition, 2199 participants accessed the chatbot via either
Facebook Messenger or SMS text messaging through social
media recruitment. Users did not have to pay to access the
chatbot.

Measures

Eating Disorder Risk
EDs risk was determined using the Weight Concerns Scale [41],
a 5-item self-report questionnaire that assesses weight and shape
concerns, which has been shown to be a robust indicator of EDs
risk [42]. There are three 5-point questions, one 4-point question,
and one 7-point question that are transformed to yield a total
score range of 0 to 100. High risk was defined as a score of 47
or above on the Weight Concerns Scale, indicating high weight
and shape concerns. EDs risk was measured at all time points.

Eating Disorder Screen
ED diagnosis, an exclusion criterion, was measured using the
Stanford-Washington University Eating Disorder (SWED)
screen [43]. The SWED screen has been shown to have
acceptable sensitivity (from 0.90 for anorexia nervosa to 0.55
for purging disorder) and specificity (from 0.99 for anorexia
nervosa to 0.78 for subthreshold binge ED) for identifying an
ED diagnosis [43,44]. ED diagnosis was measured using SWED
screen at baseline only.

Transcript Review
The research team monitored the chatbot’s performance by
reviewing the transcripts between the chatbot and users at least
once a month. Over 150,000 responses (105,000 from the
chatbot and 52,129 from users) were reviewed to identify bugs,
chatbot responses that were erroneous or problematic, and
conversations that did not flow smoothly. Transcripts were
reviewed and evenly divided among 7 authors, who were mental
health professionals and supervised and trained graduate and
undergraduate students in psychology. Transcripts were
reviewed monthly between December 2019 and May 2020.
Each reviewer identified possible bugs that needed to be fixed
and chatbot responses that needed to be improved. We did not
create a threshold response or rubric but relied on reviewers’
judgment that the conversation should be reviewed by the group.
Reviewers would present their transcript review findings to the
group, focusing on issues that would negatively affect user
experience. These issues and possible solutions were then
discussed in weekly team meetings. Discussions and changes
were monitored and tracked to ensure that they had been
implemented. The chatbot content authoring platform was
straightforward and accessible, which allowed the research team
to easily and independently (ie, without the assistance of the
technology partner) make iterative changes to the content and
create fixes for minor bugs. In addition, the technology partner
was responsive to troubleshooting technical glitches. The
research team met with representatives from the company
regularly for consultation and to implement major modifications
and bug fixes.

Time Costs of Transcript Review
In general, each reviewer was given about 4000 to 5000 lines
of transcript (including chatbot informational messages and
user comments) each month, which required ≤2 hours to review.
The total time devoted to transcript review was ≤60 hours over
6 months. In addition, eight 1-hour research meetings were held
to review the transcripts and brainstorm solutions. Additional
time was also required to implement these changes.

Consistent with Mohr et al [45], our general approach was not
to change any of the core content or activities of the program
but to improve the users’experience by fixing bugs and reducing
problematic chatbot responses through transcript review. Thus,
the following section aims to address the problems and
challenges we faced, namely, how to provide appropriate
reinforcement; how to respond to users’ questions; and
challenges with comprehensibility, context awareness, and
technical issues.

Results

Overview
Between September 7, 2019, and May 31, 2020, we received
52,129 user comments from 2409 unique users who responded
to the chatbot with at least one message. Participants were
recruited from multiple sources. In this study, some interacted
with the chatbot anonymously. As a result, demographic data
for the entire sample were not reported. From March 10, 2020,
onward, after many changes were made, we reviewed 26,305
lines of user comments and found only several minor errors that
did not negatively impact users’ experience.

How to Provide Reinforcement

Challenge
Authoring appropriate responses to nearly all user comments
is one of the biggest challenges in creating a chatbot. For
instance, our initial goal in creating the chatbot was to provide
encouragement to continue with the program through positive
responses, for example, “Great!” and “Wonderful!” While the
positive responses were appropriate for many user responses,
these positive responses did not work for some interactions. For
example, when the chatbot asked, “Do you want to commit to
NO FAT TALK, say for the next month?” The user replied,
“Haha.” The prescripted response was “Wonderful! You might
want to let your friends know that you are committed to NO
FAT TALK for the next month.” We also found that positive
responses unexpectedly reinforced harmful behaviors at times.
For example, the chatbot prompted, “Please share with me a
few things that make you feel good about yourself. For example,
your humor, grace, personality, family, friends, achievements
and more!” The user replied, “I hate my appearance, my
personality sucks, my family does not like me, and I don’t have
any friends or achievements.” The chatbot responded by saying,
“Keep on recognizing your great qualities! Now, let’s look
deeper into body image beliefs.” See Table 1 for additional
examples.
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Table 1. Additional examples of inappropriate chatbot reinforcement responses.

SolutionsExamplesIssues

Reinforcing potentially
harmful behaviors

•• Use of AIa valence detection
to deliver nuanced responses
that match the tone of users’
comments (eg, positive, un-
sure, or negative)

Chatbot: Now, please take a moment to write about when you felt best about your
body?

• User 1: I have never felt good about myself.
• User 2: When I was underweight and could see my bones
• User 3: When I was skinnier I felt better because I could do more. I felt really

good about my body when I went to the gym 5-6 days a week. • Replacing nonspecific posi-
tive responses with neutral
statements

• User 4: I feel best about my body when I ignore it and don’t think about it at all
• Chatbot: It is awesome that you can recognize a moment when you felt confident

in your skin, let’s keep working on making you feel this good more often.

Inappropriate standard-
ized positive response

•• Use of AI valence detection
to deliver nuanced responses
that match the tone of users’
comments (eg, positive, un-
sure, or negative)

Chatbot: This next exercise will help you learn to appreciate the many other as-
pects of yourself. Take a minute to write down a few things that make you feel
good about yourself. For example, your humor, grace, personality, family, friends,
achievements and more!

• User 1: I don’t have anything
• Replacing nonspecific posi-

tive responses with neutral
statements

• User 2: Ummmmm I actually kinda hate myself so we’re not going to get very
far there. I think I’m a selfish piece of crap.

• User 3: I can’t think of anything.
• Chatbot: Keep on recognizing your great qualities! Now, let’s look deeper into

body image beliefs.

aAI: artificial intelligence.

Solution
To avoid reinforcing harmful comments, nonspecific and
positive responses, for example, “Great!” and “Wonderful!”
were mostly removed and replaced with more neutral statements
while maintaining a warm tone. For example, the chatbot asked,
“Share with me what you can say to yourself to minimize
harmful comparisons.” The user replied, “Try to focus on the
good things you have in common with others.” The chatbot
responded, “Okay, keep challenging your thoughts when you
compare yourself to others unrealistically.”

In addition to rewriting 1 standard positive chatbot response for
the prompt that asked users to think of positive qualities about
themselves, we added more nuanced responses to capture
potential negative or ambivalent user comments. For the
abovementioned example (eg, “I hate myself...”), the statement,
“Sometimes it is difficult to remember the good qualities that
you possess. You might consider something positive that
someone who knows you well would say about you,” was added
as a response to encourage and validate users who may be
struggling with the prompt and to help users better engage with
the content.

The following example highlights the complexity of crafting a
positive response that “always works.” The chatbot asked,
“What is a small healthy eating habit goal you would like to set
up before you start your next conversation?” One user replied,
“Don’t eat.” The chatbot said, “Take a moment to pat yourself
on the back for doing this hard work, <<USER>>!” The chatbot
was later updated to, “Thanks for taking the time to think about
this, <<USER>>!” The updated language was specific to

reinforcing the effort put into engaging in the exercise while
not directly reinforcing the problematic response, that is,
potential food restriction. However, the problematic response,
that is, not eating, was not addressed. With many more
responses, it would be possible to train the AI to identify and
respond better to problematic responses.

Lesson Learned
It is difficult to write prescripted responses that are appropriate
to all the varied comments that users make in response to chatbot
questions. Praise words designed to respond to user activities
may inadvertently reinforce harmful behaviors.

How to Respond to Users’ Questions

Challenge
The script of the chatbot was designed to focus on EDs
prevention, and it was unable to handle users’ questions or
comments that required additional information than what was
scripted. For example, the chatbot asked, “Are you willing to
take this challenge [‘Post a photo that captures something you
love about yourself to one of your social media pages with no
filters or retouching and use the caption, I am proud of ____’]?”
The user replied, “Not in this quarantine.” The chatbot said, “It
is okay that you don’t feel ready yet to share an image with all
your friends, maybe you can start by posting in a way that is
only visible for you or your closest friends, like in a private
snapchat story.” Even though the chatbot’s response was broad
and perhaps considered appropriate, it could not address the
quarantine comment directly. See Table 2 for additional
examples.
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Table 2. Additional examples of inappropriate chatbot responses regarding users’ questions.

SolutionsExamplesIssues

Redirect users back to
the scripted content and
acknowledge limita-
tions of chatbot

Ignoring users’
questions

• Chatbot: “Now let’s think about how you can make the Four C’s have a less negative, and rather
a more positive impact on your body image.”

• User: “How can I do that?”
• Chatbot: “I don’t yet know how to answer that, but I will do my best to learn as we continue to

talk. If you rephrase your response, it will help me help you.”
• Chatbot: “Now let’s think about how you can make the Four C’s have a less negative, and rather

a more positive impact on your body image.”

Redirect users back to
the scripted content and
acknowledge limita-
tions of chatbot

Unable to provide a
response

• Chatbot: “Take your time with BP to get the most out of our conversations. I recommend that
you have two conversations with me a week so that you finish BP in about a month.”

• User: “Okay. So this is the program that I will check in with you about. Do I message you first?
Are there reminders/checkpoints?”

• Chatbot: “I don’t have an answer to that yet. Let me think about it for a bit and we can keep
chatting in the meantime.”

Solution
New responses were drafted to redirect users to the scripted
content and acknowledge that there was no good answer at the
moment. Examples included, “I’ll be honest, I’m not sure how
to best answer that question right now. Until I do, respond to
my previous message to the best of your ability.” “I’m still
learning so I don’t have a good answer for that yet. However,
I want to give you an opportunity to reply to my last message.”

Lesson Learned
Rule-based chatbots have a minimal ability to be spontaneous
and flexible. Users should be informed of the limitations of the
chatbot and be provided realistic expectations.

Comprehensibility

Challenge
Some users did not respond to the chatbot’s open-ended
prompts, contrary to the expectation that they would type their
answers in the chat. The original open-ended questions began
with prompts such as, “think about...” or “write down...” Some
users responded to the prompt by typing out their comments as
expected. However, some users responded to the prompt by

simply saying “done,” “Should I type them?” or “I wrote some
stuff down.” As the prompts did not explicitly ask users to type
their answers out in the chat, we were unable to determine if
“done” or “okay” meant that the users were disengaged or,
alternatively, that they did engage with the prompt but did not
explicitly write their answers in the chat (as suggested by this
user’s comment: “I wrote some stuff down”).

Another challenge is that the chatbot’s responses may be
misinterpreted at times. One of the prompts was “Can you think
of people that you find attractive who are happy and who are
not thin?” If the user replied “no,” the chatbot would say “This
is a common misinterpretation.” We noticed that this exchange
generally worked well when a user simply replied with “no.”
However, we observed a few comments such as these: “They
are reality if you look around at our society. This is why CBT
is dumb. There’s no room for being a realist and certainly no
room for cynicism” and “Yes but being fat is not healthy.” If
users responded with more than a simple “no,” the response,
“This is a common misinterpretation,” could have been easily
misunderstood by the user. Users may have thought that the
chatbot was saying that the content of their comment was a
common misinterpretation, which was not what we intended to
communicate. See Table 3 for additional examples.

Table 3. Additional examples regarding comprehensibility of chatbot responses.

SolutionsExamplesIssues

Rewrite prompts to be more
explicit and specific

Insufficient in-
structions

• Chatbot: “Another idea: a lot of people have decided to commit themselves to ‘NO FAT TALK’
about themselves or others. NO FAT TALK can be helpful for all of us. Do you want to commit
to NO FAT TALK, say for the next month?”

• User: “What is no fat talk?”
• Chatbot: “I may have an answer for you in time, but the right response is not coming to me at

the moment. Let’s take a step back.”

Rewrite prompts to be more
explicit and specific

Unable to pro-
vide clarifications

• Chatbot: “Okay! You have probably noticed that you are full when you feel satisfied, lack in-
terest in food, or feel like eating slower. Often when people are distracted or under stress, they
stop paying attention to their body and overeat. If you do find yourself overeating, remember
to pay attention to your body’s signals.”

• User: “So do I eat when I’m hungry or 3 meals a day and two snacks”
• User: “Because those aren’t the same”
• Chatbot: “Here is a tool to help you assess when you are hungry or full: The hunger scale. Feel

free to save the image to your phone and review it later! It can serve as a good reminder about
how to assess your level of hunger and your need for more (or less) food during the day.”
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Solution
To minimize the likelihood of misinterpretation, prompts were
rewritten to be more specific. Prompts such as “think about...”
were changed to “please share with me...” to be more explicit
about asking users to type their answers in the chat. Other
ambiguous responses were also rewritten to be more specific,
for example, “It is a common misperception that you can’t be
happy and attractive without being thin.”

Lesson Learned
Chatbot responses could be misinterpreted. Authoring explicit
and foolproof chatbot responses helps to improve
comprehensibility.

Context Awareness

Challenge
The chatbot sometimes misunderstood users because it took
users’ comments literally, without considering the context or
tone. For example:

Chatbot: Think of a recent conversation where negative body
talk came up. Please share with me what you could do next time
to avoid it or respond differently...

User: I will let my mind move on and recognize I’m only hurting
myself with these conversations.

Chatbot: I am concerned, <<user>>. Have you had any recent
thoughts about taking your life?

User: No.

Chatbot: That is good to hear, <<USER>>. I just want to make
sure you are safe! I won’t keep you if you need to run. Do you
want to stop talking?

User: No.

The conversation continued in a loop for 10 more lines before
the user said, “I broke the bot.” The user then ended the
conversation and did not return. The phrase “hurting myself”
triggered the chatbot’s crisis module from X2AI’s broader
system. Throughout the study, the crisis module was triggered
9 times. The chatbot failed to understand that the user was not
implying self-harm and the comment was not an actual risk
situation.

Another example was, “Think of a recent conversation where
negative body talk came up...” The user said, “I could change
the subject.” The chatbot said, “Got it, we can do something
different. Hi there. My main purpose right now is to support
you as you work through the Body Positive program...” The
user said, “No I meant that’s how I would respond.” What
should have happened was that the chatbot should have treated
this as a regular comment and moved on to the next line.
However, the chatbot interpreted “change the subject” as a
command to leave the conversation without knowing that the
user meant changing the negative body talk conversation in
response to the prompt. See Table 4 for additional examples.

Table 4. Additional examples regarding context awareness.

SolutionsExamplesIssues

Only the essential content and
crisis module were active to
minimize disruptions

Misunderstanding user’s use
of swear word in the context
of a quote

• Chatbot: Please share a little bit about someone in your life who has been known
to make critical comments about your body and how you might use PERC to re-
spond to them.

• User: My brother likes to laugh about my tummy. Usually I’d say f...k you and
laugh at his tummy instead.

• Chatbot: That’s not so nice to hear. Can we continue respectfully?
• User: Yes?

Only the essential content and
crisis module were active to
minimize disruptions

Did not respond to potentially
inappropriate response

• Chatbot: What’s one way you can reduce triggers related to clothing?
• User: Be a nudist
• Chatbot: I hear you, keep thinking of ways you can reduce triggers as we continue

through Body Positive, alright?

Solution
We disabled the chatbot’s ability to recognize and respond to
trigger words that are irrelevant to Body Positive in order to
focus the chatbot on content delivery and minimize interruptions.
For example, the chatbot was modified to ignore trigger words
such as “change the subject.” We decided to keep the crisis
module active, as it might identify a “true crisis,” but there
remains the possibility that this module could be triggered in
error.

Lesson Learned
Ruled-based chatbots are limited in interpreting complex
comments because they do not always delineate the context.
Until natural language processing technology reaches maturity,

keeping only the essential content and modules helps to
minimize disruptions.

Technical Issues

Challenge
We encountered several technical issues, such as the chatbot
being occasionally unable to verify a user’s ID and incorrectly
categorizing positive and negative answers, as well as issues
such as conversation loops, opt-out glitches, conversation
routing errors, and reminder errors (see Table 5 for examples).
These technical issues often lead to user frustration and, at times,
dropouts. Some of the glitches were caused unexpectedly as we
made modifications to the chatbot. For example, the opt-out
malfunction occurred only after we implemented a system-wide
reminder to users who did not input an ID in mid-January 2020.

JMIR Form Res 2022 | vol. 6 | iss. 1 | e28003 | p. 8https://formative.jmir.org/2022/1/e28003
(page number not for citation purposes)

Chan et alJMIR FORMATIVE RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 5. Examples of technical issues encountered.

ExamplesErrors or glitches

Occasionally unable to verify user ID • Chatbot: Hi, did you end up taking the eligibility survey for this study?
• User: Yes i did
• Chatbot: Okay, if you have a User ID #, please enter it so you can get started!” and “Okay, were you

enrolled in this study?
• Chatbot repeated this loop twice
• User finally entered ID: <<USER ID>>
• Chatbot asked “Okay, were you enrolled in this study?” 5 more times
• User did not return

Categorized positive and negative
comments incorrectly

• Chatbot: Are you willing to take this challenge?
• Users: No, sorry
• Chatbot mistakenly categorized the comment as a positive answer, saying: “Great! Posting about positive

body image will not only bring authenticity to your post but might also be a positive reminder for the
people who follow you.”

• It should have been categorized as a negative response and responded with, “It is okay that you don’t
feel ready yet to share an image with all your friends, maybe you can start by posting in a way that is
only visible for you or your closest friends, like in a private snapchat story.”

Conversation loops • User: I finished the list of commands already
• Chatbot: I hear you, <<USER>>. My main purpose right now is to support you... Let’s go back to BP,

okay?
• User: Bye
• Chatbot sent out the list of conversation commands
• User: I have a question
• Chatbot: I hear you, <<USER>>. My main purpose right now is to support you... Let’s go back to BP,

okay?
• User: I have a question Tessa
• Chatbot sent out the list of conversation commands again
• User: So if I tell you something are you the only person that’ll know
• Chatbot: I hear you, <<USER>>. My main purpose right now is to support you… Let’s go back to BP,

okay?
• User: “Omg,” “F...k this,” “Bye”
• Chatbot: Talk to you later
• User: Hmu when u get a brain

Opt-out glitch

(users were not able to stop the chatbot
from sending them messages. The un-

• Chatbot: Hey, have you had a chance to complete the eligibility survey for this study?
• User: STOP
• Chatbot: “I’m sorry <<USER>>,” “It sounds like our discussion is not very helpful right now. Would

you like to try something else?”subscribe function was an integral part
• User: “STOP,” “GO AWAY,” “NO MORE MESSAGES”of the chatbot that allowed users to opt-

out.) • Chatbot; It sounds like you prefer that I no longer contact you first. Is that correct?
• User: Correct
• Chatbot: I understand <<USER>>. You can always reach back out if you change your mind.
• Chatbot: Hi there! Have you completed the eligibility survey for this study?
• User: F...king opt out you piece of shiy
• Exchange went on for 18 more lines before user dropped out

Occasionally unable to respond to
users’ commands

• User: BPC2 (upon recognizing BPC2, chatbot is supposed to start conversation 2)
• One hour later. User said, “are you there?”
• Chatbot: Of course! What would you like to talk about?
• User: BPC2
• Chatbot: Are you ready to start conversation 2?
• (Conversation continues correctly)

Conversation routing Error • Chatbot: ...But in fact, these influencers are paid for promoting these products or brands.
• Chatbot: Sorry I got a little too confused there, is it OK if I start over this conversation?
• User: Yes
• Chatbot: Should we pause our chat for today?
• User: Can we talk more?
• Chatbot: “Alright, we can continue...” “What feeling would you like to focus on now?”
• User: BPC2
• Chatbot: Are you ready to start conversation 2?
• Same mistake happened again before user restarted the conversation
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ExamplesErrors or glitches

• Chatbot: Hi, did you end up taking the eligibility survey for this study?
• User: I took it awhile ago.
• Chatbot asked, Okay, were you eligible for the study?
• User: Yes. Why?
• Chatbot: “I’ll be honest, I’m not sure how to best answer that question right now. Until I do, respond

to my previous message to the best of your ability.” “Okay, were you enrolled in this study?”
• User: Yes
• Chatbot then asked a few more questions...
• User: I’m really confused. I met the criteria and received my number.
• User then entered “BPC2” twice and was able to start conversation 2

Reminder errors

Solution
It is difficult to identify all possible technical issues in advance,
and thus, identifying technical issues and bugs requires an
ongoing review of chatbot transcripts. Systematic and continued
review of the transcripts eventually identified most of the bugs,
which were then fixed. Importantly, we prioritized addressing
technical issues that repeatedly and negatively affected user
experience, that is, issues that hampered users’ ability to move
along the program and increased user frustration and dropouts.
Changes in many of these bugs required assistance from the
company’s engineers to address backend issues.

Lessons Learned
Bugs are to be expected and need to be monitored. Iterative
changes may also generate new and unintended bugs. At times,
we found that fixing certain bugs was beyond our expertise and
required support from the technology partner. As such, a good
working relationship between content developers and technology
partners, with clear expectations of both parts, is critical.
Identifying and addressing all the bugs can be expensive. We
prioritized addressing bugs that negatively affected the user
experience.

Discussion

Principal Findings
The goal of this paper was to share our lessons learned through
the process of developing and refining an EDs prevention
chatbot. Through transcript review, we identified several
problems and limitations that are likely to be common with
most rule-based mental health chatbots. We implemented
various workarounds until we found no further usability issues.
We did not provide quantitative data to demonstrate that making
these iterative changes might improve program effectiveness
because we believe that the iterative changes were important
only in terms of face validity. In the absence of these data, the
most compelling arguments for making the changes are that
doing so might reduce the number of individuals who leave the
program because of “frustration,” examples of which are
provided in Table 5, as well as to avoid compromising the face
validity of the chatbot to users. It can be assumed that a negative
experience with digital mental health intervention in some cases
can potentially demoralize, prevent, or delay help-seeking
behaviors. Therefore, optimization is valuable.

Lessons Learned
Chatbots may be the most effective in providing simple
information and interactions. The number of possibilities—and
errors—increase exponentially as conversations lengthen and
increase in complexity. Until the next chatbot technology
breakthrough, the challenge of using a straightforward,
rule-based chatbot to address complex body image issues and
EDs risk factors remains. In the hope that the development of
EDs chatbots can be catalyzed, here are our lessons learned and
general recommendations.

First, a regular review of chatbot transcripts is necessary to
identify bugs and inappropriate conversations. We believe
regular review is necessary even when the program has been
finalized, as it is possible that technical issues or issues
impacting user experience could be introduced unexpectedly
after a change is made. This recommendation is consistent with
Beaudry et al [21], who noted that significant time and costs
are incurred in developing and maintaining mental health
chatbots.

Second, having access to chatbot authoring tools to fix minor
bugs and to make minor content changes is critical. Complex
fixes can be left to platform engineers. A good working
relationship with the technology provider is essential for such
interdisciplinary collaborations.

Third, it is important to keep track of all changes made in the
implementation, from enrollment procedures and recruitment
methods to uptake, engagement, helpfulness ratings, and
outcome, as well as rationale to determine how effectiveness
metrics may be impacted by these various changes. Several
guidelines have been published [46]. Data should also be
collected on potential explanatory variables, such as baseline
motivation.

We focused on increasing interactivity and feedback,
implementing straightforward intervention approaches, and
minimizing the use of longer conversations. However, in doing
so, the program would not replicate the “deeper” levels of
human-directed conversations that occurred in the Kass et al
study [13]. Given that conversational errors increase
exponentially with more complex interactions, using our
approach would be challenging to address complicated topics.
Instead, if the chatbot proves effective, the next step would be
to use deep learning approaches, for instance, running the
chatbot in large populations using more questions and
recommendations to generate exemplar data such that the
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information can be used to generate an artificial
intelligence–driven chatbot to create a better conversation.

It is also worth noting that X2AI includes some generic
monitoring functions, for example, to identify suicidal behavior
and valence detection, in their system-wide chatbot platform.
As such, our chatbot should be considered as a hybrid model
(a rule-based chatbot with features of artificial intelligence).

Limitations
Our method has some limitations. Most notably, we do not know
if the iterative changes to the chatbot are necessary from the
user’s perspective or if they improve the user experience. From
our team’s perspective, the changes were justified in terms of
face validity. Future studies should investigate the impact of
improving conversations on users’ experiences and the

effectiveness of the program. Second, we did not determine
agreement among reviewers based on the number or type of
problems identified. However, as our goal was to make the
chatbot responses more appropriate, we continued the process
until we found no usability errors. Finally, demographic data
of the entire sample were not available. Thus, it is unclear how
generalizable the results are to other samples.

Conclusions
Rule-based chatbots have the potential to reach large populations
at low cost in providing information and simple interactions but
are limited in understanding and responding appropriately to
unanticipated user responses. Workarounds can reduce
conversation errors and minimize user frustration to preserve
the face validity of the content.
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