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Abstract

Background: Mental health disorders are common in Saudi Arabia with a 34% lifetime prevalence. Cognitive behavioral therapy (CBT), a type of psychotherapy, is an evidence-based intervention for the majority of mental disorders. Although the demand for CBT is increasing, unfortunately, there are few therapists available to meet this demand and the therapy is expensive. Computerized cognitive behavioral therapy (cCBT) is a new modality that can help fill this gap.

Objective: We aimed to measure the knowledge of cCBT among mental health care professionals in Saudi Arabia, and to evaluate their attitudes and preferences toward cCBT.

Methods: This quantitative observational cross-sectional study used a convenience sample, selecting mental health care professionals working in the tertiary hospitals of Saudi Arabia. The participants received a self-administered electronic questionnaire through data collectors measuring their demographics, knowledge, and attitudes about cCBT, and their beliefs about the efficacy of using computers in therapy.

Results: Among the 121 participating mental health care professionals, the mean age was 36.55 years and 60.3% were women. Most of the participants expressed uncertainty and demonstrated a lack of knowledge regarding cCBT. However, the majority of participants indicated a positive attitude toward using computers in therapy. Participants agreed with the principles of cCBT, believed in its efficacy, and were generally confident in using computers. Among the notable results, participants having a clinical license and with cCBT experience had more knowledge of cCBT. The overall attitude toward cCBT was not affected by demographic or work-related factors.

Conclusions: Mental health care professionals in Saudi Arabia need more education and training regarding cCBT; however, their attitude toward its use and their comfort in using computers in general show great promise. Further research is needed to assess the acceptance of cCBT by patients in Saudi Arabia, in addition to clinical trials measuring its effectiveness in the Saudi population.

(JMIR Form Res 2021;5(5):e26294) doi:10.2196/26294
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Introduction

Mental health disorders are very common in Saudi Arabia, which are present in approximately 34% of the general population [1]. Cognitive behavioral therapy (CBT) is a talk-based psychotherapy that can aid in managing psychological problems by changing thinking and behavior. Research has shown that the demand for CBT is increasing [2]. Unfortunately, there are few therapists available to meet the demand and high cost [3]. To fill the gap caused by the increasing demand and low supply for CBT services, the spectrum of CBT self-help resources is growing, ranging from self-help books [4] to self-help guided programs delivered via technology-based interventions, which have been used in health care settings.

Computerized cognitive behavioral therapy (cCBT) provides a flexible health care delivery process in which patients can start their therapy with a low-intensity intervention involving only limited practitioner support. cCBT provides many advantages for the user, such as flexibility and privacy, as patients can start cCBT at any favorable setting and time [5]. Furthermore, cCBT can be delivered with or without therapist guidance [6]. In the United Kingdom, the application of conventional one-on-one CBT is constrained by the limited number of qualified therapists, with wait times for one-on-one CBT ranging between 6 months and 2 years [7]. This limitation has driven the development of self-applied CBT alternatives such as self-help books and electronic-based programs [7].

Technology-based interventions and computer-aided psychotherapy, including virtual apps and internet-based solutions, provide an attractive alternative in digitally developed countries such as Saudi Arabia, where most of the population has access to computers and mobile phones [7]. A cross-sectional study performed by the Communications and Information Technology Commission in Saudi Arabia showed that among 3000 participants aged between 12 and 65 years, 73% had access to a desktop, laptop, or tablet computer [8]. In particular, cCBT provides substantial accessibility, scalability, and flexibility benefits over conventional one-on-one CBT, and has been suggested as an effective treatment [7,9-16], especially for low-intensity interventions [7,17]. Several previous studies have displayed great diversity in the types of mental health care professionals included for evaluation, with some covering psychologists [18] or young professionals [19] exclusively, and subsequent studies covering an extended spectrum of mental health care professionals [20]. Most mental health care professionals appear to consider cCBT as inferior to one-on-one therapy, with 17%-33% declaring that cCBT can yield similar results to traditional practice [18,20,21].

Moreover, most mental health care professionals consider that therapy using computers is better utilized for protection and for mild to moderate psychological conditions [20-23]. However, a notable percentage of mental health care professionals consider the use of cCBT in their future management plans, showing a positive attitude about the promising involvement of cCBT [18,20,21]. The knowledge of cCBT among mental health professionals is generally low [7,24], implying that knowledge of the effectiveness and availability of programs requires further development [18,19,23]. Detailed investigations revealed that some mental health care professionals were ill-informed regarding cCBT programs and the research behind them [25]. Clinician attitudes toward cCBT and other computer-based therapies were investigated in different countries such as Australia [22,23] and the United States [18,24,26,27]. Regardless of the varying results from study to study, some similarities have been found [25].

There is a rising interest in mental health care professionals’ attitudes toward cCBT as a vital additional treatment modality [25]. However, no studies have been performed to date on cCBT in Saudi Arabia. In this study, we aimed to measure the knowledge of cCBT, evaluate the attitude and preference toward cCBT, and determine the usage of computers among mental health care professionals in Saudi Arabia, including psychiatrists, psychologists, and others.

Methods

Setup, Sampling, and Process

A quantitative observational cross-sectional study was performed. We translated the knowledge assessment test from Donovan et al [25]. For attitude assessment, we used the translated version the questionnaire applied in the study of Becker and Jensen-Doss [28] after obtaining approval from the authors. The translation process followed the guidelines detailed in Sousa and Rojjanasrirat [29].

This study targeted health care workers who could potentially deliver cCBT such as psychiatrists, psychologists, and social workers, among others, and was carried out between February and March of 2018 on a clustered sample spanning tertiary hospitals in Riyadh, Saudi Arabia. Due to poor responses and limited resources, an expanded data collection to span electronically collected data from mental health professionals in the Kingdom of Saudi Arabia was needed; therefore, we altered the sampling technique to convenience sampling. Similar to the Australian study results [25], the target sample size was calculated using the following equation by setting $Z_{0.025}$ to 1.282, $S$ to 1.48, and $d$ to 0.2, to obtain 90% confidence:

$$n = \frac{Z_{0.025}^2 S^2 d^2}{(1.282^2)(0.2)^2} = 90, \text{ where } Z \text{ is the normal deviate, reflecting the type I error (calculated for 80% error); } S \text{ is the standard deviation; and } d \text{ is the accuracy of the estimate.}$$

Considering a nonresponse rate of 30%, the total target sample size was 117 participants (90+27). With relaxation of the sampling technique, a total sample size of 121 participants was reached. A pilot study was performed with 10 mental health care professionals at King Khalid University Hospital in Riyadh (who were not included in the sample) to estimate the time needed to fill out the survey, assess the questionnaire’s
comprehensibility, and determine any additional logistical requirements.

**Ethical Considerations**
All participants were informed of the purpose of the study and their right to withdraw at any time without any obligation toward the study team via a consent form. No incentives or rewards were provided for participation. The study design and purpose of the study were approved by the King Saud University Institutional Review Board before data collection commenced.

**Questionnaire**

**Design**
The questionnaire was designed as a self-administrated electronic form to maximize the response rate and cover multiple demographics.

**Knowledge Scale**
Knowledge was measured using six statements regarding computerized interventions. Participants chose between options of “true,” “false,” or “unsure.” This scale was adapted from Donovan et al [25].

**Attitude Scale**
Attitude and comfort toward computer-assisted therapy were measured using the Computer-Assisted Therapy Attitudes Scale [28]. This is an 11-item questionnaire that measures efficacy (belief in efficacy) and comfort using a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). We reversed the scores for negative items; thus, in all cases, higher scores indicate a more positive attitude.

**Demographics and Work-Related Questions**
The third part of the questionnaire included demographics and work-related questions such as those related to CBT experience and clinical license.

**Data Analysis**
Data were analyzed using Statistical Package for Social Sciences version 22 (IBM Corp). Continuous variables such as age are expressed as mean (SD), whereas categorical variables are expressed as frequency and percentages. The t test and one-way analysis of variance were used to compare continuous variables. A P value <.05 was considered statistically significant.

**Results**
The questionnaire was sent to 132 mental health care professionals. We excluded 10 participants from the final analysis because they were also involved in our pilot study. Only one person refused to participate in the survey, and we had a near 100% completion rate from the participants who started the electronic survey, for a total of 121 participants, most of whom were women (73/121, 60.3%). The demographic characteristics of the participants, and the mean total scores for knowledge about cCBT and the feeling of using computers in therapy are summarized in Table 1. There was no statistically significant difference in knowledge with respect to demographic and work-related factors except for having a license and experience with cCBT. Knowledge was higher for clinicians who are licensed and who had experience with cCBT.

To measure the knowledge of cCBT, a test of cCBT facts was used, and the results are summarized in Table 2. The test is composed of six statements about computerized interventions, and the participants could answer with “true,” “false,” or “unsure.” The sum of answered items reflects the knowledge of cCBT; the higher the scores, the greater the knowledge of cCBT. The knowledge scale showed fair internal reliability, with Cronbach α=.601. Most of the participants showed uncertainty and lack of knowledge.

The results assessing the mental health care professionals’ feelings toward using computer-assisted therapy programs are summarized in Table 3. The attitude scale showed good internal reliability with Cronbach α=.819.
Table 1. Demographic characteristics of the participants, and total scores for knowledge about computerized cognitive therapy and feelings toward using computers in therapy (N=121).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
<th>Knowledge about computerized cognitive therapy</th>
<th>Feeling comfortable toward using a computer in therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Correlation coefficient or mean (SD)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Correlation coefficient or mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age (years), mean (SD), median</td>
<td>36.55 (9.11), 37.00</td>
<td>-0.040</td>
<td>0.051</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td>.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>73 (60.3)</td>
<td>0.86 (1.28)</td>
<td>37.07 (6.16)</td>
</tr>
<tr>
<td>Male</td>
<td>48 (39.7)</td>
<td>0.79 (1.03)</td>
<td>37.71 (4.92)</td>
</tr>
<tr>
<td>Specialty, n (%)</td>
<td>.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychiatry</td>
<td>29 (23.97)</td>
<td>1.04 (1.21)</td>
<td>37.43 (4.24)</td>
</tr>
<tr>
<td>Psychology</td>
<td>80 (66.12)</td>
<td>0.76 (1.19)</td>
<td>37.01 (6.00)</td>
</tr>
<tr>
<td>Sociology</td>
<td>8 (6.61)</td>
<td>1.00 (1.20)</td>
<td>41.25 (6.96)</td>
</tr>
<tr>
<td>Nursing</td>
<td>2 (1.65)</td>
<td>1.00 (1.41)</td>
<td>35.00 (4.24)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.65)</td>
<td>0.00 (0.00)</td>
<td>35.00 (5.66)</td>
</tr>
<tr>
<td>Area of residence, n (%)</td>
<td>.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Riyadh</td>
<td>80 (66.67)</td>
<td>0.80 (1.16)</td>
<td>36.51 (5.70)</td>
</tr>
<tr>
<td>Makkah</td>
<td>19 (15.83)</td>
<td>0.74 (1.10)</td>
<td>39.58 (5.59)</td>
</tr>
<tr>
<td>Madinah</td>
<td>3 (2.50)</td>
<td>0.33 (.58)</td>
<td>35.33 (7.23)</td>
</tr>
<tr>
<td>Eastern</td>
<td>12 (10.00)</td>
<td>1.33 (1.61)</td>
<td>39.25 (4.65)</td>
</tr>
<tr>
<td>Aser</td>
<td>2 (1.65)</td>
<td>1.50 (2.12)</td>
<td>35.00 (0.00)</td>
</tr>
<tr>
<td>Jazan</td>
<td>2 (1.67)</td>
<td>0.50 (0.71)</td>
<td>43.00 (4.24)</td>
</tr>
<tr>
<td>Al Baha</td>
<td>2 (1.67)</td>
<td>0.50 (0.71)</td>
<td>41.50 (0.71)</td>
</tr>
<tr>
<td>Primary work setting, n (%)</td>
<td>.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public Hospital</td>
<td>49 (40.50)</td>
<td>0.980 (1.41)</td>
<td>36.47 (5.80)</td>
</tr>
<tr>
<td>Psychiatric hospital</td>
<td>24 (19.83)</td>
<td>1.08 (1.28)</td>
<td>38.76 (5.01)</td>
</tr>
<tr>
<td>Primary care center</td>
<td>5 (4.13)</td>
<td>1.00 (0.70)</td>
<td>39.60 (4.28)</td>
</tr>
<tr>
<td>Home care facilities</td>
<td>13 (10.74)</td>
<td>0.31 (0.48)</td>
<td>37.23 (7.79)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (24.79)</td>
<td>0.60 (0.89)</td>
<td>37.20 (5.16)</td>
</tr>
<tr>
<td>Professional license, n (%)</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>112 (92.6)</td>
<td>0.88 (1.21)</td>
<td>37.22 (5.49)</td>
</tr>
<tr>
<td>No</td>
<td>9 (7.44)</td>
<td>0.22 (0.44)</td>
<td>38.67 (8.00)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td>.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fellowship/board</td>
<td>20 (16.53)</td>
<td>1.20 (1.32)</td>
<td>37.10 (4.53)</td>
</tr>
<tr>
<td>PhD</td>
<td>6 (4.96)</td>
<td>0.33 (0.52)</td>
<td>39.83 (4.54)</td>
</tr>
<tr>
<td>Master</td>
<td>40 (33.06)</td>
<td>1.03 (1.49)</td>
<td>37.20 (7.30)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>55 (45.45)</td>
<td>0.62 (0.85)</td>
<td>37.23 (4.85)</td>
</tr>
<tr>
<td>Previous use of a computer-assisted therapy program, n (%)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (5.79)</td>
<td>2.57 (1.13)</td>
<td>39.43 (5.16)</td>
</tr>
<tr>
<td>No</td>
<td>114 (94.21)</td>
<td>0.73 (1.11)</td>
<td>37.20 (5.71)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Based on a total possible score of 6.

<sup>b</sup>Based on a total possible score of 55.
Table 2. Knowledge about computerized cognitive behavioral therapy (N=121).

<table>
<thead>
<tr>
<th>Question (correct answer)</th>
<th>True, n (%)</th>
<th>Unsure, n (%)</th>
<th>False, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computerized interventions are only available online (False)</td>
<td>9 (7.4)</td>
<td>83 (68.6)</td>
<td>29 (24.0)</td>
</tr>
<tr>
<td>All computerized interventions involve therapist contact (False)</td>
<td>32 (26.4)</td>
<td>70 (57.9)</td>
<td>19 (15.7)</td>
</tr>
<tr>
<td>Computerized interventions are less effective than face-to-face therapy (False)</td>
<td>36 (29.8)</td>
<td>76 (62.8)</td>
<td>9 (7.4)</td>
</tr>
<tr>
<td>Computerized interventions automatically tailor to individual needs (False)</td>
<td>31 (25.6)</td>
<td>81 (66.9)</td>
<td>9 (7.4)</td>
</tr>
<tr>
<td>People who receive computerized interventions are generally satisfied (True)</td>
<td>12 (9.9)</td>
<td>106 (87.6)</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>Computerized interventions are not interactive (False)</td>
<td>20 (16.5)</td>
<td>78 (65.4)</td>
<td>23 (19.0)</td>
</tr>
</tbody>
</table>

Table 3. Therapist attitudes and access to computer-assisted therapy (N=121).

<table>
<thead>
<tr>
<th>Question</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Neither agree nor disagree, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>If given the opportunity and training, I would like to use computers in therapy</td>
<td>1 (0.8)</td>
<td>2 (1.6)</td>
<td>17 (13.9)</td>
<td>66 (54.1)</td>
<td>36 (29.5)</td>
</tr>
<tr>
<td>I feel apprehensive about using computers during therapy</td>
<td>28 (23.0)</td>
<td>42 (34.4)</td>
<td>39 (32.0)</td>
<td>11 (9.0)</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>I am afraid that if I begin to use computers, I will become dependent upon them and lose some of my own skills</td>
<td>18 (14.8)</td>
<td>48 (39.3)</td>
<td>34 (27.9)</td>
<td>18 (14.8)</td>
<td>4 (3.3)</td>
</tr>
<tr>
<td>Using computers in therapy will interfere with rapport</td>
<td>5 (4.1)</td>
<td>30 (24.6)</td>
<td>48 (39.3)</td>
<td>32 (26.2)</td>
<td>7 (5.7)</td>
</tr>
<tr>
<td>My clients will be more likely to drop out of treatment if I use a computer program as part of the therapy</td>
<td>9 (7.4)</td>
<td>42 (34.4)</td>
<td>49 (40.2)</td>
<td>22 (18.0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>My clients would find it engaging to learn new skills using a computer</td>
<td>0 (0)</td>
<td>6 (4.9)</td>
<td>50 (41.0)</td>
<td>57 (46.7)</td>
<td>9 (7.4)</td>
</tr>
<tr>
<td>I believe that using computer programs in therapy will lead to better outcomes for my clients</td>
<td>0 (0)</td>
<td>9 (7.4)</td>
<td>56 (45.9)</td>
<td>47 (38.5)</td>
<td>10 (8.2)</td>
</tr>
<tr>
<td>The challenge of learning about the use of computers in therapy seems overwhelming to me</td>
<td>9 (7.4)</td>
<td>47 (38.5)</td>
<td>46 (37.7)</td>
<td>20 (16.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I am confident that I can learn the skills to use computer-assisted therapy</td>
<td>1 (0.8)</td>
<td>2 (1.6)</td>
<td>14 (11.5)</td>
<td>80 (65.6)</td>
<td>25 (20.5)</td>
</tr>
<tr>
<td>My clients are not sufficiently computer savvy to use computers in therapy</td>
<td>0 (0)</td>
<td>21 (17.2)</td>
<td>52 (42.6)</td>
<td>46 (37.7)</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>I have sufficient access to computers to use them in sessions</td>
<td>19 (15.6)</td>
<td>42 (34.4)</td>
<td>33 (27.0)</td>
<td>22 (18.0)</td>
<td>6 (4.9)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Our study assessed mental health care professionals’ knowledge and attitudes toward cCBT. Most of the participants were uncertain and lacked knowledge. However, the majority of participants agreed and believed in cCBT, and were confident about using it. One of the main reasons for this lack of knowledge is the lack of availability of cCBT programs in Arabic. Moreover, it appears that lack of knowledge about cCBT is not limited to Saudi Arabia, as this issue has also been demonstrated in other regions [7,24]. Nevertheless, this lack of knowledge does not greatly influence the attitude toward using computers, which is somewhat similar to the findings in Australia [25]. This suggests that lack of knowledge about cCBT is easy to overcome and does not affect the attitude toward cCBT. However, the authors of the Australian study concluded that it is possible to change the knowledge of mental health workers about cCBT, at least to some extent, by providing them with accurate information and demonstrations as needed [25]. In another study, the attitude toward computer usage showed a positive trend, which may provide more opportunities to benefit from cCBT [26]. These results indicate a promising future for more involvement with this approach [18,20,21].

In another study, Computer-Based Training Attitudes Scale scores were higher among therapists who reported having previously used computer-based training. Negative responses toward computer-based training largely originated from those facing greater practical barriers to the use of computer-based training [26]. In our study, there was no difference in cCBT...
knowledge between professionals with different backgrounds (eg, psychologists, psychiatrists, social workers, and others), which is similar to the results of the Australian study [25]. The reason could be that there is no difference in teaching and training among different specialties regarding cCBT. Most of our participants were unsure of their answers when asked about cCBT, which is similar to the results reported by Donovan et al [25] in Australia, as most of their participants had little to no knowledge of cCBT.

Clinically, cCBT can be beneficial. Reviewed advantages include flexibility in time and location, cost-effectiveness, reduction of personal stigma, time of the mental health care professional, time of waiting for treatment, the behavior of asking for help and guidance, and being satisfied by the provided treatment [30]. Despite the benefits mentioned, to accept cCBT as an alternative to the usual approach, more research should focus on how it works as an intervention [30]. There are some noted disadvantages of cCBT. Some primary concerns raised are the possible inadequacy of the therapeutic relationship and omission of the professional’s contact. Another concern is that the program is not customized to each user [21]. Moreover, some professionals doubt the competence of care provided through computers [30], and the majority still consider that the usual intervention is more effective and preferable [18,20,21].

**Future Directions**

Future research should aim to recruit greater numbers of participants with various levels of training, skills, and different backgrounds so that effective comparisons can be made [25]. Future research should also provide clinicians with a chance to use cCBT with their clients to investigate if they would choose it. This could help generate a behavioral measure rather than assessing “intention” only [25]. The knowledge assessment in our study was very narrow, with only six questions. Future research should include a larger number of questions assessing knowledge to ensure that any information the participants may have is reflected in their knowledge scores [25]. In addition to the suggestions for future research, replicating the study several times over the next 10 years would be interesting as changes in the country are occurring rapidly [25]. In addition, assessing patients’ attitudes in Saudi Arabia toward cCBT would be very helpful.

**Limitations**

We used an electronic questionnaire to reach the participants in Riyadh through data collectors. We did not receive a sufficient number of responses because of the limited mental health care professionals in Riyadh, and therefore we reached out to different cities in Saudi Arabia by sending an invitation through WhatsApp groups and emails. Future research should expand this approach by including a larger participant population. Future research should also provide participants with a broader range and more items in the knowledge test.

**Conclusions**

The results of this study suggest that mental health care professionals in Saudi Arabia are in need of more education and training regarding cCBT; however, their attitudes toward its use, and their comfort in using computers in general, show great promise. Lack of knowledge did not affect the participants’ attitude toward cCBT, as they demonstrated a positive attitude overall. In addition, we recognize that mental health care professionals need more involvement in various up-to-date therapeutic approaches and need more resources for cCBT in Arabic. Further research should be performed to assess patients’ acceptance of cCBT in Saudi Arabia along with clinical trials measuring its effectiveness in the Saudi population.
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Abstract

Background: A potential benefit of electronic health records (EHRs) is that they could potentially save clinician time and improve documentation by auto-generating the history of present illness (HPI) in partnership with patients prior to the clinic visit. We developed an online patient portal called AEGIS (Automated Evaluation of Gastrointestinal [GI] Symptoms) that systematically collects patient GI symptom information and then transforms the data into a narrative HPI that is available for physicians to review in the EHR prior to seeing the patient.

Objective: This study aimed to compare whether use of an online GI symptom history taker called AEGIS improves physician-centric outcomes vs usual care.

Methods: We conducted a pragmatic controlled trial among adults aged ≥18 years scheduled for a new patient visit at 4 GI clinics at an academic medical center. Patients who completed AEGIS were matched with controls in the intervention period who did not complete AEGIS as well as controls who underwent usual care in the pre-intervention period. Of note, the pre-intervention control group was formed as it was not subject to contamination bias, unlike for post-intervention controls. We then compared the following outcomes among groups: (1) documentation of alarm symptoms, (2) documentation of family history of GI malignancy, (3) number of follow-up visits in a 6-month period, (4) number of tests ordered in a 6-month period, and (5) charting time (difference between appointment time and time the encounter was closed). Multivariable regression models were used to adjust for potential confounding.

Results: Of the 774 patients who were invited to complete AEGIS, 116 (15.0%) finished it prior to their visit. The 116 AEGIS patients were then matched with 343 and 102 controls in the pre- and post-intervention periods, respectively. There were no statistically significant differences among the groups for documentation of alarm symptoms and GI cancer family history, number of follow-up visits and ordered tests, or charting time (all $P>0.05$).

Conclusions: Use of a validated online HPI-generation portal did not improve physician documentation or reduce workload. Given universal adoption of EHRs, further research examining how to optimally leverage patient portals for improving outcomes are needed.
Introduction

To facilitate communication between patients and physicians in electronic health record (EHR)–integrated environments, we developed an online patient portal (MyGiHealth) that uses a computer algorithm called Automated Evaluation of Gastrointestinal (GI) Symptoms (AEGIS) to systematically collect patients’ symptom information before the clinic visit. Once collected, the data are transformed into a full narrative history of present illness (HPI) that clinicians can review prior to meeting the patient. While our prior studies noted that AEGIS creates higher quality HPIs and collects more alarm features vs physicians [1,2], we found that it did not improve patient satisfaction or shared decision making when compared to usual care in a controlled trial [3]. Therefore, the objective of this study was to investigate whether AEGIS improved physician-centric outcomes vs usual care.

Methods

We performed a pragmatic controlled study among adults aged ≥18 years scheduled for a new patient visit at an academic GI teaching practice and 3 community-based GI clinics at Cedars-Sinai Medical Center. This study was approved by the Cedars-Sinai Institutional Review Board, Los Angeles, CA (Pro45243).

During the intervention period (April 17, 2017-February 7, 2018), patients were invited via email to complete AEGIS via the MyGiHealth app 1 week prior to their visit. We describe AEGIS elsewhere [1-4], but in brief, the algorithm systematically assesses patients’ GI symptoms and then transforms the data into a full narrative HPI as shown in Figure 1. For patients who completed AEGIS, their physicians were notified 1 day before the visit that their HPIs were uploaded to the notes section of our EHR (Epic, Verona, WI) for review (see Multimedia Appendix 1 for the email notification that was sent to physicians by research study staff). To identify individuals for the 2 control groups who were comparable to those in the intervention arm, each patient who completed AEGIS was matched (age ±3 years, sex, race/ethnicity, clinic) with up to 4 patients in the pre-intervention period (October 6, 2015-April 6, 2017) and 1 patient in the intervention period who did not complete AEGIS. Of note, the pre-intervention control group was formed as it was not subject to contamination bias, unlike for post-intervention controls (ie, after physicians reviewed AEGIS reports for those in the intervention arm, they might have been more apt to take and document more thorough HPIs for their control patients). Moreover, age, sex, race/ethnicity, and clinic were selected as matching variables as they were readily available for automated extraction from the EHR and we hypothesized at the outset that they may have correlated with our outcomes.

Figure 1. Sample Automated Evaluation of Gastrointestinal Symptoms (AEGIS) history of present illness (HPI) [3], which was composed entirely by the AEGIS software and based on the patient’s responses to questions about their gastrointestinal symptoms; then, the HPI is uploaded into the electronic health record where the physician can review it prior to seeing the patient as well as copy the HPI into their consult note and modify it as needed based on the subsequent clinical encounter. GERD: gastroesophageal reflux disease; NSAID: nonsteroidal anti-inflammatory drug.

HPI: [Patient] is a 34-year-old male who reports a history of Celiac disease and now presents with abdominal pain. The pain first started 8 months ago, and typically lasts for 2 hours at a time. Over the past week, the pain occurred once a day. He describes the pain as "burning" and "gnawing", says it is located in the epigastrium, and reports the pain has been "quite severe" and "quite a bit bothersome" in the past week. It does not radiate. It is associated with eating food. It typically occurs around 10-30 minutes after starting to eat. It usually comes on suddenly. It is not associated with bowel movements. The pain is somewhat relieved by reducing stress. The pain does not awaken him from sleep. He does not report early satiety. He does not report diabetes, gallstones, GERD, pancreatitis, or peptic ulcer. He does not take aspirin or NSAIDs.

He also reports diarrhea and bowel incontinence. The patient does not report dysphagia, heartburn, bloating, constipation, nausea, or vomiting.

He does not report blood in his bowel movements, black stools, vomiting blood, unintended weight loss, diminished appetite, or fevers. He has no history of abdominal surgeries. There is a family history of colorectal cancer.
Once recruitment ceased, 5 resident physicians reviewed patient charts and collected outcomes data using a REDCap data abstraction sheet [5]: (1) documentation of alarm symptom(s) in initial note (hematochezia, melena, hematemesis, unintentional weight loss, fevers); (2) documentation of family history of GI malignancy in initial note (colorectal, esophagus, gallbladder, liver, stomach, pancreas, or throat cancer); (3) charting time (time initial encounter closed minus the appointment time); (4) number of follow-up visits in a 6-month period; (5) number of lab, endoscopy, and imaging tests ordered in a 6-month period.

Statistical analyses were performed using Stata 13.1 (StataCorp LP, College Station, TX). A two-tailed \( P < 0.05 \) was considered significant in all analyses. For bivariate analyses, we used analysis of variance and chi-squared tests to compare continuous and categorical data, respectively. We also conducted multivariable regression analyses on our outcomes and included group assignment, patient age, sex, race/ethnicity, and clinic site as covariates when appropriate. Specifically, logistic regression analyses were performed on the AEGIS completion and documentation of alarm symptoms and GI cancer family history outcomes. We used linear regression analysis to compare charting time between the intervention and control groups. Lastly, numbers of follow-up visits and tests ordered within 6 months of the initial visit were compared using zero-inflated negative binomial and negative binomial regression models, respectively.

**Results**

Of the 774 patients invited to complete AEGIS (Multimedia Appendix 2 shows demographics), 116 (15.0%) completed it before their clinic visit. Table 1 shows results from the regression analysis on completion of the app; older individuals and Asians were less likely to complete AEGIS. No significant associations were seen between app completion and the remaining racial/ethnic groups, sex, and clinic. Among those who completed AEGIS, the consultants’ initial notes for 47 (40.5%) of the 116 patients contained at least a portion of the computer-generated report.

### Table 1. Predictors of completing the Automated Evaluation of Gastrointestinal Symptoms (AEGIS) prior to the clinic visit (N=774).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Completed AEGIS (n=116)</th>
<th>OR a (95% CI) b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.9 (16.1)</td>
<td>0.985 (0.972-0.998)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>45 (14.9)</td>
<td>reference</td>
</tr>
<tr>
<td>Female</td>
<td>71 (15.1)</td>
<td>0.99 (0.66-1.51)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>83 (17.9)</td>
<td>Reference</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>11 (11.0)</td>
<td>0.57 (0.29-1.13)</td>
</tr>
<tr>
<td>Latino</td>
<td>10 (13.7)</td>
<td>0.66 (0.32-1.36)</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>5 (7.3)</td>
<td>0.33 (0.13-0.85)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>7 (10.5)</td>
<td>0.48 (0.21-1.11)</td>
</tr>
<tr>
<td><strong>Clinic, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resident/fellow GI c clinic</td>
<td>19 (17.4)</td>
<td>Reference</td>
</tr>
<tr>
<td>Physician A</td>
<td>37 (18.2)</td>
<td>1.08 (0.58-2.02)</td>
</tr>
<tr>
<td>Physician B</td>
<td>29 (12.7)</td>
<td>0.68 (0.36-1.30)</td>
</tr>
<tr>
<td>Physician C</td>
<td>31 (13.3)</td>
<td>0.74 (0.38-1.42)</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bThe logistic regression model adjusted for all covariates in the table.
cGI: gastrointestinal.

Patients who completed AEGIS (n=116) were matched with 343 patients from the pre-intervention period and 102 from the intervention period who did not complete AEGIS. Table 2 lists their demographics; the groups were largely similar in age, sex, race/ethnicity, clinic, and reason for consult.
Table 2. Demographics of those in the matched cohort analysis (N=561).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group: pre-AEGIS(^a) period (n=343)</th>
<th>Control group: did not complete AEGIS (n=102)</th>
<th>Intervention group: completed AEGIS (n=116)</th>
<th>(p) (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.4 (16.1)</td>
<td>53.7 (16.2)</td>
<td>49.9 (16.1)</td>
<td>.21</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.51</td>
</tr>
<tr>
<td>Male</td>
<td>136 (39.7)</td>
<td>34 (33.3)</td>
<td>45 (38.8)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>207 (60.4)</td>
<td>68 (66.7)</td>
<td>71 (61.2)</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>264 (77.0)</td>
<td>86 (84.3)</td>
<td>83 (71.6)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>35 (10.2)</td>
<td>7 (6.9)</td>
<td>11 (9.5)</td>
<td></td>
</tr>
<tr>
<td>Latino</td>
<td>23 (6.7)</td>
<td>2 (2.0)</td>
<td>10 (8.6)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>10 (2.9)</td>
<td>5 (4.9)</td>
<td>5 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Other/unknown</td>
<td>11 (3.2)</td>
<td>2 (2.0)</td>
<td>7 (6.0)</td>
<td></td>
</tr>
<tr>
<td>Clinic, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Resident/fellow GI(^c) clinic</td>
<td>43 (12.5)</td>
<td>9 (8.8)</td>
<td>19 (16.4)</td>
<td></td>
</tr>
<tr>
<td>Physician A</td>
<td>112 (32.7)</td>
<td>30 (29.4)</td>
<td>37 (31.9)</td>
<td></td>
</tr>
<tr>
<td>Physician B</td>
<td>90 (26.2)</td>
<td>28 (27.5)</td>
<td>29 (25.0)</td>
<td></td>
</tr>
<tr>
<td>Physician C</td>
<td>98 (28.6)</td>
<td>35 (34.3)</td>
<td>31 (26.7)</td>
<td></td>
</tr>
<tr>
<td>Reason for consult, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>77 (22.5)</td>
<td>27 (26.5)</td>
<td>28 (24.1)</td>
<td>.69</td>
</tr>
<tr>
<td>Anemia evaluation</td>
<td>2 (0.6)</td>
<td>1 (1.0)</td>
<td>0 (0)</td>
<td>.60</td>
</tr>
<tr>
<td>Bloating</td>
<td>30 (8.8)</td>
<td>17 (16.7)</td>
<td>21 (18.1)</td>
<td>.008</td>
</tr>
<tr>
<td>Blood in stool</td>
<td>18 (5.3)</td>
<td>2 (2.0)</td>
<td>5 (4.3)</td>
<td>.37</td>
</tr>
<tr>
<td>Bowel incontinence</td>
<td>2 (0.6)</td>
<td>1 (1.0)</td>
<td>1 (0.9)</td>
<td>.90</td>
</tr>
<tr>
<td>Colorectal cancer screening</td>
<td>101 (29.5)</td>
<td>25 (24.5)</td>
<td>34 (29.3)</td>
<td>.61</td>
</tr>
<tr>
<td>Constipation</td>
<td>48 (14.0)</td>
<td>13 (12.8)</td>
<td>19 (16.4)</td>
<td>.73</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>42 (12.2)</td>
<td>10 (9.8)</td>
<td>17 (14.7)</td>
<td>.55</td>
</tr>
<tr>
<td>Dysphagia</td>
<td>15 (4.4)</td>
<td>1 (1.0)</td>
<td>4 (3.5)</td>
<td>.27</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease</td>
<td>46 (13.4)</td>
<td>15 (14.7)</td>
<td>33 (28.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Inflammatory bowel disease</td>
<td>19 (5.5)</td>
<td>4 (3.9)</td>
<td>6 (5.2)</td>
<td>.81</td>
</tr>
<tr>
<td>Liver disease</td>
<td>2 (0.6)</td>
<td>1 (1.0)</td>
<td>1 (0.9)</td>
<td>.90</td>
</tr>
<tr>
<td>Nausea/vomiting</td>
<td>25 (7.3)</td>
<td>9 (8.8)</td>
<td>8 (6.9)</td>
<td>.84</td>
</tr>
<tr>
<td>Rectal pain</td>
<td>2 (0.6)</td>
<td>0 (0)</td>
<td>2 (1.7)</td>
<td>.29</td>
</tr>
<tr>
<td>Other</td>
<td>47 (13.7)</td>
<td>19 (18.6)</td>
<td>16 (13.8)</td>
<td>.45</td>
</tr>
</tbody>
</table>

\(^a\)AEGIS: Automated Evaluation of Gastrointestinal Symptoms.

\(^b\)P value from analysis of variance test (continuous data) or chi-squared test (categorical data).

\(^c\)GI: gastrointestinal.

In Table 3, we present the physician-centric outcomes stratified by group. No differences were seen for documentation of alarm symptoms and GI cancer family history, EHR charting time, or numbers of follow-up visits and ordered tests.
Table 3. Physician-related outcomes according to study group (N=561).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group: pre-AEGIS(^a), n (%)</th>
<th>Control group: did not complete AEGIS (n=102)</th>
<th>Adjusted (P)</th>
<th>Intervention group: completed AEGIS (n=116)</th>
<th>Adjusted (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentation of an alarm symptom in initial note(^b), n (%)</td>
<td>61 (17.8)</td>
<td>22 (21.6)</td>
<td>.18</td>
<td>18 (15.5)</td>
<td>.39</td>
</tr>
<tr>
<td>Documentation of GI cancer family history in initial note(^b), n (%)</td>
<td>64 (18.7)</td>
<td>20 (19.6)</td>
<td>.86</td>
<td>27 (23.3)</td>
<td>.28</td>
</tr>
<tr>
<td>Charting time, which is the time until initial EHR(^d) chart encounter was closed(^d), median (IQR)</td>
<td>3.1 (1.4-9.2)</td>
<td>3.3 (1.0-12.7)</td>
<td>.34</td>
<td>3.7 (1.1-10.0)</td>
<td>.58</td>
</tr>
<tr>
<td>Number of follow-up visits within the 6-month period(^d), median (IQR)</td>
<td>0 (0-1)</td>
<td>0 (0-0)</td>
<td>.22</td>
<td>0 (0-1)</td>
<td>.11</td>
</tr>
<tr>
<td>Number of tests ordered within the 6-month period(^d), median (IQR)</td>
<td>1 (1-3)</td>
<td>1 (0-2)</td>
<td>.21</td>
<td>1 (0-3)</td>
<td>.85</td>
</tr>
</tbody>
</table>

\(^a\)AEGIS: Automated Evaluation of Gastrointestinal Symptoms.
\(^b\)Logistic regression model adjusted for group assignment, patient age, sex, race/ethnicity, and clinic.
\(^c\)GI: gastrointestinal.
\(^d\)EHR: electronic health record.
\(^e\)Linear regression model adjusted for group assignment, patient age, sex, race/ethnicity, and clinic. Patients seen in the resident or fellow GI clinic (n=71) were excluded from this analysis as trainees first needed to complete their note before attendings could review or edit the note and close the encounter. Patients of Physicians A-C who were seen earlier or later than their originally scheduled appointment time (n=92) were also excluded from this analysis.
\(^f\)Zero-inflated negative binomial regression model adjusted for group assignment, patient age, sex, race/ethnicity, and clinic.
\(^g\)Negative binomial regression model adjusted for group assignment, patient age, sex, race/ethnicity, and clinic.

Discussion

We discovered that uptake of AEGIS was low, as only 15% of patients accessed the online portal. Surprisingly, this rate was lower than that seen in our prior AEGIS trial (37%) focused on patient-centric outcomes [3]. This was even despite our use of email invitations (the original study used mailings), which we initially hypothesized would increase uptake as the email included a direct AEGIS hyperlink. Of note, research staff emailed invitations directly to patients; it is possible that sending invitations through the EHR patient portal may have enhanced uptake. Prior literature illustrates that patients are accepting of EHR portals [6-8] and they may be more willing to complete interventions sent through official health system platforms. Further research examining optimal methods for deploying digital interventions in EHR-integrated environments are needed.

While AEGIS was built to enhance patient-physician communication by systematically collecting salient components of the history, one-time use of the app did not increase documentation of alarm symptoms or family history of GI malignancy in the initial note. This suggests that physicians in our study may adequately screen for and document relevant red flags and family history. Alternatively, given our pragmatic design, clinicians may not have reviewed the AEGIS report or incorporated it into their note for some patients. We also noted that the app and its computer-generated HPIs did not impact health care utilization or charting time. In short, we did not find that leveraging an online HPI-generation portal measurably improved physician-centric outcomes in this study.

Of note, we previously found that AEGIS collected more alarm features when compared to physicians [2]. The discordant results likely relate to the different study designs; in the prior observational study, AEGIS was completed by patients after their clinic visit, rather than before the visit as in our current study. It is possible that first consulting with the physician subsequently prompted patients, after further introspection, to report more alarm features through AEGIS than were discussed and documented by the physician in clinic. We also previously found that AEGIS creates higher quality HPIs versus those written by doctors [1]. However, based on our findings here and in a prior multicenter controlled trial focused on patient-centered outcomes [3], simply making the comprehensive AEGIS HPIs available for review in the EHR is insufficient for improving care. Further research is needed to determine how best to optimally implement and use these computer-generated data in clinical workflows in order to enhance outcomes.

A limitation of our study was that we could not fully assess whether and how closely physicians reviewed the AEGIS reports in the EHR. While 40.5% of physicians’ notes for the intervention patients contained a portion of the AEGIS report, we do not know how rigorously they reviewed the report after...
copying it into their notes. On the other hand, for the remaining patients, it is possible that clinicians thoroughly read the AEGIS report in the EHR but chose to not copy and paste it into their official consultant notes. Development of novel, effective methods for alerting and assessing how clinicians use newly uploaded, app-generated data in the EHR and that maximize its use at the point of care are urgently needed. Another limitation was that AEGIS was administered as a one-time intervention; longitudinal use of the app for tracking symptom severity could have impacted outcomes such as numbers of follow-up visits and ordered tests. Notably, longitudinal symptom monitoring via a portal decreased emergency room visits and improved survival among patients with metastatic cancer [9,10].

In summary, we found that uptake of AEGIS was low, as less than 1 in 6 patients completed it before their visit. Moreover, one-time use of a carefully developed and validated patient-provider portal did not improve documentation of key elements of the note nor reduce clinician work burden. This is disappointing as it is well known that the EHR has greatly increased physician charting time [11,12]; our goal has been to identify ways to reduce physician burden through clinically meaningful, EHR-enabled automation. Yet, even in taking care to maximize the benefits of the EHR to support physician-centric outcomes, we were unable to demonstrate a benefit. Given the near universal adoption of EHRs [13-15], further research examining how best to develop and implement digital interventions in EHR-integrated environments for improving both patient and physician outcomes is critical.
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Abstract

Background: Feedback for participants’ self-monitoring is a crucial and costly component of technology-based weight loss interventions. Detailed examination of interventionist time when reviewing and providing feedback for online self-monitoring data is lacking.

Objective: The aim of this study was to longitudinally examine the time counselors spent providing feedback on participant self-monitoring data (ie, diet, physical activity, weight) in a 12-month technology-based weight loss intervention. We hypothesized that counselors would compose feedback for participants more quickly over time.

Methods: The time the lay counselors (N=10) spent reviewing self-monitoring records and providing feedback to participants via email was longitudinally examined for all counselors across the three years of study implementation. Descriptive statistics were observed for counselor feedback duration across counselors by 12 annual quarters (ie, 3-month periods). Differences in overall duration times by each consecutive annual quarter were analyzed using Wilcoxon-Mann-Whitney tests.

Results: There was a decrease in counselor feedback duration from the first to second quarter (mean 53 to 46 minutes; \( P < .001 \)), and from the second to third (mean 46 to 30 minutes; \( P < .001 \)). A trend suggested a decrease from the third to fourth quarter (mean 30 to 26 minutes; \( P = .053 \)), but no changes were found in subsequent quarters. Consistent with the hypothesis, counselors may be increasing their efficiency in providing feedback; across 12 months, counselors spent less time reviewing participant self-monitoring and composing feedback (decreasing from mean 53 to 26 minutes).

Conclusions: Counselors used increasingly less time to review online self-monitoring data and compose feedback after the initial 9 months of study implementation. Results inform counselor costs for future technology-based behavioral weight loss interventions. For example, regardless of increasing counselor efficiency, 25-30 minutes per feedback message is a high cost for interventions. One possibility for reducing costs would be generating computer-automated feedback.

Trial Registration: ClinicalTrials.gov NCT02063178; https://clinicaltrials.gov/ct2/show/NCT02063178

(JMIR Form Res 2021;5(5):e23974) doi:10.2196/23974
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Introduction

Consistent weight and dietary self-monitoring are key elements for successful weight loss in both in-person [1] and technology-based programs [2], and using technology for self-monitoring (eg, apps, smart scales) can increase self-monitoring adherence [3-5]. Personalized self-monitoring feedback on the frequency of weight, dietary, and exercise monitoring; reinforcing comments about weight loss behaviors; and presentation of behavior change possibilities are core elements of behavioral weight loss interventions [6-8]. Feedback on self-monitoring data appears to be a crucial component of these interventions since it is associated with greater self-monitoring engagement as well as greater weight loss in interventions [9-12]. In recent years, technology-based communication (eg, email) has been increasingly used for counselor’s feedback [9], particularly since participants are now able to self-monitor food intake, weight, and physical activity online using either researcher-developed or commercial websites/apps [13] rather than using paper and pencil diaries.

In studies that have evaluated the cost-effectiveness of behavioral weight loss interventions [14-25], interventionist compensation emerges in the available studies as one of the costliest components [21,24,25], including time for conducting the sessions and for providing feedback (ie, review of self-monitoring data, composing feedback). Interventionist costs, however, are often bundled in these analyses [21,24,25]; that is, combining time required for the sessions together with time required for providing feedback as well as other intervention tasks. The amount of time for sessions is often quite rigid (eg, 60-90 minutes for group sessions; 20-30 minutes for individual sessions), with standard outlines of material to cover, but little is known about the time associated with providing self-monitoring feedback.

One study examined costs of providing email feedback for online self-monitoring data, based on retrospective self-reported estimates of counselor time in a “typical week” and “after substantial implementation experience,” but bundled all intervention costs together (ie, session preparation, conducting the group session, review of self-monitoring journals, periodic contact of participants who might miss sessions or who have questions, posting on the bulletin board, record keeping, technical work by the webmaster) [21,24]. To our knowledge, only one behavioral intervention specifically reported isolated counselor feedback time, using an average weekly estimate for the entire intervention, but it is not clear whether this information was collected contemporaneously or retrospectively [26]. Thus, previous information is limited to averages, and it is not clear that real-time data collection of each feedback message composed has been examined. Further, because counselor efficiency might increase over time, it will be important to examine the potential impact of implementation experience.

Thus, the purpose of this study was to longitudinally examine the time required to review self-monitoring data and compose feedback among newly trained counselors for participants engaged in a 12-month behavioral weight loss intervention. These data will be important since a detailed examination of interventionist time when reviewing and providing feedback for online self-monitoring data can inform the cost-effectiveness of technology-based programs (including the time for new counselors to “peak” in efficiency) and serve as a baseline for comparison if strategies are implemented for increasing efficiency. This study examined time spent on counselor self-monitoring feedback across the three years that the weight loss intervention was implemented. We hypothesize that counselors will deliver feedback on participant diet, physical activity, and weight self-monitoring more quickly over time.

Methods

Participants

Individuals receiving self-monitoring feedback in the behavioral weight loss intervention were active duty military personnel stationed at Lackland Air Force Base in San Antonio, Texas, enrolled in the Fit Blue weight loss study (2014-2017) [27,28]. Recruitment used posters and bulletins, on-base presentations, advertisements, and word of mouth. Those interested were phone screened by study staff to assess eligibility (ie, >1 year left on base, >18 years of age, BMI >25.0 kg/m², health care provider clearance, computer/email access). At baseline, 248 participants were randomized to either a counselor-initiated or self-paced 12-month intervention condition. Conditions varied in intensity and self-initiation required but were similar in intervention goals.

Self-monitoring Components

Overview

Participants were asked to self-monitor food intake, physical activity, and weight daily. To record food intake and physical activity, participants used the Lose It! app or website and permitted their counselor to access this information. To monitor weight, participants used the BodyTrace e-scale provided to them at baseline, which uploaded to a secure personalized website. In the counselor-initiated condition, counselors provided feedback on dietary, physical activity, and weight self-monitoring at the same frequency as telephone sessions (ie, weekly for 4 months, then biweekly for 4 months, then monthly for 4 months) via email (28 total). The self-paced condition was provided feedback via email when requested (up to 28), although in practice this feedback was rarely requested in the self-paced condition [28]. The time estimates presented in the analyses are based on 2670 emails (Table 1). The protocol was approved by the Institutional Review Board of the Wilford Hall Ambulatory Surgical Center in San Antonio, Texas, and acknowledged by the Institutional Review Board at the University of Tennessee Health Science Center.
Table 1. Change in feedback durations across counselors.

<table>
<thead>
<tr>
<th>Quarters from first review</th>
<th>Feedback duration across counselors (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of feedback emails</td>
</tr>
<tr>
<td>1</td>
<td>335</td>
</tr>
<tr>
<td>2</td>
<td>380</td>
</tr>
<tr>
<td>3</td>
<td>324</td>
</tr>
<tr>
<td>4</td>
<td>286</td>
</tr>
<tr>
<td>5</td>
<td>317</td>
</tr>
<tr>
<td>6</td>
<td>309</td>
</tr>
<tr>
<td>7</td>
<td>249</td>
</tr>
<tr>
<td>8</td>
<td>231</td>
</tr>
<tr>
<td>≥9</td>
<td>239</td>
</tr>
</tbody>
</table>

Counselor Characteristics and Training
Counselors (N=10) held bachelor’s or master’s degrees (ie, social work, counseling/psychology, child and family development, nursing, justice administration); however, they were considered lay interventionists since no prior counseling or research experience was required. Counselors were hired based on their interest in providing behavioral interventions and in research, and they were either retired from the military or familiar with military culture. All counselors were new to providing self-monitoring feedback in a weight loss intervention. Counselors attended a week-long training on the study protocol, behavioral weight management principles, feedback, and motivational interviewing. Counselors were taught to construct emails as “feedback sandwiches,” with reinforcement of behaviors sandwiched around identification of potential areas of behavior change, consistent with guidance from other studies [29]. Counselors submitted practice emails that were discussed among counselors led by the principal investigator (RAK). Two counselors joined the team midway through the study timeline and were similarly trained. All counselors participated in ongoing biweekly 1-hour supervision and 1-hour motivational interviewing training and received roughly quarterly retraining on providing self-monitoring feedback to maintain and improve this skill.

Documentation of Self-monitoring Feedback Duration
Counselors contemporaneously logged the time it took them to review online self-monitoring data and construct each personalized email in the electronic study database.

Data Analysis
All feedback duration times were included in analyses regardless of condition. Descriptives (ie, median, mean, SD, first quartile, third quartile, quartile range) were observed for feedback duration across counselors by 12 annual quarters (ie, 3-month periods). For counselors who joined the team later (N=2), the first quarter they provided feedback was compiled with the first quarter of feedback from the original counselors. Differences in overall duration times by each consecutive annual quarter were analyzed using the Wilcoxon-Mann-Whitney test.

Results
Across all counselors, there was a significant decrease in overall duration to review self-monitoring data and compose feedback messages from the first to second quarter (P<.001; IQR 30-60 minutes versus 20-45 minutes; mean 53, SD 56 versus mean 46, SD 47; Table 1). There was a significant decrease in overall duration from the second to third quarter (P<.001; IQR 20-45 minutes versus 20-30 minutes; mean 46, SD 47 versus mean 30, SD 25). A nonsignificant trend suggested a decrease in duration from the third to fourth quarter (P=.053; IQR 20-30 minutes versus 15-30 minutes; mean 30, SD 25 versus mean 26, SD 19). There was no significant change in duration between later quarters (Table 1). Median time ranged from 25 to 30 minutes (Table 1). Median and mean feedback durations across all quarters are presented in Figure 1.
Discussion

Principal Findings

Counselors needed increasingly less time to review online self-monitoring data and compose personalized feedback to participants over the first 9 months the behavioral weight loss intervention was implemented, with a nonsignificant trend suggesting increased efficiency for the next 3 months as well. Thus, after 12 months, the mean amount of time spent in reviewing self-monitoring data and composing feedback decreased from 53 to 26 minutes. When examining median times, there was less variation across all quarters (ie, 25-30 minutes); however, a decrease in IQR in the first three quarters was notable. This narrowing time range indicated that counselors composed these feedback messages more consistently near the median (ie, 30 minutes) over time.

Although the standard deviation decreased, it remained high, likely due to variability across individual counselors and participant characteristics. Some participants might have logged similar data to previous weeks, or only logged one day, requiring shorter feedback messages. In response to these self-monitoring situations, counselors might write, “You continued to meet your calorie and fat goals and continue to make regular choices of fruits, vegetables, whole grains, and low- or no-calorie beverages” or “You met your calorie and fat goals on the one day that you were able to log. What were the barriers for logging on the other days?” Additionally, perhaps some counselors were quicker at crafting feedback than others.

Mean time was 32 minutes per feedback message, which is higher than the 10-15 minutes found by Hunter et al [26], during which counselors similarly provided feedback on food intake, exercise, and weight. However, only time spent providing feedback was reported, which—unlike the current study—did not include time reviewing self-monitoring data [26]. Further, it is unclear if the counselors in this previous research logged feedback duration contemporaneously or retrospectively [26]. The decrease in time for feedback messages might be influenced by multiple factors. Perhaps counselors became more efficient at reviewing self-monitoring data and constructing feedback with experience and additional training. Another possibility is that counselors provided less detailed feedback and became “sloppier” over time. However, this is less likely given that the overall intervention results indicated participants experienced significant weight loss at 4-month and 12-month outcomes [28], and periodic retraining on self-monitoring feedback was conducted to increase the likelihood of maintaining good quality feedback. Further, participants might have needed increasingly less feedback about their behaviors over the 12 months that they participated in the intervention. However, our study compared time periods specific to counselor experience, which included the three years that the 12-month intervention was implemented. Thus, individual participants cycled throughout the three years that our results were analyzed and overlapped with participants at other stages of intervention. Nonetheless, future research should rate the quality of feedback over time alongside the time required to compose it.
Regardless of increasing counselor efficiency, 25-30 minutes per feedback message is a high cost for interventions, even cost-effective interventions such as this one [24]. In order to improve dissemination of behavioral weight management programs to all who are eligible and interested, particularly in settings (eg, primary care) without individuals who may have the time, training, and supervising experience to provide self-monitoring feedback, it may be beneficial to develop strategies for decreasing the amount of time required for crafting each message. Some possibilities for reducing the costs of individualized counselor feedback would be generating computer-automated feedback or facilitating peer-group interaction to help promote self-monitoring behaviors [30]. Although computer-automated feedback was comparable to counselor feedback in the short term in previous research, automated feedback was less effective for long-term weight loss [12]. Given limited research on computer-generated feedback [12,31,32] and the common use of counselor-generated feedback [9-12], it is clearly still important to understand in detail the time costs associated with counselor feedback. These details can inform future program budgets, especially since counselor compensation is one of the largest costs [21,24,25]. However, since computer-tailored feedback might be more regularly incorporated into future interventions, a better understanding of the efficiency of counselors in crafting feedback may be beneficial to compare these different modalities.

There are several limitations to consider. Counselors self-reported time spent reviewing self-monitoring data and constructing feedback, which may be less accurate compared to objective measurements. However, this level of detail is much greater than previous studies. In addition, findings are based on lay counselors and may differ from other weight loss professionals (eg, dietitians). Finally, future studies might examine a consortium of behavioral weight management studies in order to have a larger sample size of interventionists in analyses that examine these questions.

**Conclusion**

Current findings suggest that counselors, across the initial 9 months of a behavioral weight loss intervention, become quicker at reviewing participant self-monitoring data and composing individualized feedback. Although there was individual variability, findings indicate that after 9-12 months of experience, counselors composed self-monitoring feedback more consistently in about 30 minutes. Despite indications of increased counselor efficiency, time per feedback message was only reduced to 25-30 minutes. Weight loss programs might consider testing computer-automated feedback with human tailoring to reduce counselor time.

**Acknowledgments**

The study was funded by the National Institute of Diabetes and Digestive and Kidney Diseases (RO1 DK097158) of the National Institutes of Health, with the title of “Dissemination of the Look Ahead Weight Management Treatment in the Military,” and RCK and RAK as Principal Investigators.

The research represents a Collaborative Research and Development Agreement with the United States Air Force (CRADA #13-168-SG-C13001). The trial is registered on ClinicalTrials.gov (NCT 02063178). The opinions expressed in this document are solely those of the authors and do not represent an endorsement by or the views of the United States Air Force, the Department of Defense, or the United States Government. Finally, we would like to thank the participants and the research team for their dedication to the research.

**Authors' Contributions**

MCF wrote the first draft of the manuscript and conducted a literature review for the study. RCK was involved in study conceptualization, design, and implementation. MK ran statistical analyses for the study. LAG was involved in study conceptualization, design, and implementation. RAK and RAK as Principal Investigators. GWT was involved in study conceptualization, study design, and implementation. GWT was involved in study conceptualization, study design, and implementation. All authors reviewed and revised the manuscript draft.

**Conflicts of Interest**

None declared.

**References**


Factors Influencing Telehealth Implementation and Use in Frontier Critical Access Hospitals: Qualitative Study

Saira Naim Haque¹, PhD, MHSA; Sydney DeStefano¹, MPH; Alison Banger¹, MPH; Regina Rutledge¹, PhD; Melissa Romaire¹, PhD

RTI International, Research Triangle Park, NC, United States

Abstract

Background: Telehealth has potential to help individuals in rural areas overcome geographical barriers and to improve access to care. The factors that influence the implementation and use of telehealth in critical access hospitals are in need of exploration.

Objective: The aim of this study is to understand the factors that influenced telehealth uptake and use in a set of frontier critical access hospitals in the United States.

Methods: This work was conducted as part of a larger evaluation of a Centers for Medicare & Medicaid Services–funded demonstration program to expand cost-based reimbursement for services for Medicare beneficiaries for frontier critical access hospitals. Our sample was 8 critical access hospitals in Montana, Nevada, and North Dakota that implemented the telehealth aspect of that demonstration. We reviewed applications and progress reports for the demonstration program and conducted in-person site visits. We used a semistructured discussion guide to facilitate conversations with clinical, administrative, and information technology staff. Using NVivo software (QSR International), we coded the notes from the interviews and then analyzed the themes.

Results: Several factors influenced the implementation and use of telehealth in critical access hospitals, including making changes to workflow and infrastructure as well as practitioner acceptance and availability. Participants also cited technical assistance and support for implementation as supportive factors.

Conclusions: Frontier critical access hospitals may adopt telehealth to overcome challenges such as distance from specialty practitioners and workforce challenges. Telehealth can be used for provider-to-patient and provider-to-provider interactions to improve access to care, remove barriers, and improve quality. However, the ability of telehealth to improve outcomes is limited by factors such as workflow and infrastructure changes, practitioner acceptance and availability, and financing.

(KEYWORDS) telehealth; rural health; health IT; telemedicine; virtual care
improved outcomes and reduced costs through averted hospital stays and emergency department visits [3,6].

Although telehealth use has become more prevalent, prior to the COVID-19 pandemic, it was not widespread; thus, its benefits have not been fully realized [7-9]. For telehealth to show potential benefits in the long term beyond the public health emergency, its services must fit into changes in the health care landscape, including the advent of alternative care delivery and payment models, greater integration of physical and behavioral health services, and efforts to address workforce challenges [10,11].

To improve uptake of telehealth in communities where telehealth may be most needed and where benefits to patient access to health care may be significant, policy makers have turned to critical access hospitals (CAHs) because CAHs are charged with providing health care in rural communities that would otherwise not have basic inpatient, outpatient, and emergency care services. Recognizing the central role that CAHs play in integrating and providing access to health care in rural communities, the Centers for Medicare & Medicaid Services (CMS) implemented the 3-year Frontier Community Health Integration Project (FCHIP) Demonstration. FCHIP addressed four service areas—telehealth, skilled nursing facility care, home health services, and ambulance services—in 10 CAHs in Montana, Nevada, and North Dakota [2]. These frontier areas are characterized as having fewer than 10 people per square mile and are predominantly located in the western part of the United States.

This article reports on the qualitative findings for the first year of the telehealth component of the demonstration. We sought to identify and describe barriers and facilitators influencing telehealth adoption for CAHs. These findings can inform other telehealth efforts in rural areas.

**Methods**

This study was conducted as part of an evaluation of the FCHIP Demonstration project, which includes telehealth as a component. The overall study received approval from the Research Triangle Institute Institutional Review Board. Primary and secondary data on hospital landscape and FCHIP implementation activities were collected through in-person site visits and demonstration-related document review for each of the participating FCHIP CAHs. Site visit data collection included key informant interviews with a variety of stakeholders at each CAH.

**Site Visits**

Researchers with expertise in rural health and health informatics conducted on-site interviews with each CAH during June and July of 2017. We identified key stakeholders at each of the sites and interviewed this convenience sample, which included hospital leadership (eg, hospital administrators, medical directors), practitioners, and administrative support staff. We developed discussion guides for each category of informant. Discussion topics included any changes made (eg, staffing, infrastructure), implementation progress, perceived impacts, and any facilitators and barriers to implementation. We conducted interviews with 36 individuals at 8 CAHs participating in the telehealth component of FCHIP. Two FCHIP-participating CAHs focused demonstration activities on service areas other than telehealth. We were not able to secure interviews with patients or caregivers.

**Document Review**

The evaluation team collected information about each CAH from documents that the CAH completed as part of the evaluation, including applications, progress plans, and facility overview/quarterly reports. These reports were submitted to CMS, which shared them with the evaluation team. These documents were used to triangulate with the interview findings.

**Data Analysis**

This work is part of a larger evaluation to understand the impact of the FCHIP Demonstration on participating CAHs. The evaluation focused on how the FCHIP Demonstration can improve access to care, integration, and delivery. We synthesized the qualitative information from site visits and the document review. We developed a codebook based on the literature and the overall goals of the evaluation. Items in the codebook included workflow, practitioner acceptance, infrastructure, and financing. We then coded data using NVivo (QSR International), a qualitative software analysis package. Next, we developed key themes using discussion topics from the interview protocols, the document reviews, and overall evaluation goals. Finally, we generated reports by each theme for review and analysis.

**Results**

CAHs expanded their capabilities to provide different types of services via telehealth with the hope that these new services would allow more community members to remain in the local community for care. Factors that influenced telehealth implementation and use include workflow, practitioner availability and acceptance, infrastructure and cost, and sustainability.

**Workflow**

Workflow changes included adding telehealth to staff responsibilities, education, training, and outreach. To implement or expand telehealth services, CAHs added new responsibilities to existing staff members’ workloads; none of the CAHs reported hiring new staff for telehealth. New responsibilities included setting up equipment, managing referrals, and coordinating between CAHs and distant providers. Staff who assumed these new duties were nurses, administrative support staff, ward clerks, and medical assistants.

The addition of responsibilities was predicated on training. For example, staff received training on how to use equipment, document telehealth encounters for reimbursement, and incorporate telehealth encounters into the workflow. Providing outreach to surrounding communities was an additional responsibility for CAH staff. Outreach included explaining how telehealth worked, demonstrating the value of telehealth, and overcoming resistance to change in referring and using telehealth.
services. Outreach to communities included different audiences, such as practitioners and the general community.

Practitioners in the frontier community who provide referrals to telehealth services, distant providers who deliver services, and staff who support them also received training and outreach to improve telehealth acceptance so they could change their workflows to accommodate telehealth. Interviewees had mixed feelings on training, indicating that training on using telehealth technologies and working with partners providing distant services ranged from straightforward to onerous. As one CAH administrator indicated:

*Being able to help patients is fabulous. As far as our staff go, it is a learning curve. We are all new to what we need to be doing. ... Now we have streamlined ... Now we have a system that works.*

Staff at one site described conducting outreach to encourage telehealth referrals. Rather than waiting for practitioners to refer patients for telehealth services, the site directed staff to take a more active role in telehealth decisions. The staff started asking patients if they would be interested in telehealth services, then called referring practitioners to see whether telehealth would be appropriate. Staff required some training on making calls, referring practitioners, and engaging in patient outreach.

**Practitioner Availability and Acceptance**

Sites participating in telehealth noted that administrative barriers presented the greatest challenges during the demonstration. Several sites noted that they were not able to provide services due to impediments to securing properly credentialed practitioners with availability. These sites faced challenges in obtaining the proper state credentials that give distant providers the necessary privileges to provide services for CAH patients. Furthermore, practitioners and administrators described efforts to use telehealth to provide specialty care, particularly dermatology and behavioral health services, but were told that distant providers were at capacity and were not accepting any more patients through telehealth.

Additionally, multiple sites noted that telehealth service provision was outside the usual scope of work for many CAH practitioners and staff and was often met with reluctance to change. Using telehealth requires a referral and additional paperwork; thus, some medical directors preferred their historical approach of calling a specialist colleague (by telephone) to obtain immediate answers. Participants indicated that having a practitioner champion was key to increasing volume because practitioners make telehealth referrals. As one participant indicated, “Providers are the big issue of adopting telehealth because they have to give the referrals.” This challenge highlights the importance of practitioner outreach as a facilitator so that telehealth services are available to patients.

**Infrastructure**

Telehealth implementation required a few infrastructure and operational changes, which could be barriers to implementation and use. Infrastructure modification included technical and physical changes. Some sites modified their electronic health records (EHRs) to provide a consistent mechanism to document telehealth services. Other sites required equipment and physical changes. For example, some sites purchased mobile telehealth equipment so that they did not have to share equipment between the CAH-owned clinic and the CAH itself.

**Cost and Sustainability**

Hospital staff reported that upfront costs for equipment combined with very low use would likely lead to a negative impact on financial performance. CAH staff members noted the high cost to procure the necessary telehealth equipment using their regular operating budget and expressed a desire for alternative sources of funding for this upfront cost. At hospitals that invested in infrastructure and equipment, it was noted that an increase in volume was needed to obtain sufficient reimbursements to offset the investments and improve financial performance.

Hospital staff reported varied experiences in billing for telehealth services. One hospital administrator mentioned that she was given a list of Current Procedural Terminology codes for Medicare telehealth claims and was able to use them to bill for these services easily. However, a staff member at another site noted that their EHR system was not equipped to properly document the service dates and subsequently bill for telehealth services. Although one hospital administrator felt that Medicare billing guidance was straightforward, some felt that guidance on Medicaid billing was lacking or complex, which led to confusion when billing for services.

**Discussion**

**Principal Findings**

CAH staff identified several obstacles to telehealth: difficulty establishing the needed relationship with appropriate distant providers due to credentialing issues, capacity limits of distant providers, potential distant providers in different health care networks, and distant providers unwilling to use telehealth. Another barrier was unwillingness to integrate telehealth into care delivery by referring providers in the patients’ communities. Contextual factors such as accommodating process flows of local practitioners, patients, and staff was another barrier. Limited resources to support telehealth was another environmental factor that influenced telehealth uptake. Although the clinical staff we interviewed recognized the benefits of telehealth, they also indicated that workflow changes were needed so that practitioners would refer to telehealth services rather than face-to-face encounters and incorporate telehealth into their clinical and administrative practices.

**Factors Influencing Telehealth Uptake and Use**

**Staff Acceptance**

Telehealth represents a change in delivery mechanism and thus requires acceptance by practitioners, staff, and patients alike. CAH staff indicated that because practitioners are the gatekeepers who provide referrals to telehealth services, their engagement was critical to telehealth uptake, which was consistent with other findings [12]. In addition, if staff were engaged with telehealth, they were more likely to serve as champions internally and share their excitement with the general community, which also resonates with findings from the literature [13-16].
Administrators across CAHs indicated the importance of getting practitioners and staff excited about and engaged with telehealth. Engagement was a key success factor.

**Operational Considerations**

Telehealth implementation reflects an organizational shift that requires some operational changes including clinical and administrative workflows, relationships with distant providers, and technical considerations [17]. Frontier CAHs generally seek specialty services and support from distant providers. Thus, operationalizing the relationship with distant providers requires structure that must be in place before implementation [4,18]. Staff at frontier CAHs indicated that ensuring that their providers could easily refer patients to distant specialty providers was a key success factor for telehealth uptake. Operational considerations also include items for hospital leadership, such as credentialing distant providers so that they can provide services at the facility [19]. The CAH staff indicated that credentialing of providers was a significant barrier.

In addition to relationships between providers, workflow considerations include ensuring that services appear seamless to the patient [20]. CAHs must identify processes (that may change ahead of time) so that policies are not developed on an ad hoc basis [21]. CAH staff indicated that they need implementation support to help identify what items needed to be changed and materials such as implementation guides to support telehealth implementation. Processes to consider include identifying and scheduling patients [18], making referrals and sharing information, and consenting. CAH staff reported that spending time on these processes helped facilitate care coordination.

**Financial Considerations**

Implementing and using telehealth involves financial considerations, primarily expenses due to infrastructure, staffing, and training, and offsetting those expenses with reimbursement. In addition, costs must be allocated for education, outreach, and workflow integration efforts. Although reimbursement for telehealth services is increasing, it still varies widely and is inconsistent [12,13,22,23]. CAH staff reported needing assistance with revenue cycles and with billing for services under the demonstration, particularly when they had not previously done so. Other financial considerations included structuring arrangements with distant providers. Telehealth involves sharing patients with practitioners who are in different locations, and CAHs needed assistance with billing processes to ensure payment for services [4,5,24].

**Limitations**

Some limitations may have affected this work. First, our major data source for this report was the responses that the authors collected during key informant interviews. The number of interviewees was small, which limits generalizability. Our secondary data source was reports, although many of these were developed by the same people we interviewed. Although the goal of the interviews was to obtain feedback (including viewpoints) from a variety of stakeholders, there is no guarantee that the individuals who participated in the interviews are representative of the entire staff at the CAHs. In addition, some of the interviewees were responsible for creating some of the reports reviewed in the document review. Therefore, the analysis results from the qualitative data may not represent all perspectives.

Furthermore, this work focuses on a small number of participating CAHs (n=8) in three states. Each of these CAHs was in a designated frontier area; therefore, the population was less dense than is generally found in rural areas. Each CAH has different internal and community resources available that may affect the successful implementation of telehealth. In addition, all of the CAHs were in the western part of the country. These factors may impact generalizability to other rural areas.

**Conclusion**

Frontier CAHs face challenges, including distance and provider availability, that telehealth implementation and use could address. Telehealth can be used for provider-to-patient and provider-to-provider interactions. To realize the promise of telehealth, frontier CAHs need support to improve factors that influence implementation and use.

During the COVID-19 pandemic, many organizations moved to telehealth very rapidly [25]. Although many of the initial increases in telehealth uptake were not sustained, telehealth encounters are above prepandemic levels [26,27]. Thus, understanding barriers and facilitators to telehealth generally can be useful for postpandemic planning. Across CAHs, support needs include change management, service identification for the community, credentialing, and reimbursement. Factors such as necessary workflow and infrastructure changes, practitioner acceptance and availability, and financing must be addressed to improve telehealth uptake. Supporting telehealth includes organizational and policy-level changes that can increase access and improve outcomes in rural communities.
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Abstract

Background: The COVID-19 pandemic has resulted in increased strain on health care systems and negative psychological effects on health care workers (HCWs). This is anticipated to result in long-term negative mental health effects on the population, with HCWs representing a particularly vulnerable group. The scope of the COVID-19 pandemic necessitates the development of a scalable mental health platform to provide services to large numbers of at-risk or affected individuals. The Mount Sinai Health System in New York City was at the epicenter of the pandemic in the United States.

Objective: The Center for Stress, Resilience, and Personal Growth (CSRPG) was created to address the current and anticipated psychological impact of the pandemic on the HCWs in the health system. The mission of the Center is to support the resilience and mental health of employees through educational offerings, outreach, and clinical care. Our aim was to build a mobile app to support the newly founded Center in its mission.

Methods: We built the app as a standalone digital platform that hosts a suite of tools that users can interact with on a daily basis. With consideration for the Center’s aims, we determined the overall vision, initiatives, and goals for the Wellness Hub app, followed by specific milestone tasks and deliverables for development. We defined the app’s primary features based on the mental health assessment and needs of HCWs. Feature definition was informed by the results of a resilience survey widely distributed to Mount Sinai HCWs and by the resources offered at CSRPG, including workshop content.

Results: We launched our app over the course of two phases, the first phase being a “soft” launch and the second being a broader launch to all of Mount Sinai. Of the 231 HCWs who downloaded the app, 173 (74.9%) completed our baseline assessment of all mental health screeners in the app. Results from the baseline assessment show that more than half of the users demonstrate a need for support in at least one psychological area. As of 3 months after the Phase 2 launch, approximately 55% of users re-entered the app after their first opening to explore additional features, with an average of 4 app openings per person.

Conclusions: To address the mental health needs of HCWs during the COVID-19 pandemic, the Wellness Hub app was built and deployed throughout the Mount Sinai Health System. To our knowledge, this is the first resilience app of its kind. The Wellness Hub app is a promising proof of concept, with room to grow, for those who wish to build a secure mobile health app...
COVID-19 has resulted in over 41 million infections with a worldwide case fatality ratio of approximately 2.6% as of early November 2020 [1,2]. Disease spread has been facilitated by a prolonged incubation period and variable symptomatology and severity. As a result, there is a tremendous burden on the health care system, with health care workers (HCWs) experiencing increased stress and demand and increased risk of COVID-19 infection, particularly for patient-facing staff [3]. With consideration for the existing issues of burnout and stress within the health care population, the additional impact of COVID-19 on HCWs, who represent a vulnerable group during this pandemic, is a growing concern [4-6]. Results from a survey of 2579 frontline HCWs at Mount Sinai Hospital in New York City during spring 2020 showed that 39% of respondents screened positive for COVID-19–related posttraumatic stress disorder (PTSD), generalized anxiety disorder, or depression. This finding displays the growing need for additional mental health support among HCWs as a result of the pandemic [7].

In recent years, mobile health (mHealth) apps on smartphones have become ubiquitous tools for personal health management and behavior tracking [8,9]. mHealth apps can provide individuals with continuous feedback on health status and progress, push notification reminders, and other useful engagement features. These remote, digital capabilities pose a major advantage for smartphones because they provide users with a mechanism to engage with, study, and interpret their health behaviors more regularly and comprehensively than in an average sequence of in-person doctors’ appointments or study visits [10,11]. Informed by the literature that has considered the techniques that drive behavior change through mHealth apps as well as their effectiveness [12-15], implementation of mHealth apps for personal health and behavior management can be fine-tuned and leveraged to become a powerful tool in behavior modification and overall lifestyle improvement.

mHealth apps have been rigorously implemented during the COVID-19 pandemic in order to support contact tracing, symptom tracking, and behavioral management for individuals across the globe. These apps have been deployed to support health care systems, governments, and communities to reduce the spread of COVID-19 and its negative long-term effects on the stress and well-being of individuals [16-18].

The growing knowledge and popularity around mHealth apps, in combination with the imperative to support frontline workers [7,19], allowed us to launch a mental health–focused smartphone app for HCWs in New York’s Mount Sinai Health System. It offers tools and support for users to bolster emotional well-being [20]. In its current state, the app is anonymous and the data collected in this phase will offer insight into how to optimize the features and content.

Methods

Overview

The Wellness Hub app is designed as a tool for general mental health maintenance and resilience and connects users to the mental health services available through the Center for Stress, Resilience, and Personal Growth (CSRPG) and Mount Sinai at large [21]. A team of psychiatrists and psychologists affiliated with CSRPG provided all the content for the app and partnered with the Digital Discovery Program at the Hasso Plattner Institute for Digital Health at Mount Sinai to lead the software development. With consideration for the Center’s aims, we determined the overall vision, initiatives, and goals for the Wellness Hub app, followed by specific milestone tasks and deliverables for development. Content and design framework were shared between the development team and CSRPG. The first version of the app was released after 2.5 months of iterative development.

The app is a standalone platform that hosts a suite of tools that users can interact with daily. While initially only available within Mount Sinai, we envisage the app being applicable and deployable in the future to other outside settings where there is a need to offer resilience-building tools to HCWs. Content (eg, lists of local supportive resources) could be tailored to specific health care systems.

Resilience Content

Resilience-focused content and user tasks for the app were adapted from resilience training workshops provided to Mount Sinai Health System staff starting in July 2020, in direct response to the impact of the pandemic on staff well-being. The Center’s resilience workshops draw upon the work of Southwick and Charney, who outlined 10 factors contributing to personal resilience from laboratory research and interviews with trauma survivors, including prisoners of war during the Vietnam War [22].

The Center’s staff developed a peer co-led resilience training curriculum and first piloted a series of eleven 45-minute workshop meetings [21]. Virtual training of over 70 peer leaders was conducted over the summer of 2020, with an initial focus on nurses and physician assistants. As of November 2020, 46 unique staff members have participated in the workshops, with time constraints often cited as reasons for nonattendance. Based on these practical considerations, we condensed the intervention to five meetings in the fall of 2020 focusing on the following: (1) realistic optimism, (2) facing fears and active coping, (3) social support and utilizing resilient role models, (4) self-care,
and (5) faith, meaning, and spirituality. Video content has been developed around these five topics hosted in the app—on Mount Sinai’s YouTube channel and on the Center’s website—to facilitate engagement of staff who do not have the time to participate in person [23].

**App Framework**

**Overview**

We defined the app’s primary features based on the mental health assessment and needs of HCWs. Feature definition was informed by the results of a resilience survey widely distributed to Mount Sinai HCWs [7] and by the resources offered at CSRPG, including workshop content.

Most prominently, app users answer standardized mental health surveys with subsequent score-based feedback that incorporates various exercises for building resilience. Progress is visualized over time based on individual survey scores, showing green (good) or yellow (cautionary, screen-in) feedback depending on the score, allowing users to track their mental health in a regular, quantitative, and accessible way. A user will receive randomized feedback text based on their score (ie, good vs cautionary). If a user scores in a way that suggests a need for mental health care (ie, cautionary), a feedback screen appears suggesting that they seek additional mental health and wellness resources and lists available resources and tools directly on the screen for easy access. App users can write private digital journal entries and access videos for relaxation, including some created specifically for Mount Sinai employees. Users also have the ability to tailor their resources and videos to suit their mindset and interests by favoring specific ones for ease of access. The app also offers quick links to Mount Sinai wellness-related resources (eg, spiritual care and behavioral health clinics). The app is intended to be used in conjunction with CSRPG’s resilience workshops and, therefore, includes key information and activities related to resilience development. We selected features based on their usability as it relates to mental health management and their compatibility with behavior change theory [12,24]. Our primary aim was to build features that support feedback and self-monitoring in a simple and straightforward manner through surveys and journaling and, in this way, support behavior change. Resources in the app—videos and referral resources—serve as reinforcement and added support if desired.

**Mental Health Surveys**

The app contains mental health surveys presented on the main screen. Users are first introduced to the surveys in a baseline fashion, where all questions are offered at one time, in one baseline survey. After completion, users will see each survey individualized on the home screen and can take each survey as many times as they would like. The surveys offered to users are validated measures commonly used in research and clinical practice, though they are available to answer consistently in the app as opposed to on a validated schedule. This is because the surveys are meant to serve as a feedback mechanism for users, where they can regularly assess their well-being and mental health as well as receive consistent feedback based on their results. The surveys were chosen based on prior knowledge about disorders that occur in the context of trauma as well as data derived from a previous survey distributed among Mount Sinai Hospital HCWs [7]. All surveys are presented to users in plain language, as opposed to their clinical name, with scores calculated as indicated in the original validated scoring instructions. The following surveys are included in the app:

1. Ecological mood assessment (“My Daily Feelings”). We included a daily feelings meter with emoticons indicating sadness to happiness on a scale from 1 to 7 for participants to rate their daily mood. This measure is similar to that utilized in prior research with smartphone apps [25].
2. PHQ-8 (8-item Patient Health Questionnaire) and GAD-2 (2-item Generalized Anxiety Disorder scale) (“My Mood”). The PHQ-8 and GAD-2 screen for depression and overall anxiety, respectively, over the past 2 weeks [26,27]. The PHQ-8 is identical to the PHQ-9, except that the item pertaining to suicidality is omitted [28]. PHQ-8 and GAD-2 items are presented on a scale from 0 to 3, with higher scores indicating more severe depression and anxiety, respectively. A PHQ-8 score of 10 or higher was used to indicate probable depression, while a score of 3 or higher on the GAD-2 suggested clinically significant anxiety problems.
3. PCL-5 (PTSD Checklist for DSM-5 [Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition]) (“My Stress Reactions”). We utilized the PCL-5, a newly published brief 4-item version of the longer 20-item PCL-5, anchored to the COVID-19 experience, to evaluate posttraumatic stress reactions [29,30]. Items are presented on a scale from 0 (not at all) to 4 (extremely). Based on initial work with this brief measure, a score of 8 or higher was used as a cut point for probable PTSD [29].
4. CD-RISC2 (2-item Connor-Davidson Resilience Scale) (“My Coping Resources”). We utilized the CD-RISC2, a previously validated short form of the CD-RISC [31,32]. The scale ranges from 0 (not true at all) to 4 (true nearly all the time), with higher scores indicating greater resilience. Based on a review of the available normative data, a score of 5 or lower was used to indicate current problems with resilience for purposes of providing feedback [31].
5. WHO-5 (5-item World Health Organization Well-Being Index) (“My Well-being”). The WHO-5 is a 5-item globally utilized measure of overall well-being [33]. Items are presented on a scale from 0 (at no time) to 5 (all the time). Higher scores indicate greater well-being. Scores are summed and multiplied by 4 to yield an index ranging from 0 to 100; scores at or below 50 are suggestive of depression.
6. AUDIT-C (Alcohol Use Disorders Identification Test-Concise) (“My Alcohol Use”). The AUDIT-C is a widely utilized 3-item screening measure for alcohol misuse [34]. Items are presented on a scale from 0 to 4; scores of 3 or higher were taken to be suggestive of problems with alcohol misuse.
7. Spiritual struggle items (“My Spirituality”). Based on prior research, two items were included in the app to measure problems with spirituality based on prior research: (1) “Do you struggle with loss of meaning and joy in your life?” and (2) “Do you currently have what you would describe as spiritual or religious struggles?” [35]. These items were
presented on a 4-point Likert scale ranging from 0 (not at all) to 3 (a great deal). Endorsement of 1 or higher on either item triggered feedback regarding addressing loss of meaning or spiritual problems.

**Figure 1.** Available surveys (left), weekly progress screen (center), and survey-specific progress screen (right).

**Figure 2.** Randomized feedback based on survey score: good (left), incomplete (middle), or cautionary (right).
**My Resources and My Journal**

We offer a library of resources to our Wellness Hub users. Whether based on survey feedback, general curiosity, or additional mental health needs, the app provides access to the Mount Sinai mental health support network and offers resources and tools external to Mount Sinai.

For individuals looking for direct interaction with a mental health expert or support network, the app provides contact information for CSRPG, chaplaincy, and other behavioral practices and offices at Mount Sinai. We offer a page focused on promoting resilience and building a resilience plan. This page also offers additional CSRPG workshop content and videos.

The “My Resources” tool includes a journal function, which allows users to write down any relevant thoughts or experiences that they feel are important to log. These entries serve as a way to self-monitor their feelings and thoughts and can be in the form of text, image, or voice recording. They can also be tagged as a regular journal entry or a resilience act. This tagging feature allows users to apply what they learn in the CSRPG workshops, along with the Resilience page in “My Resources” in order to discern for themselves what experiences are helping them to build their resilience (Figure 3).

**Figure 3.** My Resources page, with My Journal feature showing tagged photo and text entries.

Another feature provides HCWs with easily accessible relaxation content. The “My Calm” tool offers users a library of relaxation videos, some from the public web and some specifically designed for Mount Sinai employees [36]. These videos range in topic and duration so a user can select something that works for them in the moment. For example, an app user may choose a short, 2-minute video if they are on break during the workday, but may prefer to engage with a longer, more involved yoga video in the evening or to start the day.

**General App Features**

**Overview**

Wellness Hub also includes general app and health app–related features. Our data management page allows users to download their data and/or delete all data from the app. Because the app may hold sensitive or personal information related to a user’s feelings or mental health, we maintain an anonymous back-end server, meaning we do not collect identifiable data from any of our users. Our only way of identifying a specific user is if they provide us with their universally unique identifier that lives in the “My Profile” section of the app.
A notification-setting tool allows users to set the time of day they want to receive notifications about checking in with the app to engage with the available features. Users can also turn off notifications completely.

Additionally, and in accordance with standard practice, we also include information about the app, its developers, and additional copyright or reference information for content hosted in the app.

**Data Privacy and Security**

Data privacy and security are important considering the content of the app and its potentially stigmatizing and/or personal content, and we ensure that all anonymous data are stored with limited access within the Mount Sinai secure network. Further, all questions in the app are optional, including demographics. Wellness Hub app data are hosted in a Health Insurance Portability and Accountability Act (HIPAA)-compliant ecosystem. For quality control, robust data transfer, and data persistence, the Wellness Hub app stores the data in an encrypted environment. The environment is fully encrypted, and the metadata are stored in secure non-Structured Query Language (NoSQL) instances for quality control.

The data transferred from the app to the cloud are sent through an https protocol with end-to-end encryption. Authentication protection at the beginning of the data ingestion is performed, and all data requests external to the server are blocked. No personally identifiable information is ever transferred from the app to the back end. The server manager cannot identify the data’s owner, effectively making the ingested data anonymous (Figure 4).

**Figure 4.** Data ingestion diagram. HIPAA: Health Insurance Portability and Accountability Act; ssh: secure shell; TLS: Transport Layer Security.

The cloud system is only accessible through a secure shell with a public-private key, and IP address restrictions are in place to prevent cyberattacks. The database is restricted only to the app data and does not host any data from outside the app.

The app processes the survey scores locally and initializes the data transfer. Scores are given either a valid value or an invalid value, depending on whether the user completes a full survey or not. The app also implements single sign-on authentication, either Apple or Google, depending on which operating system the app is running. Consistent with our approach to privacy, the app has a nonutilization timer that expires if the app is not used for 2 minutes, and the timer forces a log-out when it expires.

**Personalization**

The “Favorites” tool in Wellness Hub allows users to tailor the content of the app based on what they find most helpful to them. All resources and videos from the “My Resources” and “My Calm” pages can be selected as favorites and will subsequently appear as a personalized library in this view. Here, preferred resources can be easily accessible (Figure 5).
Beyond tailoring resources, we also allow users to further personalize their experience through design. In addition to the standard Mount Sinai colors, we include a feature allowing users to choose the color scheme they prefer for their app, with numerous options meant to offer a calming effect to the user (Figure 6). This serves as a simple way to allow personalization of the app, in the same way that they can personalize their favorite content and track their journal entries and survey responses.

**Figure 5.** Example of the My Favorites page with resources and contact pages “hearted” and easily accessible.

**Figure 6.** Tailoring the app by color scheme.
Demographics
For future use, we have included a basic and optional “About Me” anonymous demographics survey in the standard profile section of the app in order to improve the personalization of resources based on age, role at Mount Sinai Health System, and other demographic or COVID-19–related features. This section can also help us better understand the breakdown of our user population and develop new or amend existing features to better address and target outreach to an underserved user population.

Distribution
This app is available for both iOS and Android devices and is currently only available to employees of the Mount Sinai Health System. Due to this employment restriction in distribution, we developed this as a custom app that is only available for download using a unique redemption code or link. The code or link can only be used one time, thus limiting the possibility of users distributing the app outside of the health system. In order to verify the current employment status of the user, we created a page on the Mount Sinai intranet in which users must first log in, thus validating their employment, and subsequently select whether they want to download the app for iOS or Android. Next, they enter the email address to which they want to receive installation instructions. The intranet page automatically pulls a unique redemption code from a list on the back end and sends download instructions, including the unique code, to the interested employee. The code is then marked as “used” and unable to be supplied to another person.

The Wellness Hub app was launched between June and September 2020, as a Phase 1 pilot in which we manually distributed redemption codes to interested Mount Sinai Health System employees while further developing the app in anticipation of the Phase 2 launch in October 2020, to correspond with Mental Health Awareness Month. At the time of the Phase 2 launch in early October, CSRPG introduced the app to the Mount Sinai Health System community through regular presentations, in-hospital messaging, and email notifications.

Key Performance Indicators
Prior to app development, we established key performance indicators (KPIs) to measure the success of the product and level of engagement of our app users. Our KPIs included total number of HCWs downloading the app, total number of baseline surveys submitted, number of users submitting additional surveys postbaseline, and general app engagement metrics (eg, number of app openings).

Results
Overview
This paper outlines the design and launch process for the Wellness Hub app. Development time for the platform was variable between Phase 1 and Phase 2. From initial ideation to the current version, we estimate a total of approximately 2.5 months for development and launch. This time frame is reflective of one software engineer, one product manager, and one designer working on the app. Since the app was developed in-house at Mount Sinai, the platform’s primary cost is for database management, which is a regular ongoing service fee. As of March 2021, there were new downloads each month and no reports of bugs or software crashes, suggesting a successful technical launch of the Wellness Hub app.

We analyzed several KPIs to determine the success of the app early after the launch. These early results serve to showcase the initial launch of the app. Between July 27 and October 13, 2020, during our Phase 1 pilot launch, which included manual app distribution and word-of-mouth recruitment, 74 users downloaded the app. We received informal feedback from many of these early users, which allowed us to refine the app and include additional features and adapt existing ones to support our user population. This led to the inclusion of relaxation videos and the improvement of our survey feedback content and progress visualizations.

Our broader, Phase 2 launch was on October 14, 2020, and included greater recruitment and easily accessible app distribution methods. Within 3 months of Phase 2, we received 157 additional app downloads, totaling our reach and app use to 231 users over the course of 4.5 months.

Of the 231 HCWs who downloaded the app, 173 (74.9%) completed our baseline assessment of all mental health screeners available in the app. As of 3 months after the Phase 2 launch, approximately 55% of users re-entered the app after their first opening to explore additional features, with an average of 4 app openings per person.

While the platform is meant primarily to provide individualized feedback to users, and not analyze a cohort of users together, we have compiled a brief overview of baseline results.

Slightly more than half of the baseline survey responses showed screen-in cautionary scores on the WHO-5 (97/173, 56.1%), AUDIT-C (79/159, 49.7%), and spiritual struggle items (113/159, 71.1%). This demonstrates a clear need for additional HCW support related to overall well-being and spiritual struggles (Table 1).
On average, users took 2.06 (SD 6.5) surveys (screeners) after completing the baseline assessment. Of all the surveys available on the app, the daily feelings (“My Daily Feelings”), PHQ-8 (“My Mood”), and PCL-5 (“My Stress Reactions”) surveys had been the most, with 410, 368, and 318 total completions, respectively. Considering the everyday availability of these surveys for users on the platform, they were not taken on the validated schedule for which the surveys are primarily intended.

As our study of app usage proceeds, we will review resilience-related indicators beyond the baseline assessments taken by users. We intend to review additional KPIs that align with longer-term use of the platform.

Strengths and Limitations of the App

The strength of the app is that the Center was able to quickly deploy a tool based on existing resilience literature in order to address a mental health need within the frontline HCW community amidst the initial wave of the COVID-19 pandemic.

The main limitation of the app is that, as it is not a research study in its current version, there is no strict protocol given to users for how they must interact with the app. As a result, there is significant variability in app usage and our ability to track user experiences relative to their demographics. Future versions of the app may include a research intervention that will empirically test the use and effectiveness of the app as a supplement to CSRPG workshops.

Additionally, we consider selection bias; users may already have a bias or inclination toward resilience building, or recognition of their need for wellness tools, thus leading them to search for a tool-based app. We may be missing an important HCW population that is both lacking in resources and would know how to find or use this tool effectively. We have to consider an outreach strategy that will promote greater access or we must consider making these tools available in multiple formats and venues. Lastly, the app is available to a specific cohort with specific access: HCWs in the Mount Sinai Health System. In its current state, it is meant to serve partly as a supplement to CSRPG workshops held at Mount Sinai. This may impact external validation of the app’s efficacy in building resilience outside of this specific cohort.

Discussion

mHealth apps are an increasingly used tool for people to maintain their physical and mental wellness [8]. mHealth apps focused on engaging features, linked to behavior change theory, are crucial in helping to empower people to take control of their own health [37].

There are many publicly available resilience-building platforms similar to Wellness Hub, such as COVID Coach and Calm. COVID Coach, developed by the US Department of Veterans Affairs, offers education about coping, self-care tools, progress visualization, and national mental health resources [38]. Calm is a meditation app that offers video and audio programs related to meditation and mindfulness [39]. The Wellness Hub app stands out due to its targeted nature, in that it provides specific and accessible health system resources to its users and also offers validated mental health surveys along with progress visualization. With HCWs feeling the brunt of the pandemic stress, it makes sense to offer them resources that are close to home and relevant to their work.

To address the mental health needs of HCWs during the COVID-19 pandemic, the Wellness Hub app was built and deployed throughout the Mount Sinai Health System. To our knowledge, this is the first resilience app targeted to HCWs and deployed throughout the Mount Sinai Health System. In its current state, it is meant to serve partly as a supplement to CSRPG workshops held at Mount Sinai. This may impact external validation of the app’s efficacy in building resilience outside of this specific cohort.

Table 1. Survey-specific completion at baseline and screen-in distribution.

<table>
<thead>
<tr>
<th>Survey type</th>
<th>Total completed, n</th>
<th>Yellow score (screen-in), n (%)</th>
<th>Green score (doing okay), n (%)</th>
<th>Total incomplete, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily feelings</td>
<td>173</td>
<td>105 (60.7)</td>
<td>65 (37.6)</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>WHO-5a</td>
<td>173</td>
<td>97 (56.1)</td>
<td>71 (41.0)</td>
<td>5 (2.9)</td>
</tr>
<tr>
<td>AUDIT-Cb</td>
<td>159</td>
<td>79 (49.7)</td>
<td>75 (47.2)</td>
<td>5 (3.1)</td>
</tr>
<tr>
<td>GAD-2c</td>
<td>102</td>
<td>38 (37.3)</td>
<td>64 (62.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>PHQ-8d</td>
<td>160</td>
<td>45 (28.1)</td>
<td>105 (65.6)</td>
<td>10 (6.3)</td>
</tr>
<tr>
<td>PCL-5e</td>
<td>159</td>
<td>53 (33.3)</td>
<td>98 (61.6)</td>
<td>8 (5.0)</td>
</tr>
<tr>
<td>CD-RISC-2f</td>
<td>159</td>
<td>41 (25.8)</td>
<td>113 (71.1)</td>
<td>5 (3.1)</td>
</tr>
<tr>
<td>Spiritual struggle</td>
<td>159</td>
<td>113 (71.1)</td>
<td>40 (25.2)</td>
<td>6 (3.8)</td>
</tr>
</tbody>
</table>

aWHO-5: 5-item World Health Organization Well-Being Index.
bAUDIT-C: Alcohol Use Disorders Identification Test-Concise.
cGAD-2: 2-item Generalized Anxiety Disorder scale.
dPHQ-8: 8-item Patient Health Questionnaire.


CD-RISC-2: 2-item Connor-Davidson Resilience Scale.

Table 1.
than half of the baseline assessments resulted in screen-in scores, are consistent with previous findings at Mount Sinai in the same cohort via a hospital-wide early pandemic survey [7].

The limited level of app use and engagement thus far may be related to the constrained recruitment strategies to date, considering the lack of in-person advertising, enrollment, and distribution due to the pandemic. Additionally, the slower uptake is consistent with our expectations of an initial app release, especially considering the involved download process and our active and occupied target audience of frontline HCWs and others in the health system.

We intend to continue developing this app by improving features based on feedback from our users, including the translation of the platform into Spanish and the integration of Mount Sinai employee and health care services, such as appointment scheduling. We will move beyond assessment by adding specific resilience-promoting interventions, action items, and tools. Potential future improvements include badges that users can obtain in order to encourage them through their resilience journey as well as inclusion of materials from the CSRPG workshop curriculum in specific learning sections and as thought prompts in an expanded version of our journal tool. As the CSRPG continues to grow and COVID-19’s effects continue to be felt across the health care system, we intend to use our KPIs, user feedback, and guidance from the Center workshops to determine the future direction of the app and its content.

The Wellness Hub app is a promising proof of concept for those who wish to build a secure mHealth app to support their employees, communities, or others in managing and improving mental and physical well-being. It offers a novel tool to offer mental health support broadly.
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Abstract

Background: As the incidence of cancer is on the rise, there is a need to develop modern communication tools between patients and the medical personnel. Electronic patient-reported outcome (ePRO) measures increase the safety of cancer treatments and may have an impact on treatment outcome as well. ePRO may also provide a cost-efficient way to organize follow-up for patients with cancer. Noona is an internet-based system for patients to self-report symptoms and adverse events of cancer treatments from home via a computer or a smart device (eg, smartphone, tablet).

Objective: In this pilot study, we assessed the suitability of a novel ePRO application (Noona) for patients with cancer, nurses, and doctors at the Helsinki University Hospital, Finland.

Methods: The study included 44 patients with cancer (different solid tumor types) and 17 health care professionals (nurses or medical doctors). Patients were either operated or received systemic treatment or radiotherapy. Patients reported their symptoms to the medical staff via Noona. In addition, patients and clinicians answered a questionnaire, based on which Noona’s suitability for clinical use was evaluated in terms of usability (ease of use, operability, and learnability), reliability (subjective opinion of the participant), and incidence of harmful events reported by the participants.

Results: A total of 41/44 (93%) patients and 15/17 (88%) professionals reported that the program was easy or quite easy to use; 38/44 (86%) patients and 11/17 (65%) professionals found Noona reliable, and 38/44 (86%) patients and 10/17 (59%) professionals would recommend Noona to other patients or their colleagues. No harmful incidences caused by the use of Noona were reported by the patients; however, 1 harmful incidence was reported by one of the professionals.

Conclusions: The majority of the participants felt that Noona appeared reliable and it was easy to use. Noona seems to be a useful tool for monitoring patient’s symptoms during cancer therapy. Future studies will determine the impact of this ePRO platform in routine clinical practice.

(JMIR Form Res 2021;5(5):e16156) doi:10.2196/16156
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**Introduction**

According to the Finnish Cancer Registry, approximately 30,000 people receive cancer diagnoses in Finland every year, and the number of patients with cancer continues to rise.

Cancer treatments cause adverse events and long-term consequences. Patients receiving radiotherapy may experience irritation, redness of skin, pain, and fatigue. If the acute reactions remain improperly treated, patients may discontinue radiotherapy, leading to a loss of local control [1].

During chemotherapy patients commonly experience side effects such as nausea, fatigue, neutropenic infections, mucositis, peripheral neuropathy, and pain. These side effects impair patients’ quality of life and may require emergency room visits, hospital stays, reductions in the following chemotherapy doses, or lead to treatment interruption [2]. Recognizing adverse events of chemotherapy early remains important to ensure proper medical interventions [3].

Digital communication between patients and cancer clinics via electronic patient-reported outcomes (ePROs) enables early detection of adverse events during chemotherapy, decreases emergency room visits and hospitalization, increases quality of life, and may even improve survival [3]. In the study by Denis et al [4], after primary treatment of lung cancer, disease relapse was detected earlier and the patients lived longer if they reported their symptoms via electronic software, compared with traditional follow-up visits. The overall survival was 19 months (95% CI 12.5 to noncalculable) in the study arm, compared with 12 months (95% CI 8.6-16.4, \(P=0.001\)) in the control arm [4]. Because of these advantages, ePROs will likely be implemented in routine cancer care in the near future [5].

The aim of this study is to describe the usability of the first version of Noona, a web-mediated PRO application.

**Methods**

The investigated ePRO tool Noona is a web-mediated application developed by Noona Healthcare Oy in collaboration with Helsinki University Hospital Comprehensive Cancer Center. The Noona mobile service is developed for remote monitoring of patients with cancer, and to be used as a support tool for communication between patients with cancer and health care professionals. Noona is an online application, which can be used with a web browser and a suitable device, such as desktop, laptop, tablet, and smartphone. Noona has 2 clear user groups: patients with cancer and cancer care professionals, specifically nurses and doctors working in cancer hospitals. At the beginning of their treatment, patients with cancer are registered to Noona, and they will continue to use Noona during the follow-up and rehabilitation periods. During the treatment phase, Noona is designed to evaluate symptoms and recovery progress based on patient-reported outcome data. During the follow-up and rehabilitation periods, the intended use is to enable fluent and accessible communication between the patient and the professionals, and to monitor patient recovery from cancer and related symptoms.

Noona has 2 user interfaces: one for the patients (Figure 1) and the other for the professionals (Figure 2). The main functionalities of the patient interface are symptom reporting and a diary. Patients can report on cancer- and treatment-related symptoms using question wizards that cover the clinically relevant questions and evaluate the most common and relevant symptoms, such as pain, fatigue, nausea, vomiting, and bowel symptoms. In addition to the symptoms, patients may contact their clinic regarding other topics using an open question form. Patients can also receive messages from their care team via Noona.

---

**Figure 1.** Noona interface for the patients.
The main functionalities for the professionals are (1) a work queue to monitor new patients who have asked assistance or responded to a scheduled questionnaire, (2) a view of patient information as well as symptom history, and (3) a possibility to send messages directly to patients. When a patient starts to use Noona, the application provides a tutorial for the patient. As part of its implementation in the hospital, nurses are trained to give patients end user support. In the first version of Noona no alarm or reminder function was included and professionals were asked to check Noona regularly as part of their clinical work.

As part of the clinical evaluation of Noona, a prospective pilot trial was designed to study its usability and reliability by recruiting both patients with cancer and medical personnel, as both groups are expected to use the software during cancer treatments (ie, chemotherapy and radiotherapy or after cancer surgery). This clinical evaluation was part of the mandatory process before introducing Noona as a medical device to the markets in Finland and countries in Europe.

Patients were eligible if they were at least 18 years old; could read Finnish; received either radiotherapy, surgery, or medical therapy as a treatment for their cancer; and had a computer, phone, or tablet with an internet access available to be able to use Noona. Patients were asked to participate in the study by their physician during their routine visit at the hospital; otherwise their treatment continued according to local guidelines. All the doctors and nurses treating patients with cancer in the Helsinki University Comprehensive Cancer Center and willing to participate were eligible. Professionals (nurses, surgeons, medical oncologists, and radiotherapists) were recruited by the research doctor. A written informed consent was obtained from all participants. At the beginning, professionals had a training session about the use of Noona.

Patients were trained individually on the use of Noona by the research nurses and were introduced to the online tutorial. The information collected via Noona corresponded to that normally obtained in the clinical practice, and no additional information was requested. In case of a technical problem or if participants did not get a response from Noona within 24 hours, they were advised to contact their care team (nurse) by phone. Emergency patients were advised to contact their local emergency room.

A total of 45 patients with cancer and 18 health care professionals (nurses or medical doctors) were initially recruited at the Helsinki University Hospital Comprehensive Cancer Center in Finland in 2016. None of the participants declined to participate in the study; 1 patient and 1 professional were later excluded as they failed to fill in the questionnaire. Thus, the final number of patients and professionals recruited was 44 and 17, respectively. The study period was from June 26 to October 27, 2016, for the patients and from September 6 to November 1, 2016, for the professionals.

During the study period, the patients reported their symptoms and adverse events after surgery or during radiotherapy on Noona instead of reporting these via phone or at the doctor’s appointment. During chemotherapy the participating nurses sent
their patients structured questionnaires via Noona a couple of days before chemotherapy infusion instead of contacting them over the phone. In addition, all patients could report using Noona how they are doing at any time. At the end of the study period, all participants answered questionnaires on the usability and reliability of Noona (Multimedia Appendix 1). Outcome measures of usability were ease of use, operability, and learnability. Participants were also asked about reliability (subjective opinion about Noona), whether they would recommend Noona to others, and if there was any harmful event related to the use of Noona. The questionnaires are described in detail in Multimedia Appendix 1.

The study was approved by the Ethics Committee of the Helsinki University Hospital.

Results

Patients

The mean age of the patients (n=44) was 55 (range 28-79); 37/44 (84%) patients were female and 7/44 (16%) were male. The cancer types were breast 32/44 (73%), gynecological 1/44 (2%), melanoma 3/44 (7%), colorectal 3/44 (7%), and urological 3/44 (7%). The information on cancer type was missing from 2/44 (5%) patients. Patients were either operated (13/44, 30%), received chemotherapy (16/44, 36%), or radiotherapy (14/44, 32%). The information on treatment type was missing from one patient (2%).

The patients were asked about their overall activity in using internet, mobile services, and their experiences of using Noona. About 70% (30/44, 68%) of the patients reported using mobile or web services every day (eg, when banking, shopping, or using social media). During the study Noona was used 1-3 times per week by 15/44 patients (34%) and less than that by 29/44 (66%). The most popular devices for the use of Noona were computer (19/44 patients, 43%), smartphone (10/44 patients, 23%), and tablet (7/44 patients, 16%), whereas others used more than 1 of these mentioned devices.

The detailed information about patients’ feedback on the usability of Noona in general, sending messages, and reporting of symptoms functions; their preference; and recommendation is presented in Table 1. Nearly 93% (41/44) of patients reported that the program was easy or quite easy to use, 38/44 (86%) patients found Noona reliable, and 38/44 (86%) patients would recommend Noona to other patients or their colleagues. No harmful incidences caused by the use of Noona were reported by the patients.
### Table 1. Assessment of Noona’s usability by patients and professionals.

<table>
<thead>
<tr>
<th>Question and parameter</th>
<th>Patients (n=44), n (%)</th>
<th>Professionals (n=17), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Logging was</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>30 (68)</td>
<td>14 (82)</td>
</tr>
<tr>
<td>Not easy or difficult</td>
<td>12 (27)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Difficult</td>
<td>2 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not answered</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Enough instructions/education for use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>37 (84)</td>
<td>16 (94)</td>
</tr>
<tr>
<td>No</td>
<td>6 (14)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Not answered</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Use of Noona was</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>29 (66)</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Quite easy</td>
<td>12 (27)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Quite difficult</td>
<td>1 (2)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Difficult</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not answered</td>
<td>2 (5)</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Found message function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>22 (50)</td>
<td>12 (71)</td>
</tr>
<tr>
<td>Difficult</td>
<td>0 (0)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Not used the function</td>
<td>22 (50)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Not answered</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Found the side effect reporting function</strong></td>
<td></td>
<td>Not asked in this group</td>
</tr>
<tr>
<td>Easy</td>
<td>20 (45)</td>
<td></td>
</tr>
<tr>
<td>Not easy or difficult</td>
<td>3 (7)</td>
<td></td>
</tr>
<tr>
<td>Difficult</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Not used the function</td>
<td>21 (48)</td>
<td></td>
</tr>
<tr>
<td><strong>Preference for communication</strong></td>
<td></td>
<td>Not asked in this group</td>
</tr>
<tr>
<td>Noona</td>
<td>7 (16)</td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>3 (7)</td>
<td></td>
</tr>
<tr>
<td>No preference</td>
<td>12 (27)</td>
<td></td>
</tr>
<tr>
<td>Not answered</td>
<td>22 (50)</td>
<td></td>
</tr>
<tr>
<td><strong>Noona was reliable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38 (86)</td>
<td>11 (65)</td>
</tr>
<tr>
<td>No</td>
<td>2 (5)</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Not answered</td>
<td>4 (9)</td>
<td>2 (12)</td>
</tr>
<tr>
<td><strong>Would recommend Noona</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38 (86)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>No</td>
<td>2 (5)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Not answered or no comment</td>
<td>4 (9)</td>
<td>5 (29)</td>
</tr>
</tbody>
</table>

**Health Care Professionals**

A total of 7 physicians and 10 nurses participated in the study. The mean age of the health care professionals (n=17) was 43 (range 28-58), and 14/17 (82%) of them were female, 1/17 (6%) was male, and 2/17 (12%) did not report their gender. The specialties of the doctors were surgery (2/7, 29%), medical oncology (3/7, 43%), and radiotherapy (2/7, 29%); 3/10 (30%)
nurses worked in the department of surgery, 5/10 (50%) in the department of chemotherapy, and 2/10 (20%) in the department of radiotherapy. All health care professionals reported, in general, using mobile or web services every day (several times a day). During the study, 8/17 (47%) professionals used Noona daily, 5/17 (29%) 1-3 times per week, and 4/17 (24%) less than that. A total of 3/7 (43%) doctors used Noona once a week while 4/7 (57%) used less than that; 8/10 nurses (80%) used Noona daily and 2/10 (20%) 1-3 times per week. The detailed information on the professionals’ feedback related to the use of Noona in general, message functions, their preference, and recommendation of Noona is presented in Table 1. As much as 15/17 (88%) professionals reported that the program was easy or quite easy to use and 11/17 (65%) professionals found Noona reliable; 10/17 (59%) professionals would recommend Noona to other patients or colleagues. One professional reported a harmful event with the use of Noona.

Participants spontaneously reported via the ePRO system that Noona “was easy to use” and “system was safe.” Some participants (13 patients and 12 professionals) gave suggestions for improvements. Recommendations included adding an alarm function when a new message has arrived, adding capability for users to send pictures through the program, possibility for logging in automatically with a saved password, and having more options for the questions.

Discussion

Principal Findings
This pilot study suggests that an ePRO application called Noona is feasible and acceptable in clinical practice. Most patients and professionals found Noona easy to log in and easy or quite easy to use. None of the patients reported difficulty using Noona. Most of both patients and professionals would recommend Noona to other patients or colleagues. None of the patients and only 1 professional reported a harmful event related to the use of Noona. In that case, the patient (female) did not understand that her symptoms were related to the treatment of cancer and thus did not report them via Noona; however, as per the professional, a direct face-to-face contact would have probably clarified the nature of her symptoms. None of the participants declined to participate in the study and only 2 participants were excluded from the study as they did not fill in the questionnaire. The high compliance rate suggests that participants found Noona easy enough to use. Only 2 patients had initial technical problems logging in, but these were subsequently resolved. One explanation for these promising results is that Noona has been designed in collaboration with the Helsinki University Hospital Comprehensive Cancer Center and the needs and requirements of both patients and professionals were recognized while developing Noona. A possible limitation of the study is that most participants had good digital literacy, which can limit the expansion of the results to different countries and populations.

As much as 8/10 (80%) of the nurses used Noona daily while none of the doctors did. This finding also reflects the current clinical practice, where most of the communication happens between patients and nurses.

Our results are in line with previous studies utilizing electronic data-collection tools [1,6-11], but currently no data comparing Noona with the other tools in a randomized setting are available. In their study of patients with breast cancer, Abernethy et al [6] demonstrated a high level of patient compliance and satisfaction using a tablet-based data-collection system. According to the study authors, the ePRO helped patients to identify symptoms that deserve reporting to their cancer care provider.

Advances in information technology have enabled the utilization of many ePRO systems in cancer clinics [12]. ePRO collection provides a unique opportunity to monitor symptoms in real-time and provide clinical management during cancer care [9]. Incorporation of the ePRO tool in clinical practice thus generates the opportunity to collect patient data via a comprehensive system [6]. Some studies have shown that ePROs have a positive impact on patients’ satisfaction [4,13], whereas others have found that ePROs are both feasible and acceptable [5,14-16] in clinical practice because published data show that their use may improve patient’s quality of life and even prognosis [4]. Because of these advantages, there is a growing interest in the use of internet-based follow-up systems.

Conclusion
Noona seems to be an easy-to-use and suitable tool to monitor patient-reported outcomes during cancer treatments. However, larger studies are needed to compare ePROs with traditional methods of contact with regard to patient preference, quality of life, resource utility, and costs.
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Abstract

**Background:** The use of wearable biosensor devices for monitoring and coaching in forensic psychiatric settings yields high expectations for improved self-regulation of emotions and behavior in clients and staff members. More so, if clients have mild intellectual disabilities (IQ 50-85), they might benefit from these biosensors as they are easy to use in everyday life, which ensures that clients can practice with the devices in multiple stress and arousal-inducing situations. However, research on (continuous) use and acceptance of biosensors in forensic psychiatry for clients with mild intellectual disabilities and their caretakers is scarce. Although wearable biosensors show promise for health care, recent research showed that the acceptance and continuous use of wearable devices in consumers is not as was anticipated, probably due to low expectations.

**Objective:** The main goal of this study was to investigate the associations between and determinants of the expectation of usability, the actual experienced usability, and the intention for continuous use of biosensors.

**Methods:** A total of 77 participants (31 forensic clients with mild intellectual disabilities and 46 forensic staff members) participated in a 1-week trial. Preceding the study, we selected 4 devices thought to benefit the participants in domains of self-regulation, physical health, or sleep. Qualitative and quantitative questionnaires were used that explored the determinants of usability, acceptance, and continuous use of biosensors. Questionnaires consisted of the System Usability Scale, the Technology Acceptance Model questionnaire, and the extended expectation confirmation model questionnaire.

**Results:** Only the experienced usability of the devices was associated with intended continuous use. Forensic clients scored higher on acceptance and intention for continuous use than staff members. Moderate associations were found between usability with acceptance and continuous use. Staff members showed stronger associations between usability and acceptance (\(r=80, P<.001\)) and usability and continuous use (\(r=.79, P<.001\)) than clients, who showed more moderate correlations between usability and acceptance (\(r=.46, P=.01\)) and usability and continuous use (\(r=.52, P=.003\)). The qualitative questionnaires in general indicated that the devices were easy to use and gave clear information.

**Conclusions:** Contrary to expectations, it was the actual perceived usability of wearing a biosensor that was associated with continuous use and to a much lesser extent the expectancy of usability. Clients scored higher on acceptance and intention for continuous use, but associations between usability and both acceptance and continuous use were markedly stronger in staff members. This study provides clear directions on how to further investigate these associations. For example, whether this is a true effect or due to a social desirability bias in the client group must be investigated. Clients with mild intellectual disabilities might benefit from the ease of use of these devices and their continuing monitoring and coaching apps. For these clients, it is especially important to develop easy-to-use biosensors with a minimum requirement on cognitive capacity to increase usability, acceptance, and continuous use.
The use of wearable biosensor devices for monitoring and coaching in forensic psychiatric settings for people with intellectual disabilities and their caretakers yields high expectations for improved self-regulation of emotions and behavior. This is based on the expectation that wearable biosensor devices can be used to detect changing levels of emotional states [1] and behavior in both clients and staff members [2-5]. The devices typically collect body measurements such as heart rate, blood pressure, movement, and breathing [6,7]. It is assumed that this information can be used to quantify health, physiological stress, and well-being [8]. Users can, for instance, visualize their data in smartphone apps to track their health and stress levels or receive real-time information on their heart rate coupled to personalized, prespecified interventions [2]. This information is thought to enhance health and well-being and alleviate stress [2,6,8]. Besides the detection and prediction of emotional states and behavior, wearable biosensors may be used to promote a healthy lifestyle, especially because of their real-time data monitoring capabilities [3,9]. For example, they can be used to monitor sleep [10], nutrition, movement, cardiac disease, blood sugar [3], or epilepsy [8]. In these cases, wearable technology has the potential to lower medical costs, improve health-related behavior of users, and reduce physician time [3]. In addition, it may result in opportunities to gather accurate real-time data that will allow for the diagnosis, prevention, and treatment of various chronic diseases in a more economical manner [11-13]. This makes the potential economic benefits of these biosensors immense; health and fitness biosensors are targeted at improving healthy behavior, which will likely have a significant impact on health care costs [11]. Although some results from recent research in forensic psychiatry are promising [4,14], the (continuous) use of biosensors in everyday life, particularly in forensic psychiatry, is still in nascent stages [15].

A potentially complicating factor in the use of these biosensors are the mild intellectual disabilities and borderline intellectual functioning (MID-BIF; IQ 50-85) of the user. Clients with MID-BIF might not benefit from cognitive behavioral therapies (eg, anger management) like people with average intelligence [16] due to the complexity of such therapies. The use of biosensors might be an easier method by which to teach people about arousal-inducing events and possible self-regulation strategies. Moreover, the ambulatory nature of the devices ensures that clients can practice with the devices in multiple stress-inducing situations occurring in real life.

Although wearable biosensors show promise for health care, research into the use and acceptance of wearable biosensors is almost absent in forensic psychiatry, let alone in clients with MID-BIF. Recent consumer research, however, showed that the acceptance of wearable devices in consumers is not as was anticipated [3], and, more importantly, the long-term continuous use (presumably following acceptance) of these devices seems low [17]. In addition, there is a need for more longitudinal research to systematically study the trends in wearable use over time. Pal et al [12] recently identified factors that might contribute to the low frequency of continuous use of wearable devices. According to these authors, there is a gap between the expectations of usability that people have before using, for example, a smartwatch and the factors that would lead to continuous use by experiences with the device (expectation–experience–continuous use). In this study, we will investigate whether it is the expectation of using the biosensor or the actual experience itself that contributes to continuous use. Examples of factors associated with usability, acceptance, and continuous use of wearable biosensor devices include the accuracy of the information from the devices, reliability and validity of the information, comfort of the devices, feedback provided, and how it is provided [3]. For instance, if a wearable biosensor device signals that a client is stressed while the client is clearly at ease, this will likely reduce the willingness to use the biosensor, as the accuracy, reliability, and validity of the information is clearly erroneous in this example.

To increase the usability, acceptance, and continuous use of biosensors, user preferences, needs, and wishes, especially for people with MID-BIF, must be known. In addition, it is necessary to determine the goals of the user and the tasks for which the biosensors will be used. Finally, the functions of user interfaces and biosensor devices should be evaluated to make them more attractive, desirable, and efficient for the users by integrating the outcomes of the evaluation [17,18]. Kim and Shin [15] argued that additional antecedents of biosensor adoption and the role of control variables should be further investigated to increase the (continuous) use and acceptance in diverse international samples. In addition, Kalantari [11] argued for more diverse samples and heterogeneous user groups. Kalantari [11] also notes that qualitative research is lacking in the field of acceptance and adoption research.

Research on the use of biosensors for clients with MID-BIF is scarce while the potential benefits might be significant. Therefore, we investigated the use of everyday wearable biosensors to establish what would lead to their (continuous) use and acceptance. Biosensor information could potentially benefit not only clients but staff members as well. To this end, qualitative and quantitative questionnaires were used to explore the psychological (preferences, needs, wishes, and goals) and functional (tasks and functions) determinants of usability, acceptance, and continuous use of biosensors in both staff members and clients. The main goal of this study was to investigate the expectation–experience–continuous use connection to see whether there is a gap between expectations of usability and the actual experience that will preferably lead to continuous use and whether there are differences between clients and staff members. In addition, we investigated the key
determinants involved in the usability, acceptance, and continuous use of biosensors using validated questionnaires. The following research questions were formulated:

- Are there differences between clients and staff members in expectations of usability and the actual experienced usability that will lead to continuous use of biosensors (expectation-experience-continuous use)?
- Which key determinants contribute to the usability, acceptance, and continuous use of biosensors in forensic psychiatry for clients with MID-BIF and staff members?

Methods

Participants and Setting
The participants for this small-scale study consisted of two groups of users: clients with MID-BIF who are residents of forensic psychiatric living units and staff members who work as nurses or sociotherapists on these forensic psychiatric living units. Clients are often referred to the units as a result of aggressive and violent behavior and are at an increased risk for severe behavior problems, offending behavior, and recidivism [19]. During their admission, these clients are encouraged to participate in treatments aimed at decreasing the risk for recidivism. The staff members who work with these clients often work irregular shifts and are at an increased risk for work-related stress and burnout symptoms [4].

Materials
After multiple sessions with a user group consisting of staff members and clients, we selected 4 devices that were thought to benefit the participants in domains of self-regulation, physical health, or sleep. All 4 devices used in this study are US Food and Drug Administration and CE approved and can be bought in regular stores (commercially available).

The Spire Stone (Spire Health) is a wearable device in the form of a stone that can be attached to a belt (men) or bra (woman). It measures the contraction of the torso to indicate the rate of breathing. The device comes with an app and classifies the respiration rate as calm, focused, or tense (see Holt et al [20], for instance). Moreover, it measures the amount of activity and sedentary behavior. The app provides users with daily overviews or direct feedback on breathing rate.

The Charge 3 (Fitbit Inc) is a physical activity tracker with a heart rate monitor that provides users with real-time feedback on heart rate and physical activity. In addition, it can provide users with information on sleep and exercise. The app provides users with detailed information on stress, sleep, and activity (see Schrager et al [21], for instance).

The vivosmart 4 (Garmin Ltd) is a physical activity tracker with a heart rate monitor that provides users with real-time feedback on energy expenditure, stress indications based on heart rate, and sleep quality assessment. The app provides users with detailed information on sleep, stress, and energy expenditure [22].

The TicWatch E (Mobvoi Inc) is a smartwatch running WearOS with a heart rate sensor. It can be used as a biofeedback device when running the Sense-It app [2], an ambulatory e-coaching app that provides users with information on deviations in their regular heart rate. It is aimed at supporting users to better understand and recognize changes in their arousal levels.

Questionnaires
To assess determinants of usability, we evaluated user satisfaction with the wearable biosensors [3] with the System Usability Scale (SUS), a short 10-item questionnaire. To assess determinants of acceptance, we used the Technology Acceptance Model (TAM) questionnaire, one of the most frequently used theoretical frameworks for the acceptance of new technology [15]. To assess determinants of continuous use, we used a questionnaire devised by Pal et al [12] based on an extended expectation confirmation model (EECM) that consists of 10 prime factors associated with the continuous use of smartwatches.

As the questionnaires were not available in Dutch, they were translated by 3 researchers and 8 staff members who work in forensic psychiatric settings with MID-BIF clients. The questionnaires were then back-translated by native English speakers. As the formulation of the questions was deemed too complex for the MID-BIF clients, an easier version of all 3 questionnaires was constructed for MID-BIF clients consisting of fewer, more easily formulated questions. The choice of which questions to select for the short version for clients was made by the researchers and staff members based on two key principles: the question should easily be understood by the MID-BIF client and represent the implied construct to be measured.

Usability
The SUS is a 10-item questionnaire with good reliability (.85) [23,24] that can be used to assess determinants of subjective usability. It is widely used to assess the usability of different types of technology such as medical devices, software, and websites. It has a well-established standard reference [3] and is quick to administer. The SUS is scored on a 5-point Likert scale ranging from strongly disagree to strongly agree. The total score is obtained by adding the positively worded items minus 1. For negatively worded items, the score is subtracted from 5. The scores are then summed and multiplied by 2.5 to obtain a value between 0 and 100. Missing values can be assigned a neutral value of 3 in accordance with recommendations [25].

To answer the first research question on the expectation–experience–continuous use connection, the questionnaire was administered twice. The SUS questionnaire was administered preceding the study to measure the expectation of the participants. Following 1 week, the SUS was administered to measure the actual experience with the biosensors.

Acceptance
The TAM questionnaire [26] is one of the most frequently used questionnaires for the acceptance of new technology [27]. The model uses a generalized theoretical framework of technology. We used a recently developed version of this questionnaire [15] specifically aimed at smartwatches that distinguishes between 10 key determinants of smartwatches: perceptions of and attitudes toward technology, affective quality, relative...
advantage, mobility, availability, perceived ease of use, intention to use, perceived usefulness, subcultural appeal, and cost. The TAM is scored on a 7-point Likert scale ranging from strongly disagree to strongly agree. The questionnaire consists of 36 questions, and all scales have reliabilities well over .70.

Continuous Use
Pal et al [12] proposed an EECM consisting of 10 prime factors associated with the continuous use of smartwatches: hedonic motivation, self-socio motivation, perceived privacy, perceived comfort, battery-life concern, perceived accuracy with functional limitations, perceived usefulness, confirmation, satisfaction, and continuous use. The EECM is scored on a 7-point Likert scale ranging from strongly disagree to strongly agree. The calculation of the total EECM score follows a similar logic as the SUS calculation. The positively phrased EECM questions were summed with the value of the score minus 1. The negatively phrased EECM questions were scored with a value of 7 minus the score (note that we did not multiply the sum as is common with the SUS). This was thought to give an adequate indication of continuous use intention. The EECM questionnaire consists of 32 questions, and all scales have reliabilities well over .70.

Short Questionnaires
The full TAM and EECM questionnaires would be too much of a burden for the clients with MID-BIF. Therefore, we selected one question from each factor on the TAM and EECM for the clients to answer. The staff members completed the full version of the questionnaire. For ease of reporting and interpretation for both clients and staff members, the results reported in this paper consist of the SUS, the short version of the TAM, and the short version of the EECM (Multimedia Appendix 1). All short questionnaires had an overall Cronbach’s α >.80 in this study.

Qualitative Questionnaires
The qualitative questionnaires consisted of an individually administered semistructured interview based on the quantitative questionnaires. Participants were asked to elaborate on thoughts they had on the aspects of usability, acceptance, and continuous use. Additional determinants of usability, acceptance, and continuous use were derived from the semistructured interview in order to further explore the second research question.

Procedure
The research was conducted from May to August 2019. Recruitment of the participants was done at the sites of the living units. Participants were invited to participate and informed about the aim of the study through posters, flyers, and email. After a participant agreed to participate in the study, wearable biosensors were given to the participants with instructions on how to use them. If a user did not own a phone to connect to the app, a P smart (Huawei Device Co Ltd) was provided to the participant (although some participants were not allowed to use a phone due to the nature of their sentence and only used the app in the presence of their caretakers). One of four commercially available devices was randomly assigned to the participant. Before wearing the device, they completed the SUS questionnaire to assess their expectations of usability. The research coordinator completed the SUS questionnaire with the participant if necessary. Sheehan and Hassiotis [28] identify several reasons why people with intellectual disabilities might experience barriers to use technology including cognitive limitations, physical and sensory impairment, and a lack of training and support. For this reason, the research coordinators assisted the clients in explaining how the devices work and completing the questionnaires.

The participants were given time to get familiar with the biosensors. The research coordinator functioned as a contact person in case the participant had any technical problems [2]. After the participant wore the device for 1 week, they completed the questionnaires on usability, acceptance, and continuous use of the wearable biosensors (which thus also resulted in a measure of experience with the device) again. In-depth qualitative interviews were conducted with 29% (22/77) of participants, 14 of whom were staff members.

Statistical Analysis
Descriptive statistics were used to describe the devices that were worn and the age, education, and gender of participants. A 2-way mixed analysis of variance (within: pre-post and between: client-staff) was used to test the main outcome on the expectation of usability with the actual experience. The SUS scores were calculated both preassessment and postassessment for each participant to determine their correlation with continuous use to answer the first research question. To test whether there was an association between the expected and experienced usability with (the intended) continuous use of the EECM questionnaire, we used Spearman correlations to answer the second research question, as the scores on the SUS were not normally distributed. To determine the key determinants that contribute to the usability, acceptance, and continuous use of biosensors, the proportion and number of responses for all questionnaires was computed for clients and staff members.

Further exploratory statistical analyses consisted of a 2-way analysis of covariance (ANCOVA) to test which demographic factors were associated with the judgments of the participants concerning the usability, acceptance, and continuous use of biosensors. Last, an analysis was performed on the qualitative questions of usability, acceptance, and continuous use regarding word frequency. All analyses were done in R (version 3.6.1, R Foundation for Statistical Computing) software [29].

Results
Participants and Setting
To investigate whether there were differences between clients and staff members in expectations of usability and the actual experienced usability that will lead to continuous use, 77 participants were included (31 clients and 46 staff members), with an age range varying from 18 to 63 (mean 34.9 [SD 10.8]) years. Participants were included from 4 mental health institutions in the Netherlands that provide forensic care for clients with MID-BIF.

Materials
Participants wore a Charge 3 (31/77), vivosmart 4 (21/77), Spire Stone (14/77), or TicWatch E (11/77; Table 1). The difference
between groups in terms of number of worn devices was mainly due to difficulty in including participants at different locations as the sites were randomly assigned two devices each. More staff members than clients were included. Some clients and staff members did not want to answer questions regarding their gender (1/77) or education level (3/77) and were therefore set to missing.

Table 1. Descriptive statistics.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Client (n=31), n (%)</th>
<th>Staff (n=46), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charge 3</td>
<td>16 (52)</td>
<td>15 (33)</td>
</tr>
<tr>
<td>vívosmart 4</td>
<td>7 (23)</td>
<td>14 (30)</td>
</tr>
<tr>
<td>Spire Stone</td>
<td>3 (10)</td>
<td>11 (24)</td>
</tr>
<tr>
<td>TicWatch E</td>
<td>5 (16)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20 (65)</td>
<td>21 (46)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (32)</td>
<td>25 (54)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>16 (52)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Secondary</td>
<td>13 (42)</td>
<td>17 (37)</td>
</tr>
<tr>
<td>Higher</td>
<td>0 (0)</td>
<td>28 (61)</td>
</tr>
</tbody>
</table>

*A Some participants were reluctant to answer questions on gender and education.

A small proportion of clients with MID-BIF were not allowed to use a mobile phone (6/77). They were therefore unable to answer questions regarding the use of the biosensor in combination with the app. The missing values were therefore imputed with the “don’t know or neutral” categories of the questionnaires. Table 2 shows the total SUS scores at the start and end of the study period for each device. The SUS scores for most devices increased comparing prescores and postscores except for the Spire Stone (both clients and staff) and TicWatch E (only staff decreased).

Table 2. Descriptive statistics of System Usability Scale scores.

<table>
<thead>
<tr>
<th>Group</th>
<th>Product Start</th>
<th>n</th>
<th>Start</th>
<th>SD</th>
<th>End</th>
<th>SD end</th>
<th>Min start</th>
<th>Max start</th>
<th>Min end</th>
<th>Max end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client</td>
<td>Charge 3</td>
<td>16</td>
<td>56.88</td>
<td>20.01</td>
<td>60.31</td>
<td>18.66</td>
<td>15.00</td>
<td>90.00</td>
<td>15.00</td>
<td>82.50</td>
</tr>
<tr>
<td>Client</td>
<td>vívosmart 4</td>
<td>7</td>
<td>66.43</td>
<td>16.00</td>
<td>67.86</td>
<td>17.82</td>
<td>45.00</td>
<td>87.50</td>
<td>47.50</td>
<td>95.00</td>
</tr>
<tr>
<td>Client</td>
<td>Spire Stone</td>
<td>3</td>
<td>64.17</td>
<td>10.10</td>
<td>63.33</td>
<td>14.65</td>
<td>55.00</td>
<td>75.00</td>
<td>52.50</td>
<td>80.00</td>
</tr>
<tr>
<td>Client</td>
<td>TicWatch E</td>
<td>5</td>
<td>51.50</td>
<td>8.59</td>
<td>57.50</td>
<td>27.33</td>
<td>37.50</td>
<td>60.00</td>
<td>20.00</td>
<td>82.50</td>
</tr>
<tr>
<td>Staff</td>
<td>Charge 3</td>
<td>15</td>
<td>69.17</td>
<td>10.42</td>
<td>75.50</td>
<td>12.00</td>
<td>55.00</td>
<td>87.50</td>
<td>55.00</td>
<td>92.50</td>
</tr>
<tr>
<td>Staff</td>
<td>vívosmart 4</td>
<td>14</td>
<td>74.11</td>
<td>5.24</td>
<td>76.25</td>
<td>8.31</td>
<td>65.00</td>
<td>82.50</td>
<td>65.00</td>
<td>92.50</td>
</tr>
<tr>
<td>Staff</td>
<td>Spire Stone</td>
<td>11</td>
<td>64.77</td>
<td>6.56</td>
<td>59.77</td>
<td>20.05</td>
<td>55.00</td>
<td>77.50</td>
<td>12.50</td>
<td>75.00</td>
</tr>
<tr>
<td>Staff</td>
<td>TicWatch E</td>
<td>6</td>
<td>70.83</td>
<td>16.93</td>
<td>44.58</td>
<td>13.73</td>
<td>50.00</td>
<td>97.50</td>
<td>30.00</td>
<td>70.00</td>
</tr>
</tbody>
</table>

The mean for the clients increased over time while the mean for the staff decreased (Table 3). Paired samples *t* tests showed that these differences were nonsignificant for both clients (*t*=−0.647, *P*=.52) and staff members (*t*=0.645, *P*=.52). The discrepancy between the experienced (posttest) and expected (pretest) usability seems to have been caused by the Spire Stone and TicWatch E (see Table 2). There was no interaction effect of expected versus experienced for group (*F*<sub>1,75</sub>=1.82, *P*=.18).

The correlation between the expected usability and the EECEM was .18 (*P*=.12). The correlation between the experienced usability and the EECEM was .54 (*P*<.001), which indicates a higher relevance for continuous use after participants wore the device.
Table 3. Descriptive statistics of System Usability Scale scores per group.

<table>
<thead>
<tr>
<th>Group</th>
<th>Time</th>
<th>Variable</th>
<th>n</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client</td>
<td>Start</td>
<td>Score</td>
<td>31</td>
<td>58.87 (17.19)</td>
</tr>
<tr>
<td>Staff</td>
<td>Start</td>
<td>Score</td>
<td>46</td>
<td>69.84 (9.77)</td>
</tr>
<tr>
<td>Client</td>
<td>End</td>
<td>Score</td>
<td>31</td>
<td>61.85 (19.09)</td>
</tr>
<tr>
<td>Staff</td>
<td>End</td>
<td>Score</td>
<td>46</td>
<td>67.94 (17.45)</td>
</tr>
</tbody>
</table>

Usability

As shown in Figure 1 and Figure 2, at the start and end of the study, more than 75% of clients (start 26/31; end 25/31) and staff members (start 41/46; end 36/46) indicated that they were confident to use the biosensors. More than 50% of clients (start 24/31; end 20/31) and staff members (start 37/46; end 31/46) also indicated that they could imagine that most people would learn to use the biosensor very quickly, and both clients (start 16/31; end 20/31) and staff members (start 28/46; end 24/46) would like to use it frequently. At the start of the study, 61% (19/31) of clients indicated they needed help from a technical person, in comparison to 29% (9/31) at the end of the study. More than 50% of staff members (start 29/46; end 34/46) thought the biosensor was easy to use, and by the end of the study, more than 50% of clients also agreed with that (20/31). More than 50% of staff members (start 29/46; end 36/46) did not agree that the biosensors were unnecessarily complex, did not agree that they would need the support of a technical person (start 33/46; end 36/46), did not agree that the biosensors were very cumbersome to use (start 38/46; end 38/46), and did not agree that they needed to learn many things before they could get going with the biosensors (start 35/46; end 33/46).
Figure 1. Proportion and number of responses for clients on the System Usability Scale questionnaire.
Figure 2. Proportion and number of responses for staff on the System Usability Scale questionnaire.

Acceptance

Figure 3 shows that more than 75% of clients thought that the smart watch was attractive and pleasing (26/31), they could use the device to get the desired information and service (24/31), and the advantages outweighed the disadvantages (26/31). More than 50% of clients liked the idea of using the smartwatch (23/31), thought it was expensive (20/31), felt they could use the smartwatch anywhere (23/31), was easy to use (23/31), and was useful for doing their job (26/31). Figure 4 shows that staff members had similar patterns except that a small number of staff members thought that the smartwatch was expensive (8/46) or that it was useful for doing their job (18/46).
Figure 3. Proportion and number of responses for clients on the Technology Acceptance Model questionnaire.
Figure 4. Proportion and number of responses for staff on the Technology Acceptance Model questionnaire.

Continuous Use

Figure 5 shows that more than 75% (26/31) of clients agreed to some extent that it was a pleasant experience, that it was entertaining (24/31), that the biosensors met demands in excess of what they expected (25/31), and that they doubted whether the fitness data were accurate (25/31). In addition, more than 75% (26/31) of clients disagreed that the biosensors were heavy and large, and that the devices needed a larger battery capacity (25/31). More than 50% of clients agreed that the experience was better than expected (20/31), that they intend to use the device in the future (19/31), that the device helps them perform many things more conveniently (20/31), and that they have better control over their health (17/31) and did not agree that using the smart watch makes them feel uncomfortable (20/31).

Figure 6 shows that the outcome for staff members was slightly different, although the patterns look similar at first glance. More than 75% (38/46) of staff members disagreed that the biosensors were heavy and large. More than 50% of staff members found the use entertaining (27/46), doubted that the fitness data were accurate (25/46), had better control over their overall health (27/46), and had an overall pleasant experience (30/46). More than 50% (29/46) did not agree that using the smartwatch made them feel uncomfortable.
**Figure 5.** Proportion of responses and number of responses for clients on the extended expectation confirmation model.
**Figure 6.** Proportion of responses and number of responses for staff on the extended expectation confirmation model.

**Demographic Variables**

We explored which demographic variables contributed to the usability (SUS), acceptance (TAM), and continuous use (EECM) of biosensors. We included age, level of education, and gender in separate 2-way ANCOVAs as the dependent variables were correlated, which prohibited a multifactorial multivariate analysis of covariance. In addition, we performed a Box-Cox transformation on the SUS and TAM as these were not normally distributed; the ANCOVAs were adjusted for age. There was a significant difference for both acceptance ($F_{1,69}=9.214, P=.003$) and continuous use ($F_{1,69}=16.607, P<.001$) for group; in both cases the clients scored higher on acceptance and intention for continuous use. There was no significant interaction between gender and education on the usability score ($F_{2,64}=1.475, P=.24$). This indicates that the effect of gender on usability, acceptance, and continuous use does not depend on the level of education or vice versa. As can be seen in Table 4, a strong correlation between the acceptance (TAM) of wearable devices and the intention of continuous use (EECM) was found. In addition, moderate correlations were found between usability with acceptance and continuous use. Last, there was a weak negative correlation between usability and age. Further analysis of the correlations showed that the staff members obtained strong correlations between usability and acceptance ($r=.80, P<.001$), usability and continuous use ($r=.79, P<.001$), and acceptance with continuous use ($r=.89, P<.001$). Clients obtained moderate correlations between usability and acceptance ($r=.46, P=.01$), usability and continuous use ($r=.52, P=.003$), and strong correlations between acceptance and continuous use ($r=.75, P<.001$).
Table 4. Spearman correlations between variables.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>SUS(^a)</th>
<th>EECM(^b)</th>
<th>TAM(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EECM</td>
<td>0.54</td>
<td>_(^d)</td>
<td>_</td>
</tr>
<tr>
<td>TAM</td>
<td>0.58</td>
<td>0.86</td>
<td>_</td>
</tr>
<tr>
<td>Age</td>
<td>(-0.24)</td>
<td>(-0.15)</td>
<td>(-0.03)</td>
</tr>
</tbody>
</table>

\(^a\)SUS: System Usability Scale.
\(^b\)EECM: extended expectation confirmation model.
\(^c\)TAM: Technology Acceptance Model questionnaire.
\(^d\)Not applicable.

For analysis of qualitative questionnaires, a sample size between 5 and 50 is required [30]. In our sample, only the qualitative interviews for the Spire Stone (n=6) and TicWatch E (n=10) met this criterion and are reported here. The word frequencies for both devices are reported in Figure 7 as we wanted to compare the frequencies for the different devices. Words that are close to the dotted line share a frequency similarity for both devices. Words that are farther away from the line have nonsimilar frequencies for both devices. As expected, breathing has a higher frequency for the Spire Stone and heart rate is higher for the TicWatch E as this is the main function for both devices. The Spire Stone and TicWatch E are generally considered easy to use and give clear information.
Discussion

Principal Findings

In this study, we investigated whether the expectancy or the actual experience was most important for an intended continuous use of biosensor devices for monitoring and coaching in forensic psychiatry. In addition, we investigated what contributes to the usability, acceptance, and intended continuous use. The main result of the study is that it was the actual experience of wearing a biosensor that was associated with intended continuous use, and to a much lesser extent, the expectancy. This is contrary to the hypotheses of Pal et al [12] that expectancy would be important for continuous use and that a gap exists between the expectations of usability and the factors that would lead to continuous use by experiences with the device. In our study, the expected usability had only a weak positive association with continuous use, while the actual experienced usability had a moderate positive association. These associations were markedly different between staff members and clients. The associations between usability and both acceptance and continuous use were stronger in staff members and more moderate in clients. It may well be that factors outside usability are responsible for associations with acceptance and continuous use in clients. Perhaps the questionnaires on acceptance and continuous use do not cover the full range of aspects associated with usability for clients. It may also be that clients had different expectations and experiences with the device. Further longitudinal research (ie, longer than 1 month) on this association is warranted, and it would be of interest to investigate any mediation effects of technology experience on the expectancy–continuous use association to further investigate the hypothesis. This would, however, require larger sample sizes.
In addition, a strong association between the acceptance (TAM) of wearable devices and the intention of continuous use (EECM) was found. This seems to indicate that these two questionnaires measure overlapping constructs, and the question arises whether both need to be administered. Especially when the load on participants should be kept to a minimum as in our sample with forensic MID-BIF clients. These results must be interpreted with care as the design of our study, without proper counterbalancing, and the use of short questionnaires limit the conclusions that can be drawn from the study.

As far as the determinants for usability, acceptance, and continuous use are concerned, answers from the usability scale indicated that most of the clients and staff members felt confident using the biosensors and after they wore the devices and thought that most people would learn to use the product very quickly and want to use it frequently. The acceptance scale indicated that the majority have positive attitudes toward technology, their affective quality, relative advantage, mobility, availability, and perceived ease of use. The continuous use scale showed that the majority of staff members and clients gave positive answers on satisfaction, self-socio motivation, perceived comfort, and hedonic motivation. However, the majority had doubts on the perceived accuracy and functional limitations. It is also interesting to note that a minority of staff members and clients were not positive about the usability, acceptance, and continuous use of the devices. These people might not want to use the devices or think that they need help in using the devices. For instance, a minority of people think that they would need help from a technical person to use the device. It might well be that providing them with proper support might increase their intention to use the device. Also, some find that wearing the device is uncomfortable and the accuracy of the fitness data could be improved. These devices might thus benefit from developments in accuracy and form factor [2,3,15,31]. Also, it is unclear if questions on cost of the device can be properly answered as the participants in this study did not have to pay for the devices. Participants can only guess if the device was expensive. In addition, there were no differences in gender, education, or age for usability, acceptance, and continuous use. However, it must be pointed out that our sample size was limited. Clients showed a higher score on acceptance and intention for continuous use. It must be further investigated whether this is a true effect or could be due to a social desirability bias in the forensic clients. It is interesting that clients scored higher on acceptance and continuous use as they might benefit from the ease of use of these devices and their continuing monitoring and coaching apps.

**Strengths and Limitations**

Two particular strengths of this study are the use of simply worded questionnaires adapted for clients with MID-BIF as this was not available in the literature. In addition, we used qualitative questionnaires and a diverse and heterogeneous sample as Kalantari [11] pointed out was missing in the literature. Three major limitations of this study are related to the validity of the questionnaires, design of the study, and duration of wearing the devices. First, although the reliabilities of the short TAM and EECEM are above .80, it remains to be established if a short version of these questionnaires can validly capture the construct intended by the original questionnaires. Furthermore, it is unknown whether these short questionnaires measure similar constructs over time and for different groups. Second, the design of the study does not warrant any comparison between devices, as the participants did not wear all 4 devices. This seriously limits the comparability of results to a within-subject comparison on the SUS. Third, participants wore the devices for only 1 week, which will have a significant impact on the measure of continuous use. The measure only applies to expectations and intentions of continuous use. It remains to be established if this intention for continuous use is associated with actual continuous use. Further limitations of this study were the limited sample size, uneven number of administered questionnaires per device, and use of a modified version of the TAM. The original theoretical framework of the TAM [27] was altered in an extended smartwatch-oriented TAM [15] and it is unclear how this may have affected the results. Furthermore, one of the devices was not a smartwatch in the strict sense, and this limits the conclusions that can be drawn for this device.

**Future Research**

Future research should focus on longitudinal research investigating usability, acceptance, and continuous use, should include a counterbalanced design in which all devices are worn at least once, and should investigate measurement invariance for the short questionnaires [32,33]. Biosensors in forensic psychiatry might prove to be a very useful addition in the treatment for vulnerable MID-BIF clients due to their health-related functionality. These clients often suffer from obesity, sleep disorders, and trauma-related disorders and might substantially benefit from the different functionality that biosensors potentially offer. The use of these devices yields high expectations, and it is plausible that wearable biosensor devices can be used to detect changing levels of emotional states, assist in self-regulation, and even signal imminent problem behavior, such as aggression in clients [14]. The types of biosensors that a client or staff member uses will depend, at least in part, on the problem (ie, health problems, sleep problems, fitness tracking) or use case (ie, emotion regulation, behavior modification) they have. Information on breathing and tension or focus during activities and at certain locations requires a different sensor than monitoring real-time heart rate changes, and the conditions in which the devices are used and prerequisites for using the biosensors should be as clear as possible to increase the use and maximize the potential health benefits of these sensors.

Another important topic for future research is the reliability and validity of the sensors, especially in comparison with gold standard equipment used in laboratories. Peake et al [11] reported that only 5% of wearable devices with integrated biosensors are well validated and most validation studies lack clear conclusions [34]. Not providing accurate and timely information might seriously affect the willingness to wear a device.

Last, for people with MID-BIF, it is especially important to develop easy-to-use biosensors with a minimum requirement on cognitive capacity to increase usability, acceptance, and continuous use in the future. It must be noted, however, that
clients scored similar to staff members on ease of use of available devices and higher on acceptance and (intended) continuous use. Whether clients indeed grasped the information provided by the sensors must be investigated further.

**Conclusion**

Actual perceived usability of wearing a biosensor and to a much lesser extent the expectancy of usability were associated with continuous use. Clients with mild intellectual disabilities might benefit from the ease of use of wearables devices and their continuing monitoring and coaching apps. Clients scored higher on acceptance and intention for continuous use, but associations between usability and both acceptance and continuous use were markedly stronger in staff members. For clients, it is especially important to develop easy-to-use biosensors with a minimum requirement on cognitive capacity to increase usability, acceptance, and continuous use.
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Abstract

**Background:** Accounting for how end users engage with technologies is imperative for designing an efficacious mobile behavioral intervention.

**Objective:** This mixed methods analysis examined the translational potential of user-centered design and basic behavioral science to inform the design of a new mobile intervention for obesity and binge eating.

**Methods:** A total of 22 adults (7/22, 32% non-Hispanic White; 8/22, 36% male) with self-reported obesity and recurrent binge eating (≥12 episodes in 3 months) who were interested in losing weight and reducing binge eating completed a prototyping design activity over 1 week. Leveraging evidence from behavioral economics on choice architecture, participants chose treatment strategies from 20 options (aligned with treatment targets composing a theoretical model of the relation between binge eating and weight) to demonstrate which strategies and treatment targets are relevant to end users. The process by which participants selected and implemented strategies and their change in outcomes were analyzed.

**Results:** Although prompted to select one strategy, participants selected between 1 and 3 strategies, citing perceived achievability, helpfulness, or relevance as selection reasons. Over the week, all practiced a strategy at least once; 82% (18/22) struggled with implementation, and 23% (5/22) added a new strategy. Several themes emerged on successes and challenges with implementation, yielding design implications for supporting users in behavior change. In postexperiment reflections, 82% (18/22) indicated the strategy was helpful, and 86% (19/22) planned to continue use. One-week average within-subject changes in weight (–2.2 [SD –5.0] pounds) and binge eating (−1.6 [SD –1.8] episodes) indicated small clinical improvement.

**Conclusions:** Applying user-centered design and basic behavioral science yielded design insights to incorporate personalization through user choice with guidance, which may enhance engagement with and potential efficacy of digital health interventions.

(JMIR Form Res 2021;5(5):e23809) doi:10.2196/23809
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Introduction

Experimental therapeutics and the Science of Behavior Change program at the National Institutes of Health focus on measuring whether experimentally manipulated, hypothesized targets of an intervention lead to behavior change and improved clinical outcomes [1,2]. More specifically, experimental therapeutics first evaluates an intervention effect on a hypothesized mechanism (ie, target); an intervention that engages the target mechanism is then tested to determine whether changes in the target lead to changes in clinical symptoms [3]. To date, the experimental therapeutics Research Domain Criteria framework, defined by the National Institute of Mental Health, has focused on individual-level constructs (eg, cognitive systems, positive and negative valence systems) [4]. For digital (eg, online, mobile) interventions, we have suggested that experimental therapeutics also must account for user engagement as a mediator of clinical outcomes [5] because even a clinically potent intervention will fail to improve symptoms if users do not engage with it. However, engagement is a common problem for digital interventions [6], and digital behavioral interventions have been criticized for using designs that tell users what to do, which can limit considerations for user preferences that impact engagement [7,8].

User-centered design provides a methodology for engaging deeply with end users about their needs, goals, and preferences to yield discoveries about the user experience and generate evidence for designing interventions [5,9,10]. User-centered design aims to make technologies and services engaging (eg, useful, usable, satisfying) by working collaboratively and iteratively with end users to ascertain their needs and the ways in which they interact with devices that deliver interventions [9]. As a result, digital tools achieve greater acceptability, understanding, adoption, and engagement [11-14], as well as potentially improved clinical outcomes [5,11], yet clinical scientists in health care have greatly underused design methods [15]. One reason for this underutilization may be that design methods appear to threaten the goal of maintaining fidelity to an evidence-based intervention (ie, delivering the intervention as it is intended). More specifically, conducting design activities to understand how to deliver a digital behavioral intervention could indeed result in design decisions to modify how the intervention is delivered.

However, the approach to date of simply translating an evidence-based face-to-face intervention to a digital format has not worked; the process relies on what clinicians think users need, the way in which in-person services are delivered does not align with how people engage with their phones [16,17], and it fails to take advantage of the new affordances and opportunities offered through mobile interventions [18]. Instead, new methods are needed to help our field understand how to increase engagement with digital interventions while preserving the core psychological and behavioral principles that can achieve changes in treatment targets.

This paper aims to demonstrate the application of user-centered design and basic behavioral science to inform the design of a new mobile behavioral intervention that addresses both obesity and recurrent binge eating, an eating disorder behavior characterized by eating a large amount of food while experiencing a sense of loss of control over eating [19]. Binge eating affects up to 30% of treatment-seeking adults with obesity [20-22], and more than 75% of people with recurrent binge eating have overweight or obesity [23]. The association between binge eating and weight gain over time [24,25] makes tackling these health outcomes simultaneously important. In line with an experimental therapeutics approach [1-3], the mobile intervention design focuses on addressing putative intervention targets hypothesized as mechanisms that contribute to the cycle of binge eating and changes in weight. The theoretical model, depicted in Figure 1, integrates treatment targets in evidence-based treatments for obesity or binge eating [26-28], with the goal of delivering behavioral and cognitive strategies associated with these targets within a standalone mobile intervention. Yet intervening on these targets could be achieved through several diverse behavioral and cognitive strategies. Because of this, a design lens is needed to learn which strategies are relevant to end users and identify ways to support end users in engaging with these strategies via the planned mobile intervention.
Figure 1. Theoretical model depicting the relation between binge eating and weight gain. The model integrates treatment targets (white boxes) in evidence-based treatments for obesity or binge eating [26-28]. Clinical outcomes are depicted in the gray boxes.

To this end, we applied user-centered design methods to understand how end users select strategies that could address the treatment targets and how they implement these strategies over 1 week. Although this brief period may be insufficient for an end user to determine if a strategy would work for them longer term, it allowed users to answer design questions about how to make strategies within an intervention relevant and engaging without devoting substantial resources to intervention development and deployment. To avoid the shortcomings of prior, overly prescriptive digital interventions, we had users choose their strategy from multiple options. Behavioral economics suggests that leveraging choice architecture, such as using active choice (ie, forced selection among relevant options), may improve engagement and facilitate behavior change [29,30]. Accordingly, using the active choice paradigm enabled assessing if such a feature would be relevant for the mobile intervention.

Methods

Participants

Participants were recruited using dscout (dscout Inc), an online/mobile qualitative and market research platform. Although small for behavioral science research, this sample size is consistent with research in the field of human-computer interaction [33] and was assumed to be sufficient for achieving saturation [34-36]. This size also enabled enrolling a representative sample of target intervention users with diverse perspectives while adhering to sample size constraints in dscout. Interested individuals were invited to complete an online screening questionnaire in dscout titled “Struggles with eating and weight” that advertised a $100 reward and 25 openings for participation and gave a brief study overview. The 15 screening questions were developed for this study to confirm eligibility; demographic data (ie, age, gender, race, city of residence) were already captured in the profile of each dscout user. Eligible participants screened positive for obesity (BMI ≥30, based on self-reported height and weight) and self-reported recurrent binge eating (≥12 episodes in the past 3 months). For reporting weight, instructions stated, “What is your current weight? Please tell us this number based on when you measure your weight wearing light indoor clothing and without shoes.” For reporting binge eating, instructions stated: “Binge eating is when someone eats an unusually large amount of food and feels a sense of loss of control while eating.” These instructions were written to align with the definition of binge eating in the *Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition* [19]. Inclusion criteria required that participants were English-speaking, nonpregnant adults (aged 18 years and older), felt they weighed more than they ought to weigh (yes/no question), struggled with their weight or were interested in
losing weight (yes/no question), were interested in reducing binge eating (yes/no question), and were willing to use an app to address these problems (yes/no question). Among respondents who met the criteria, the final cohort was selected to ensure diversity based on race/ethnicity, gender, and age.

Procedure

Enrollment

This study was approved by the Northwestern University Institutional Review Board. All enrolled participants provided online informed consent. Of those eligible, all participants who were invited (n=25) began the study. Participation was ended early for 3 individuals who stopped completing study procedures. No reasons for discontinuation were provided. Only completers (n=22) were compensated, all of whom received the $100 compensation.

Dscout

All study procedures occurred online via the diary study feature of dscout [37]. Dscout has over 100,000 members who can respond to advertisements and complete screeners to determine eligibility for research opportunities. Users primarily engage with dscout via their smartphones, which facilitates capturing in-the-moment, in-context experiences over time. Multiple research prompts can be included in each diary study. Further, users can submit multiple entries to each research prompt to assess experiences across contexts. Dscout has several response formats (ie, users can upload videos that are automatically transcribed, upload pictures, submit open-ended responses, and respond to multiple-choice prompts) and has an easy-to-use interface for the researcher to interact with users as needed (eg, to send reminders).

Figure 2 presents a schematic of study activities. Participants completed design research activities over 1 month using dscout. The first 3 weeks comprised a needs assessment to learn about participants’ experiences with obesity and binge eating, strategies they have used to address these problems, and ideas for managing weight and eating. This paper focuses on the prototyping design activity that occurred in the final 1.5 weeks when participants were asked to “try making one change” to help with weight and binge eating by selecting and implementing a strategy for 1 week. Prototyping is used to iteratively evaluate design options conveyed through versions of a product (prototypes) [38]. Prototypes may or may not closely resemble the intended product, referred to as high- or low-fidelity prototypes. In this study, dscout was leveraged as a low-fidelity prototype to gain rapid insights for designing the delivery of strategies in the mobile intervention. As shown in Figure 2, the prototyping activity was administered via 3 research prompts. All 22 participants who began the prototyping activity completed it.

Prototyping Activity

Assessment Guide

An assessment guide was created that specified the research prompts that would be administered to evaluate user experiences. Questions were drafted by AKG with input from SAM, MR, DCM, and JEW. These individuals are researchers with expertise in the treatment of eating disorders and obesity, digital interventions, and/or user-centered design. AKG and SWN (an undergraduate student) then practiced answering the questions by submitting mock entries in dscout for internal testing prior to launch with participants. AKG oversaw study administration and data collection with participants. Study procedures and assessment items were consistent for all participants. After participants’ entries were submitted, SWN edited the transcribed videorecordings for accuracy and deidentification.

Selecting a Strategy

At the start of the week, participants were prompted to submit their first entry. In this entry, participants were asked to report their weight and number of binge eating episodes in the previous week and were then prompted to select one strategy from 20 options to practice for the week. The instructions did not indicate a limit to how many strategies participants could select. The strategies aligned with the putative intervention targets of the intervention’s theoretical model (Figure 1) and were based on...
evidence-based behavioral and cognitive strategies in interventions for obesity and binge eating [26-28]. Using the “think aloud” design technique [9,39], participants recorded a video while picking their strategy, talking aloud about their thought process as they made their choice. Participants then provided an open-ended response indicating their guess for how the strategy would help them.

**Implementing the Strategy**

Over the next week, participants submitted 3 entries showing moments in which they practiced or were struggling to practice their strategy. For those struggling, participants were asked to share what was getting in the way. For each entry, participants submitted a video and an open-ended response describing the experience.

**Reflecting on Implementation**

At the end of the week, participants were prompted to submit their final entry. They recorded a video reflecting on how the experience went, if it matched what they guessed would happen, and the evidence they collected on whether the strategy was helpful. Responses were coded as “planned,” “somewhat as planned,” and “not as planned.” Participants answered a yes/no question on whether they would continue using the strategy in the future and reported their weight and number of binge eating episodes over the past week.

**Analyses**

Analyses focused on the process by which participants selected and implemented strategies and their change in outcomes. Qualitative analyses were conducted using Dedoose (SocioCultural Research Consultants), a qualitative data analysis software. Qualitative data from the baseline strategy selection process were coded separately from the weekly entries on implementation. Qualitative data were analyzed using thematic analysis based on the methodology of Braun and Clark [40], which involved reviewing transcripts to become familiar with the data, generating codes through open coding, iteratively applying the codes to the transcripts, and organizing the codes systematically into broader themes. AKG oversaw these analyses with input and review by SWN, SAM, and MR. Quantitative data were aggregated. The difference in weight and binge eating between the start and end of the week was calculated for each participant, the average of which was then calculated to explore average within-subject 1-week changes in weight and binge eating. Given the small sample size and exploratory nature of the quantitative analyses, a significance test was not conducted.

**Results**

**Sample Characteristics**

A total of 22 participants completed all study procedures and were included in the analyses. Table 1 shows demographic information on study completers. Average age was 37.0 (SD 10.2) years; 64% (14/22) identified as female. Participants identified as White (7/22, 32%), African American/Black (6/22, 27%), Hispanic/Latino (6/22, 27%), and Asian or Pacific Islander (2/22, 9%); one participant (5%) did not report their race/ethnicity. Participants reported living in 12 US states.

At screening, average BMI was 37.1 (SD 5.4, range 30.3 to 49.4), and average number of binge eating episodes over the previous 3 months was 20.5 (SD 7.3, range 12 to 35). All participants endorsed previous attempts to lose weight, and 91% (20/22) endorsed previous attempts to stop binge eating.
Table 1. Study participant demographics.

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Age</th>
<th>Race/ethnicity</th>
<th>State of residence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Male</td>
<td>42</td>
<td>Asian or Pacific Islander</td>
<td>California</td>
</tr>
<tr>
<td>3</td>
<td>Female</td>
<td>45</td>
<td>African American/Black</td>
<td>Arizona</td>
</tr>
<tr>
<td>4</td>
<td>Female</td>
<td>27</td>
<td>Hispanic/Latino</td>
<td>California</td>
</tr>
<tr>
<td>5</td>
<td>Female</td>
<td>35</td>
<td>Hispanic/Latino</td>
<td>California</td>
</tr>
<tr>
<td>6</td>
<td>Male</td>
<td>42</td>
<td>Hispanic/Latino</td>
<td>Pennsylvania</td>
</tr>
<tr>
<td>7</td>
<td>Male</td>
<td>43</td>
<td>African American/Black</td>
<td>New York</td>
</tr>
<tr>
<td>8</td>
<td>Female</td>
<td>43</td>
<td>Prefer not to respond</td>
<td>South Carolina</td>
</tr>
<tr>
<td>9</td>
<td>Female</td>
<td>45</td>
<td>Hispanic/Latino</td>
<td>Illinois</td>
</tr>
<tr>
<td>10</td>
<td>Female</td>
<td>36</td>
<td>White</td>
<td>South Carolina</td>
</tr>
<tr>
<td>11</td>
<td>Male</td>
<td>47</td>
<td>White</td>
<td>Texas</td>
</tr>
<tr>
<td>12</td>
<td>Female</td>
<td>62</td>
<td>White</td>
<td>California</td>
</tr>
<tr>
<td>13</td>
<td>Male</td>
<td>30</td>
<td>White</td>
<td>Texas</td>
</tr>
<tr>
<td>14</td>
<td>Female</td>
<td>39</td>
<td>Asian or Pacific Islander</td>
<td>Illinois</td>
</tr>
<tr>
<td>15</td>
<td>Female</td>
<td>20</td>
<td>White</td>
<td>Illinois</td>
</tr>
<tr>
<td>16</td>
<td>Female</td>
<td>43</td>
<td>African American/Black</td>
<td>California</td>
</tr>
<tr>
<td>19</td>
<td>Male</td>
<td>30</td>
<td>Hispanic/Latino</td>
<td>California</td>
</tr>
<tr>
<td>20</td>
<td>Female</td>
<td>30</td>
<td>White</td>
<td>Virginia</td>
</tr>
<tr>
<td>21</td>
<td>Female</td>
<td>30</td>
<td>African American/Black</td>
<td>Illinois</td>
</tr>
<tr>
<td>22</td>
<td>Male</td>
<td>39</td>
<td>Hispanic/Latino</td>
<td>Florida</td>
</tr>
<tr>
<td>23</td>
<td>Female</td>
<td>26</td>
<td>White</td>
<td>Ohio</td>
</tr>
<tr>
<td>24</td>
<td>Female</td>
<td>22</td>
<td>African American/Black</td>
<td>North Carolina</td>
</tr>
<tr>
<td>25</td>
<td>Male</td>
<td>45</td>
<td>African American/Black</td>
<td>New Jersey</td>
</tr>
</tbody>
</table>

Selecting a Strategy

Participants selected 15 unique strategies, shown in Table 2. Although prompted to pick 1 strategy, participants selected between 1 and 3 strategies. Most participants (15/22, 68%) selected 1 strategy, 23% (5/22) of participants selected 2 strategies, and 9% (2/22) selected 3 strategies. The most commonly selected strategy was to “plan for the meals you’ll eat this week,” selected by 6 participants. The majority (25/31, 81%) of selected strategies were associated with the intervention targets of dietary intake and physical activity, whereas only 6 selections were associated with overvaluation of weight and/or shape, unhealthy weight control practices, and negative affect. The 5 strategies no one selected were associated with these latter 3 intervention targets.
### Table 2. Selection of strategies.

<table>
<thead>
<tr>
<th>Putative intervention target and strategy</th>
<th>Times selected</th>
<th>Went as planned?</th>
<th>Helpful(^a) %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Some</td>
</tr>
<tr>
<td>Dietary intake</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eat meals and snacks at the same time each day.</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Avoid eating snacks that you didn’t plan to eat.</td>
<td>2</td>
<td>✓</td>
<td>_</td>
</tr>
<tr>
<td>Plan for the meals you’ll eat this week.</td>
<td>6</td>
<td>✓</td>
<td>_/✓</td>
</tr>
<tr>
<td>Find a buddy who will help you eat more healthfully.</td>
<td>2</td>
<td>_/✓</td>
<td>_</td>
</tr>
<tr>
<td>Eat smaller portions.</td>
<td>3</td>
<td>✓/✓</td>
<td>_</td>
</tr>
<tr>
<td>Eat more fruits and vegetables.</td>
<td>2</td>
<td>_</td>
<td>_/✓</td>
</tr>
<tr>
<td>Eat less fast food.</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Total selections of this target</td>
<td>19</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regularly (approximately 3 times per week) do physical activity like walking, riding a bike, or going to the gym (unless a doctor has said it is not appropriate/healthy for you to exercise right now).</td>
<td>4</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>Have less screen time: watch less television and spend less time on your computer, tablet, or phone.</td>
<td>1</td>
<td>✓</td>
<td>_</td>
</tr>
<tr>
<td>Find a buddy who will help you be more physically active.</td>
<td>1</td>
<td>_</td>
<td>✓</td>
</tr>
<tr>
<td>Total selections of this target</td>
<td>6</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Overvaluation of weight and/or shape</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When you notice yourself criticizing something about your body, stop yourself. Ask yourself: What is the evidence that the criticism is true or not true? Then think of a more balanced conclusion you can draw about your body.</td>
<td>0</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>List things you like and value about yourself as a person. Remind yourself of things that are more important to you than how your body looks or how much you weigh.</td>
<td>1</td>
<td>✓</td>
<td>_</td>
</tr>
<tr>
<td>Avoid spending time in front of the mirror pointing out what you think of as your “flaws.”</td>
<td>2</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>Stop yourself when you dwell on “feeling fat.” Tell yourself that “fat” is not a feeling and instead say something to yourself that is not self-blaming or self-shaming.</td>
<td>0</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Total selections of this target</td>
<td>3</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Unhealthy weight control practices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avoid skipping meals or going for long stretches of time without eating.</td>
<td>1</td>
<td>_</td>
<td>✓</td>
</tr>
<tr>
<td>Avoid “dieting” and cutting out certain types of foods.</td>
<td>0</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Try eating one serving of a food that you’ve been avoiding because you consider it a “trigger” food for binge eating.</td>
<td>1</td>
<td>_</td>
<td>✓</td>
</tr>
<tr>
<td>Total selections of this target</td>
<td>2</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Negative affect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do activities that make you happy and do not involve food.</td>
<td>0</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Notice times when you’re feeling down and find something that makes you feel a bit better about the situation.</td>
<td>0</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Ask a friend or loved one to do something enjoyable together or repair a relationship in which you had a disagreement or falling out.</td>
<td>1</td>
<td>✓</td>
<td>_</td>
</tr>
<tr>
<td>Total selections of this target</td>
<td>1</td>
<td>_</td>
<td>_</td>
</tr>
</tbody>
</table>

\(^a\)Indicates the percentage of participants who rated their selected strategy as helpful to them.

\(^b\)Not applicable.

Participants gave a variety of reasons for selecting versus not selecting strategies. Some participants indicated they selected a strategy because it was something they already were pursuing, whereas for others, this was the reason they did not select that...
strategy. Participants also indicated they selected strategies they perceived to be attainable and easy to complete or adjust to doing, that they perceived would be most helpful to them in managing their eating or weight, or that were new to them and therefore were perceived to be worth trying. Participants did not select strategies that they described as having been unhelpful in the past or that they believed would be unhelpful for achieving their goals around weight and binge eating. Some said certain strategies did not apply to them and thus would be challenging to achieve. Finally, participants did not select strategies because they thought they would fail in the implementation.

Participants who selected multiple strategies indicated their selections were motivated by a desire to capitalize on recent successes with those strategies or make progress with recently planned goals or because the strategies were perceived as serving a similar purpose. Two participants did not provide a rationale for why they selected multiple strategies.

While selecting strategies, all but 2 participants set a plan and/or identified ways to implement the strategy. Most participants (19/22, 86%) listed the benefits of maintaining a plan. Participants guessed their strategy would help them manage binge eating or weight (21/22, 95%), address eating-related triggers (17/22, 77%; eg, cravings, unplanned snacking, negative self-talk), or improve a related area (10/22, 45%; eg, increase self-esteem, happiness, or productivity; be more present with children; or improve their immune system).

**Implementing the Strategies**

Over the week, all participants reported they practiced implementing a strategy at least once; 82% (18/22) described moments in which they struggled with implementation. A total of 23% (5/22) of participants indicated they focused on a new or additional strategy. Participants changed strategies for 2 reasons. One reason was because they realized they would be unable to work on their originally selected choice (ie, scheduling difficulties prevented exercising with a buddy). The other reason was to address a more pressing and/or relevant problem area that had presented (eg, reduce binge eating by avoiding eating unplanned snacks, increase physical activity to avoid overeating, plan for meals and snacks to reduce overeating when very hungry, or eat less fast food after a recent increase in this behavior).

Participants experienced successes and challenges with implementation; overarching themes from these results are described here, and specific details for each strategy are detailed in Multimedia Appendix 1.

The ways in which participants were successful ranged from using individually focused techniques (eg, changing a routine to collaborating (eg, using resources and others for support); participants used techniques that best fit their needs. Participants were successful when they planned in advance, including when to eat (eg, setting a schedule), what to eat (eg, meal planning, packing healthy snacks), or how much to eat (eg, ordering smaller portions). Participants described ways they avoided triggers and unhealthy behaviors, such as avoiding eating unplanned snacks, reducing stress, or doing alternative activities to avoid overeating or triggers for overeating (eg, engaging in physical activity, referencing a list of alternative responses in the face of triggers, or using flash cards with positive statements to combat negative thoughts about their body). A total of 18% (4/22) of participants described changing their routine to engage in healthy behaviors; 18% (4/22) practiced moderation with their strategy (eg, using smaller dishes, eating smaller amounts more frequently, or eating unhealthy snacks in moderation); 23% (5/22) leveraged resources (eg, social media, commercial entities like Weight Watchers) and other people for support; 9% (2/22) found new outlets for physical activity, like being active with pets or doing chores; and 23% (5/22) described ways they challenged negative thinking, engaged in positive self-talk, and practiced motivation-enhancing techniques to support progress. During the week, 9% of participants (2/22) reflected on the results of implementing their strategy.

Participants also described challenges that affected implementation. Participants faced challenges with integrating healthy behaviors into their schedules. They had difficulties practicing their strategy in unforeseen situations (eg, when away from home or in unplanned circumstances) and challenges with sufficient planning. A total of 32% (7/22) of participants reported challenges associated with their home environment (eg, others in the home do not support healthy eating, ordering fast food is more convenient than cooking, or being at home triggered binge eating); 27% (6/22) shared how preferences for other behaviors (eg, low desire to eat healthy foods despite planning to do so or using birthdays to justify unhealthy eating) and changes in motivation affected implementation; and 14% (3/22) described the impact of stress, low mood or energy, and financial difficulties on implementation. Finally, 23% (5/22) conveyed they misunderstood the strategy and how it should be applied.

**Reflecting on Implementation**

In postimplementation reflections, 41% (9/22) said implementation went as planned, 41% (9/22) said it went somewhat as planned, and 18% (4/22) said it did not go as planned. A total of 82% (18/22) endorsed their strategy as helpful. Table 2 shows these ratings relative to each strategy. Of the participants who endorsed their strategy as not helpful, 75% (3/4) said implementation did not go as planned. Finally, 86% (19/22) of participants endorsed plans to continue using their strategy.

**One-Week Changes in Weight and Binge Eating**

At the start of the week, participants reported an average weight of 225.9 (SD 34.6, range 162 to 307) pounds and engaged in an average of 3.4 (SD 2.1, range 0 to 8) binge eating episodes over the prior week. After implementation, participants reported an average weight of 223.7 (SD 36.8, range 159 to 320) pounds and average of 1.7 (SD 1.2, range 1 to 5) binge eating episodes. Average within-subject changes in weight and binge eating were −2.2 (SD −5.0, range −11 to 13) pounds and −1.6 (SD −1.8, range −6 to 1) episodes, respectively.
Discussion

Principal Findings
User-centered design has the potential to improve engagement with and efficacy of behavioral interventions [5,9,10]. This study aimed to inform the design of a mobile intervention for obesity and binge eating by applying user-centered design and basic behavioral science to understand how end users would select and implement strategies associated with putative intervention targets for changing weight and binge eating. Results offered useful implications for intervention design and future research.

Design Implications
In this prototyping activity, offering a choice in selecting strategies seemed to be successful given the variation of strategies participants selected. Although we did not compare active choice to no choice and therefore cannot conclude that active choice is better than assigning strategies to participants, evidence from behavioral economics shows that prompting people to make choices from several options (ie, active choice [29,30]) can spur behavior change. This may be because such an approach capitalizes on user motivation to make a change; on the whole in this study, participants selected strategies to experience success. Helping users achieve early success could make them more likely to sustain engagement; indeed, most participants endorsed plans to continue using their strategy after the week. Sustained engagement is especially important for people with obesity as failed weight loss attempts predict reduced success in future weight loss efforts [41,42]. Thus, the first design implication is to incorporate ways to offer users choices in selecting strategies and, more broadly, the areas they want to address in treatment. Offering choices also overcomes critiques of digital interventions for using designs that limit autonomy; digital interventions often have preset curricula and prescribed behavior change goals [7,8,43].

With that said, a second, complementary design implication is to reduce or scaffold the number of strategies presented. Research on decision making shows that offering too many choices leads to choice overload [44,45]. For this study, 20 options were offered. However, several entries indicated that some strategies could be collapsed, and 5 strategies were not selected. For example, no one selected “avoid ‘dieting’ and cutting out certain types of foods,” perhaps due to misunderstanding what this strategy means and why it has clinical relevance or because users may not want to follow this recommendation. A challenge for behavior change interventions is balancing what users want with what is clinically indicated when these areas may not align. It is important to incorporate designs that make less appealing but clinically necessary strategies more enticing and relevant rather than have those strategies disregarded. Designs promoting choice could be achieved through guided customization, which facilitates user choice within a defined array of options or via credible suggestions [46]. For example, it may be beneficial to deliver a distilled set of strategies [47], particularly early in the intervention, that are appealing to end users while also aligned with best clinical practices and design features that guide users to appropriate strategies and provide a rationale for their potential benefit to the user [48]. This distilled list or guided recommendations could be based on users’ identified problem areas or past progress, which could strengthen its perceived relevance to the user. Strategy selection around commonly avoided strategies also could be an area where guidance from a coach may be useful. Determining the optimal number of strategies presented at any one time remains to be tested, as does testing whether allowing users to select multiple strategies has benefits over selecting only single strategies at a time [49,50].

The third design implication is to define strategies when they are presented. Participants were not given definitions for the 20 options (to learn how users interpret the strategies) nor did they receive feedback as they shared their experiences throughout the week. As a result, seemingly straightforward strategies were interpreted in multiple ways. The variation in how participants interpreted strategies was particularly notable given that most selected strategies focused on the main intervention targets of behavioral weight loss treatment, changing dietary intake and physical activity, and 100% of participants endorsed prior weight loss attempts. This suggests that digital intervention designers cannot make assumptions about what and how much users know about eating and weight management; they need to educate users about strategies so they are positioned for success. Further, for nearly 60% of participants, implementation did not go as planned, likely because the strategies lacked specificity in how they should be implemented. Consequently, some participants abandoned their strategy or reported feelings of failure, disheartenment, and decreased willingness to practice that strategy again in the future—opposite the intention of offering choice to increase engagement. Based on these findings, an intervention architecture may need to include descriptions of what the strategy is, why the strategy is relevant to managing eating and weight, and how the strategy could be implemented. Presenting these details could help avoid misinterpretations, make unfamiliar strategies seem less daunting, and offer structure and scaffolding for their implementation.

However, delivering only instructional content on how to implement a strategy is likely insufficient. A challenge for technology-mediated services is moving users from qualitative, often distant goals to something concrete and actionable [51]. Thus, the fourth design implication is to provide support for implementing the strategy over time, something that was missing from the prototyping activity. Although results showed that participants already had some tacit understanding of evidence-based behavior change techniques (eg, planning for when, what, or how much to eat reflects action planning; avoiding eating unplanned snacks because doing so triggers overeating reflects information about antecedents) [52], many participants still struggled. Accordingly, findings suggest there would be utility in incorporating guidance and support as users implement their strategies.

Guidance and support could be delivered through coaching and content or app designs that model how to implement strategies. Throughout implementation, timely feedback on progress would be helpful, too, as this is an important component of health-related behavior change strategies [53,54] and
measurement-based care more broadly [55]. Because allowing participants to implement their strategy for 1 week without feedback was problematic for some, delivering feedback soon after users begin implementation may enable users to course-correct more quickly. To balance against overly prescriptive intervention designs, corrective feedback could focus on problematic implementation (eg, when the user misunderstands the strategy). Another challenge was planning how to implement strategies, including across contexts, and executing those plans. Thus, when a strategy is presented, guidance should include designs that help users plan for implementation. At the same time, participants used existing resources to support implementation, like finding recipes and physical activity videos online. Such insights suggest it can be helpful to direct users to existing resources or help users creatively harness resources in their everyday environment, which could also save the time and costs of building app-specific versions of these resources in the intervention.

Application of User-Centered Design to Behavioral Science

Much can be learned from this study in terms of applying user-centered design to drive progress for health-related behavioral interventions. This low-fidelity prototyping activity used qualitative and quantitative data to understand why and how users engage with aspects of an intervention—in this case, selecting and implementing strategies. The data collection platform and design methods enabled gathering in-the-moment perspectives from diverse participants who were matched to intended intervention users. End user perspectives were rapidly gathered with low participant burden, given that each entry required only a few minutes to complete and could be submitted from participants’ smartphones. Researcher burden was also minimized through the use of remote recruitment, remote data collection with multiple response types, and automatic video transcription. The design methods generated insights for intervention design without spending time or money developing a mobile intervention or creating high-fidelity prototypes. Further, these insights were gleaned from relatively few participants.

Limitations

However, limitations should be noted. First, because procedures occurred remotely using an existing platform (ie, discout), the research team was unable to ask clarifying or follow-up questions about participant entries, which may have limited the number and depth of insights generated. Second, the lack of definitions for each of the strategies may have influenced strategy selection and adherence and therefore generalizability and clinical relevance of the findings. Third, the study design makes it difficult to disentangle how participant improvements in the implementation process were affected by having to submit multiple entries about their progress, as longitudinal design research itself can affect behavior [56]. Also, despite asking participants to submit 3 entries showing their progress over the week, we did not ask participants to report the total number of times they implemented their strategy over the week. Fourth, although a 1-week observation period was used to gain rapid insights into strategy selection and implementation, this timeframe may have been too short for users to confidently assess the strategy’s efficacy. Fifth, the study cannot inform how users will iterate on their experiences implementing strategies or whether they will sustain engagement with implementing self-selected strategies over a longer duration. Since behavior change must occur over the long term, future design research could explore how to support users’ iterative learning over time [57]. Going forward, design recommendations should be evaluated for their impact on longer term engagement and clinical improvement. Last, although participants had small average improvements in weight and binge eating, these findings should be interpreted with caution given the brief observation period and small sample size, as achieving clinical change was not the objective of the prototyping activity. Moreover, use of self-report to assess weight and binge eating can be flawed and subject to recall biases.

Conclusions

Results of this study highlight the translational potential of applying user-centered design and basic behavioral science to inform the design of a mobile behavioral intervention for obesity and binge eating. Discovering ways to make digital technologies relevant to end users is imperative to ensure these tools fit into the fabric of users’ lives and therefore are used in the moments and contexts when they are needed most. Such efforts can substantially improve engagement with and potential efficacy of digital health-related behavioral interventions.
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Participant successes and challenges implementing each selected strategy.
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Abstract

Background: Several mobile apps have been designed for patients with a diagnosis of cancer. Unfortunately, despite the promising potential and impressive spread, their effectiveness often remains unclear. Most mobile apps are developed without any medical professional involvement and quality evidence-based assessment. Furthermore, they are often implemented in clinical care before any research is performed to confirm usability, appreciation, and clinical benefits for patients.

Objective: We aimed to develop a new smartphone app (Centro di Senologia della Svizzera Italiana [CSSI]) specifically designed by breast care specialists and patients together to help breast cancer patients better understand and organize their journey through the diagnosis and treatment of cancer. We describe the development of the app and present assessments to evaluate its feasibility, usefulness, and capability to improve patient empowerment.

Methods: A mixed method study with brief longitudinal quantitative data collection and subsequent qualitative semistructured interviews was designed. Twenty breast cancer patients participated in the study (mean age 51 years, SD 10 years). The usability of the app, the user experience, and empowerment were measured after 1 month. The semistructured interviews measured the utility of the app and the necessary improvements.

Results: The app received good responses from the patients in terms of positive perception of the purpose of the app (7/20, 35%), organizing the cure path and being aware of the steps in cancer management (5/20, 25%), facilitating doctor-patient communication (4/20, 20%), and having detailed information about the resources offered by the hospital (2/20, 10%). Correlation and regression analyses showed that user experience increased the level of empowerment of patients (B=0.31, 95% CI 0.22-0.69; P=.009). The interviews suggested the need to constantly keep the app updated and to synchronize it with the hospital’s electronic agenda, and carefully selecting the best time to offer the tool to final users was considered crucial.

Conclusions: Despite the very small number of participants in this study, the findings demonstrate the potential of the app and support a fully powered trial to evaluate the empowering effect of the mobile health app. More data will be gathered with an improved version of the app in the second phase involving a larger study sample.

(JMIR Form Res 2021;5(5):e28668) doi:10.2196/28668
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Introduction

Background

The time of cancer diagnosis is uncertain and worrisome. Several studies on cancer patients have shown a strong desire for information and guidance, and these needs are often unmet [1-3]. A patient binder has been introduced in many breast units to provide patients with clear and easy to understand information, as well as to organize and manage appointments, treatment schedules, medical documents, and contact details. It has been proven that such a tool could help to reduce psychological distress and improve adaptation to cancer [4,5].

In the current technological era, the old concept of the patient binder has been improved and modernized. Mobile phone apps have been designed to operate as an electronic version of the patient binder. This modern way of conveying information is believed to be even more efficacious in enhancing communication between the health care institution and patients [6,7]. Electronic applications are often programmed to include the same sections of the old binders, with the advantage of unique portability and adaptability [8].

The use of mobile apps has grown exponentially in the last few years, particularly for cancer patients [9,10], as they carry the potential to provide health-pertinent information, services, and even health care interventions in a cost-effective way. Current estimates report more than 40,000 health-related applications available on the market, often freely delivered [11]. In particular, in the field of oncology, health apps have been employed to promote prevention, promote early detection, manage cancer care, and support survivorship [12,13]. Unfortunately, despite the promising potential and impressive spread, their effectiveness often remains unclear. Mobile apps are, most of the time, developed without any quality assessment procedure (evidence based) and medical professional involvement. Furthermore, they are often implemented in clinical care before any research is done to confirm usability, appreciation, and clinical benefits for patients [11].

Two recent systematic reviews on research-tested apps for breast cancer [14,15] showed promising results from studies on the inclusion of health apps in breast cancer care and called for caution before implementing these apps in clinical practice, as the final effects on users may be unpredictable [16,17] or not disease focused [15]. Therefore, they need to be extensively and scientifically tested before making them available to the public [14,15,18].

From this standpoint, the Centro di Senologia della Svizzera Italiana (CSSI) endeavored in designing and developing (proof of concept) a new smartphone app dedicated to breast cancer patients and based on direct observation of patients’ needs in everyday practice. Patients actively participated in meetings with medical staff and software developers during the whole process to develop the prototype and fine tune the tool according to their needs before this pilot test run.

The aim of the app is to help patients better understand and organize their journey through the diagnosis and treatment of cancer. In other words, it aims to develop self-management skills and to empower them in the decision-making process for treatment plans. Through psychological empowerment, individuals gain control over their lives [19] and develop cognitive abilities to deal with difficult situations and behavioral tendency to take actions [20]. Psychological empowerment is one of the most important constructs for an individual’s well-being. Therefore, the app was developed to give women the ability to promote active participation in their health care, improve their sense of control, and improve the relationship and communication with their attending physicians. The app was designed to allow patients to be able to quickly access reliable information related to breast cancer and the treatment process. It offers the possibility to carry important selected medical files for second opinions or for sharing with caregivers/partners, to have a private electronic agenda available for appointments and medical checks, which can also be remotely updated by the breast unit staff, and to allow the patient to write down questions and notes on an electronic scratchpad to recall at the time of the visit. The app also provides a telephone directory with useful contact details to reach the treating team and delivers news regarding activities, conferences organized by the treating institute, and other relevant information for the patients.

Access to the content of the app is made secure by encryption and by login through a two-factor identification system. Before implementation on a large scale in clinical practice, we designed a pilot test for usability and qualitative evaluation of the app prototype by a small group of breast cancer patients to build an evidence-based foundation for its use. The test run involved patients who received a breast cancer diagnosis and focused on the following three specific areas of investigation: (1) the perceived usefulness of the app, (2) the possible effect that the use of the app may have on women empowerment, and (3) the improvements or implementations proposed by the patients themselves. The goal was to show a development model for an app dedicated to breast cancer patients, but potentially extendable to other cancer patients.

App Layout and Features

The CSSI app is organized to provide convenient access to information and selected relevant documents according to the different phases of the cancer journey. The home page offers a central large “news banner” through which the breast unit can keep patients and users updated on the activities and services that are offered. Besides, several different widgets help navigate through other sections of the app. The links section provides links to reliable breast cancer websites to access several quality information sources (prevention, detection, diagnosis, treatment, survivorship, support groups, services, etc) carefully selected and periodically updated by our team. The contacts section provides suitable information to reach the CSSI health care team members and facilities. The patient’s calendar helps to keep all patient appointments organized and secured in one place and
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also allows patients to put reminders and keep track of what has been arranged for them. The patient’s documents section allows patients to store relevant clinical reports (radiology reports, blood test reports, histology data, and descriptions of surgical interventions). For patients, it is essential to have easy access to their relevant clinical information in order to be able to share them, for example, with other doctors in case of second opinions. The note pad appears as a loose-leaf paper and is suitable for notetaking and jotting down questions patients want to ask their health care team, as well as recording the answers, and for easily finding notes when needed.

**Aims**

The first aim of this study was to test the app usability for the very first time and collect information about the patients’ perceived usefulness of the app. The second aim concerned the consideration of the possible positive effects that the use of the app may have on patient empowerment. Finally, the third area of interest in this study was the analysis of improvements or implementations as proposed by the patients.

**Methods**

**Procedure**

Between February 2017 and August 2018, encouraged and supported by an active group of our young patients (Anna dai Capelli Corti) [21], we developed at the Breast Unit of Italian Switzerland (CSSI) a new smartphone app specifically dedicated to breast cancer patients. The development of the app was based on direct observation of our patients’ needs in everyday practice. To help us design it, patients actively participated in meetings with medical staff and software developers and provided feedback on the evaluation of the prototype in order to increase its readability, ease of use, and adherence to patient needs.

Following the prototype set up, between August 2018 and February 2020, a total of 20 patients, treated at the CSSI, were invited to take part in a test run of the new information technology (IT) tool explicitly designed for aiding breast cancer patients with their journey through cancer treatments. The project protocol was drawn up following the indications of the Declaration of Helsinki on research involving human subjects, and the Ethical Committee of the Università della Svizzera Italiana approved the research. The participants did not receive any compensation for taking part in the project.

The patients were invited by their attending physician to participate in this research project. Inclusion criteria were age over 18 years, diagnosis of nonmetastatic operable breast cancer, and ownership of a smartphone. Adherence to this pilot project was proposed shortly after surgery at the time of the first postoperative check (T0). The breast specialist was in charge of explaining the project and obtaining informed consent with a signature from the patient. The secretarial staff briefly illustrated the structure and functions of the app and helped the patients to download it and obtain the login credentials.

Patients were asked to use the CSSI app for a minimum of 1 month. Afterward, while under adjuvant treatments or follow-up, the patients were reconvened to complete a paper questionnaire and reply to a short interview (T1). The questionnaire collected sociodemographic information (age, degree of education, and marital status), information relating to the use of the app, a subjective assessment of the characteristics of the app, and judgment regarding the personal perception of the support derived from the use of the app in managing one’s care path. The short semistructured interview (lasting about 5-10 minutes) aimed at investigating the usefulness of the app, as perceived by patients, and collecting suggestions for improvements to be made to the tool or its management.

**Participants**

Twenty patients participated in this pilot project (mean age 51 years, SD 10 years), and all of them had an education level exceeding mandatory schooling and a partner. Table 1 presents detailed information about the sample’s characteristics.

**Table 1.** Characteristics of the participants (N=20).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51 (10)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Apprenticeship/high school diploma</td>
<td>12 (60%)</td>
</tr>
<tr>
<td>University bachelor’s degree</td>
<td>5 (25%)</td>
</tr>
<tr>
<td>University master’s degree</td>
<td>3 (15%)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>3 (15%)</td>
</tr>
<tr>
<td>Married or civil partnership</td>
<td>13 (65%)</td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>3 (15%)</td>
</tr>
</tbody>
</table>
Measurement Tools

Questionnaires

Usage Habits

A scale consisting of six items taken from the existing Mobile App Rating Scale (MARS) [22] was applied to investigate the familiarity of the participants to the use of electronic devices (in general, and smartphones in particular) in everyday life. Specifically, questions asked the frequency of smartphone use (from 1 [several times a day] to 4 [never]), the use of other apps in addition to that provided by the hospital (yes/no), the types of apps used (gaming and entertainment apps, information apps, social apps, or any other), and the frequency of use (from 1 [several times a day] to 3 [a few times during the week]).

Usability of the App

Thirteen items were selected from the MARS to investigate the patients’ subjective assessment of the app in terms of its goal, interest of usage, appropriateness of the content, easiness of functioning, reliability of the information provided, design, learning process needed to use the app, trustfulness of the source, intention of using the app in the future, and overall app evaluation. The first item (ie, assessment of the app in terms of its goal) presented a multiple-choice response with six possible options (ie, increase well-being, decrease negative emotions, organize the care process, inform about the services offered by the hospital, increase awareness, and control over the care process and simplify the relationship with the doctor). All the other items had response options ranging from 1 to 5 (with labels according to the item). Items 7, 8, and 9, which all evaluated the external graphic aspect of the app, were averaged, and the final score showed acceptable reliability and a moderate internal consistency (α=.58, rs>0.29). All other items were considered individually.

User Experience

The scale is made up of the following seven items developed ad-hoc for this study: “I think I would like to use this app frequently,” “I found it complicated to use,” “I think I need the support of a person who is already able to use it,” “I think the features of the app are well integrated,” “I found inconsistencies between the various app features,” “I think most people could learn to use the app easily,” and “I used the app with confidence.” Response options ranged from 1 (completely disagree) to 5 (completely agree) relating to the statements. A general indicator of user experience was created by averaging the individual items. The internal consistency calculated on the seven items was low (α=.57, rs>0.18), and Cronbach alpha suggested eliminating three items (“I found it complicated to use,” “I think most people could learn to use the app easily,” and “I used the app with confidence”). On recalculating the internal consistency for the remaining four items, alpha reached acceptable levels (α=.64, rs>0.33).

Empowerment

The scale consists of nine items selected from the Empowerment Scale [23]. An assessment was performed on a scale from 1 (in full disagreement) to 7 (completely agree) relating to a list of statements concerning the breast cancer treatment experience after app use. The total measure of empowerment was calculated as the average of the responses to the individual items and showed good internal consistency (α=.97, rs>.81).

Interview

The semistructured interview was focused on the following two specific areas of investigation: the perceived utility of the app and the possible areas of improvement, with very general and open questions to reduce possible bias and unreliability of the answers.

Results

Smartphone Usage Habits

Most participants declared using the app on their smartphone several times per week (18/20, 90%). Our patient population was composed of women accustomed to mobile apps in general. The majority of them (18/20, 90%) declared keeping and using other apps on their smartphone, for example, information apps (eg, broadcast), entertainment apps (eg, games), and social apps to keep in contact with others (eg, WhatsApp Messenger). They also declared that they used those apps several times in a day (16/20, 80%).

App Usability

According to the results of the questionnaire, in terms of perception of the purpose of the app, 35% (7/20) of women declared that the tool helped them to organize the cure path and to be more aware of what is the next step in management (5/20, 25%). Another 20% (4/20) declared that the app facilitated communication with the doctor, and 10% (2/20) said that they have a clear idea about the health offered by the hospital owing to the app. A small percentage (1/20, 5%) declared that the app helped to manage negative emotions.

Table 2 shows descriptive statistics regarding the other MARS items. The maximum possible value was 5. As can be seen in the table, the mean values are quite high (>3.46), except for the values of the questions regarding trustfulness and the possibility to use the app even in the future.
Table 2. Descriptive statistics of the Mobile App Rating Scale.

<table>
<thead>
<tr>
<th>Item</th>
<th>Score</th>
<th>Range</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest of use</td>
<td></td>
<td>2-5</td>
<td>4.00</td>
<td>0.81</td>
</tr>
<tr>
<td>Appropriateness of the contents</td>
<td></td>
<td>3-4</td>
<td>3.61</td>
<td>0.50</td>
</tr>
<tr>
<td>Easiness of functioning</td>
<td></td>
<td>2-4</td>
<td>3.46</td>
<td>0.50</td>
</tr>
<tr>
<td>Accuracy of the information</td>
<td></td>
<td>4-5</td>
<td>4.33</td>
<td>0.49</td>
</tr>
<tr>
<td>Learning process</td>
<td></td>
<td>3-5</td>
<td>4.46</td>
<td>0.66</td>
</tr>
<tr>
<td>App design</td>
<td></td>
<td>3-5</td>
<td>3.77</td>
<td>0.43</td>
</tr>
<tr>
<td>App recommendation</td>
<td></td>
<td>1-5</td>
<td>3.75</td>
<td>1.20</td>
</tr>
<tr>
<td>Trustfulness of the source</td>
<td></td>
<td>1-3</td>
<td>2.16</td>
<td>1.02</td>
</tr>
<tr>
<td>Use of the app in the future</td>
<td></td>
<td>2-3</td>
<td>2.41</td>
<td>0.51</td>
</tr>
<tr>
<td>General evaluation</td>
<td></td>
<td>2-5</td>
<td>3.58</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Relations Among Variables

Table 3 shows the correlations among the variables. Sociodemographic variables were negatively correlated with the MARS. Specifically, older patients put higher efforts in understanding how to use the app. Moreover, a higher level of education was associated with a lower positive general evaluation of the app. Women who perceived a higher interest in using the app declared a higher general positive evaluation, in addition to those who would recommend the app and who evaluated the content as appropriate and the design as high quality. Patients who evaluated the content as appropriate revealed a higher probability of using the app in the future and higher empowerment scores. The level of patient empowerment after using the app for a month correlated with the evaluation of the appropriateness of the content, the design of the app, the recommendations found in the app, the possibility of using the app in the future, and the general evaluation of user experience.

The regression analysis findings in Table 4 demonstrate that empowerment increased when women perceived the content of the app as appropriate, appreciated the quality of the design, and were satisfied with the general user experience (step 2). Age was also a significant and positive predictor of empowerment (step 2).
Table 3. Correlations among the variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Age</th>
<th>Educational level</th>
<th>Interest of use</th>
<th>Appropriateness of the contents</th>
<th>Easiness of functioning</th>
<th>Accuracy of the information</th>
<th>Learning process</th>
<th>App design</th>
<th>App recommendation</th>
<th>Trustfulness of the source</th>
<th>Use of the app in the future</th>
<th>General user evaluation</th>
<th>User experience</th>
<th>Empowerment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
<td>0.29</td>
<td>0.10</td>
<td>-0.10</td>
<td>-0.07</td>
<td>-0.03</td>
<td>-0.68</td>
<td>0.23</td>
<td>0.11</td>
<td>-0.32</td>
<td>0.15</td>
<td>-0.09</td>
<td>0.17</td>
<td>0.14</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.65</td>
<td>.70</td>
<td>.75</td>
<td>.75</td>
<td>.82</td>
<td>.93</td>
<td>.01</td>
<td>.47</td>
<td>.72</td>
<td>.31</td>
<td>.65</td>
<td>.78</td>
<td>.60</td>
<td>.65</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.29</td>
<td>1</td>
<td>0.09</td>
<td>-0.14</td>
<td>-0.42</td>
<td>0.28</td>
<td>-0.18</td>
<td>0.39</td>
<td>-0.34</td>
<td>0.14</td>
<td>0.00</td>
<td>-0.72</td>
<td>-0.16</td>
<td>-0.11</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.37</td>
<td>—</td>
<td>.77</td>
<td>.65</td>
<td>.18</td>
<td>.40</td>
<td>.58</td>
<td>.21</td>
<td>.28</td>
<td>.67</td>
<td>.99</td>
<td>.009</td>
<td>.61</td>
<td>.74</td>
</tr>
<tr>
<td><strong>Interest of use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.10</td>
<td>0.09</td>
<td>1</td>
<td>0.27</td>
<td>-0.25</td>
<td>0.12</td>
<td>0.29</td>
<td>0.56</td>
<td>0.58</td>
<td>0.03</td>
<td>0.58</td>
<td>0.33</td>
<td>0.19</td>
<td>0.56</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.75</td>
<td>.77</td>
<td>—</td>
<td>.39</td>
<td>.42</td>
<td>.72</td>
<td>.37</td>
<td>.06</td>
<td>.04</td>
<td>.93</td>
<td>.034</td>
<td>.29</td>
<td>.55</td>
<td>.06</td>
</tr>
<tr>
<td>** Appropriateness of the contents**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>-0.10</td>
<td>-0.14</td>
<td>0.27</td>
<td>1</td>
<td>-0.06</td>
<td>-0.39</td>
<td>0.20</td>
<td>0.21</td>
<td>0.45</td>
<td>-0.24</td>
<td>0.60</td>
<td>0.29</td>
<td>0.16</td>
<td>0.62</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.75</td>
<td>.65</td>
<td>.39</td>
<td>—</td>
<td>.86</td>
<td>.24</td>
<td>.52</td>
<td>.51</td>
<td>.14</td>
<td>.45</td>
<td>.04</td>
<td>.37</td>
<td>.62</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Easiness of functioning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>-0.07</td>
<td>-0.42</td>
<td>-0.25</td>
<td>-0.06</td>
<td>1</td>
<td>-0.07</td>
<td>-0.14</td>
<td>-0.16</td>
<td>-0.07</td>
<td>-0.52</td>
<td>0.22</td>
<td>0.27</td>
<td>-0.27</td>
<td>-0.16</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.82</td>
<td>.18</td>
<td>.42</td>
<td>.86</td>
<td>—</td>
<td>.84</td>
<td>.67</td>
<td>.61</td>
<td>.82</td>
<td>.09</td>
<td>.50</td>
<td>.39</td>
<td>.39</td>
<td>.63</td>
</tr>
<tr>
<td><strong>Accuracy of the information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>-0.03</td>
<td>0.28</td>
<td>0.12</td>
<td>-0.39</td>
<td>-0.07</td>
<td>1</td>
<td>-0.36</td>
<td>0.17</td>
<td>-0.07</td>
<td>0.46</td>
<td>-0.04</td>
<td>-0.39</td>
<td>0.50</td>
<td>0.13</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.93</td>
<td>.40</td>
<td>.72</td>
<td>.24</td>
<td>.84</td>
<td>—</td>
<td>.27</td>
<td>.62</td>
<td>.84</td>
<td>.15</td>
<td>.91</td>
<td>.24</td>
<td>.12</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Learning process</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>-0.68</td>
<td>-0.18</td>
<td>0.29</td>
<td>0.20</td>
<td>-0.14</td>
<td>-0.36</td>
<td>1</td>
<td>0.24</td>
<td>0.06</td>
<td>0.22</td>
<td>0.08</td>
<td>0.46</td>
<td>-0.16</td>
<td>0.22</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.01</td>
<td>.58</td>
<td>.37</td>
<td>.52</td>
<td>.67</td>
<td>.27</td>
<td>—</td>
<td>.45</td>
<td>.85</td>
<td>.49</td>
<td>.80</td>
<td>.13</td>
<td>.62</td>
<td>.49</td>
</tr>
<tr>
<td><strong>App design</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.23</td>
<td>0.39</td>
<td>0.56</td>
<td>0.21</td>
<td>-0.16</td>
<td>0.17</td>
<td>0.24</td>
<td>1</td>
<td>0.48</td>
<td>0.00</td>
<td>0.63</td>
<td>0.11</td>
<td>0.21</td>
<td>0.74</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.47</td>
<td>.21</td>
<td>.06</td>
<td>.51</td>
<td>.62</td>
<td>.45</td>
<td>—</td>
<td>.11</td>
<td>.99</td>
<td>.74</td>
<td>.52</td>
<td>.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>App recommendation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.11</td>
<td>-0.34</td>
<td>0.58</td>
<td>0.45</td>
<td>-0.07</td>
<td>-0.07</td>
<td>0.06</td>
<td>0.48</td>
<td>1</td>
<td>-0.18</td>
<td>0.66</td>
<td>0.43</td>
<td>0.48</td>
<td>0.75</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.72</td>
<td>.28</td>
<td>.049</td>
<td>.14</td>
<td>.82</td>
<td>.84</td>
<td>.85</td>
<td>.11</td>
<td>—</td>
<td>.58</td>
<td>.02</td>
<td>.16</td>
<td>.12</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Trustfulness of the source</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>-0.32</td>
<td>0.14</td>
<td>0.03</td>
<td>-0.24</td>
<td>-0.52</td>
<td>0.46</td>
<td>0.22</td>
<td>0.00</td>
<td>-0.18</td>
<td>1</td>
<td>-0.31</td>
<td>-0.03</td>
<td>0.36</td>
<td>0.02</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.31</td>
<td>.67</td>
<td>.93</td>
<td>.45</td>
<td>.09</td>
<td>.15</td>
<td>.49</td>
<td>.99</td>
<td>.58</td>
<td>—</td>
<td>.32</td>
<td>.93</td>
<td>.26</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Use of the app in the future</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.15</td>
<td>0.00</td>
<td>0.58</td>
<td>0.60</td>
<td>0.22</td>
<td>-0.04</td>
<td>0.08</td>
<td>0.63</td>
<td>0.66</td>
<td>-0.31</td>
<td>1</td>
<td>0.38</td>
<td>0.36</td>
<td>0.75</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.65</td>
<td>.99</td>
<td>&lt;.05</td>
<td>.04</td>
<td>.50</td>
<td>.91</td>
<td>.80</td>
<td>.03</td>
<td>.02</td>
<td>.32</td>
<td>—</td>
<td>.22</td>
<td>.26</td>
<td>.06</td>
</tr>
<tr>
<td><strong>General user evaluation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>-0.09</td>
<td>-0.72</td>
<td>0.33</td>
<td>0.29</td>
<td>-0.39</td>
<td>0.46</td>
<td>0.11</td>
<td>0.43</td>
<td>-0.03</td>
<td>0.38</td>
<td>1</td>
<td>0.25</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>.78</td>
<td>.009</td>
<td>.29</td>
<td>.37</td>
<td>.39</td>
<td>.24</td>
<td>.13</td>
<td>.74</td>
<td>.16</td>
<td>.93</td>
<td>.22</td>
<td>—</td>
<td>.44</td>
<td>.13</td>
</tr>
<tr>
<td><strong>User experience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.17</td>
<td>-0.16</td>
<td>0.19</td>
<td>0.16</td>
<td>-0.27</td>
<td>0.50</td>
<td>-0.16</td>
<td>0.21</td>
<td>0.48</td>
<td>0.36</td>
<td>0.36</td>
<td>0.25</td>
<td>1</td>
<td>0.59</td>
</tr>
</tbody>
</table>
Perceived Usefulness and Suggested Improvements

At the end of the test period and after filling up the questionnaire, the patients were asked to give their opinions on the app through a semistructured interview.

The first area investigated the perceived usefulness and the reasons for their perception. Overall, 55% (11/20) of the patients declared that the app was in general useful. Some examples of the patient responses are as follows:

Yes, very useful for having all the appointments in the same application and for accessing information links. [age 55 years]

Yes, to keep track of appointments. [age 58 years]

It was particularly useful for finding reliable and verified information. [age 54 years]

The other patients (9/20, 45%) declared that the app was partially useful. Some examples of responses are as follows:

Partially useful, I find the part of the contact details very useful especially when you are worried, but I find the part relating to the reports lacking because they are loaded only at the request of the patient. [age 60 years]

There are aspects that can help, but at the same time some limits: I would increase communication between the various departments/health workers involved in the App management. [age 55 years]

No, since the agenda was not updated, I preferred to use my own (agenda). [age 55 years]

When focusing on communication, the majority of patients (15/20, 75%) did not believe that the app had influenced their relationship with the referring physician. Only a minority (4/20, 20%) of patients reported that using the app helped them to create a more direct channel of communication with the doctor, while the remaining 5% (1/20) of patients replied that they did not have a clear opinion on this aspect.

Table 4. Regression analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Educational level</th>
<th>Educational level</th>
<th>Educational level</th>
<th>Educational level</th>
<th>Educational level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empowerment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.60</td>
<td>.61</td>
<td>.55</td>
<td>.62</td>
<td>.39</td>
</tr>
<tr>
<td>r</td>
<td>0.14</td>
<td>−0.11</td>
<td>0.56</td>
<td>0.62</td>
<td>−0.16</td>
</tr>
<tr>
<td>P value</td>
<td>.65</td>
<td>.74</td>
<td>.06</td>
<td>.03</td>
<td>.63</td>
</tr>
</tbody>
</table>

Step 1: Sociodemographic

Civil status (0=no partner) 0.09 (−1.37 to 1.73) .79
Age 0.34 (−0.04 to 0.12) .33
Education (0=low) −0.12 (−1.35 to 1.01) .74
R² (%) 13% N/A

Step 2: Experience

Civil status (0=no partner) −0.16 (−0.64 to 0.03) .06
Age 0.13 (0.001 to 0.03) .04
Education (0=low) −0.15 (−0.55 to 0.12) .13
Appropriateness of the contents 0.44 (0.63 to 1.39) .003
App design 0.61 (0.81 to 2.34) .007
App recommendation 0.18 (−0.09 to 0.43) .12
Use of the app in the future −0.02 (−0.56 to 0.44) .71
User experience 0.31 (0.22 to 0.69) .009
R² (%) 79% N/A

aNot applicable.
As for cancer management, the majority of patients (13/20, 65%) declared not considering the app useful as a self-management tool. Some of the reasons reported by the patients to explain this point were that the app reminded them of being sick or that they felt capable of managing cancer and the related treatment on their own. Interestingly, however, more than half of the patients (11/20, 55%) affirmed that the app increased the knowledge they had about their clinical condition and thus the awareness of their own path of clinical care.

The second area of investigation focused on the proposed improvements. All patients provided several suggestions on different aspects.

First, regarding treatment modalities, patients suggested increasing the number of links to reliable websites, with a focus on surgical treatments, pre- and postsurgical images, and news on newly developed technologies. Information on remedies to manage the side effects of cancer treatments (eg, use of laser during menopause) was frequently requested. Second, patients suggested features for self-management, with inclusion of an alarm as a reminder for medical appointments or a notification when the hospital cancels an appointment. Third, patients suggested including information regarding activities and/or resources (conferences within the hospital or other health institutions, or the existence of patient advocacy groups).

A special area of improvement focused on the doctor-patient relationship with the inclusion of a section dedicated to bidirectional communication between health care providers and patients. Interestingly, another area of improvement concerned the inclusion of a section dedicated to the costs of medical treatment. Finally, 12 patients spontaneously suggested delivering the app at a different time, preferentially before treatment, to increase its usefulness as a source of reliable information.

Discussion

General Opinions on the App’s Usefulness

This work describes a structured process involving end-users to test the efficacy and perceived usefulness of a new mobile app dedicated to breast cancer patients. We also investigated possible areas of improvement for further development as proposed by the patients themselves. The aim of the app was to help patients better understand and organize their journey through the diagnosis and treatment of cancer, that is, to develop their self-management skills, empowerment, and sense of control. Overall, our patients perceived the app as easy to learn and use, accurate, and appropriate. They stated that they would use the app in the future and rated it almost 4 out of 5 points. Moreover, the app increased patient empowerment.

Association of the App’s Perceived Usefulness, Sociodemographic Characteristics, and Empowerment

We found significant relationships between variables. As expected, older patients put higher efforts in understanding how to use the app compared with younger patients. This is an expected result given the use of technologies is more common among young people. Future development of the app should take into account the age influence, mainly because breast cancer risk increases with age, peaking above 50 years [24,25].

The educational level was negatively correlated with general users’ evaluation, that is, a higher level of education was associated with a lower positive general evaluation of the app. These results might be linked to the fact that the educational level is associated with literacy and health literacy [26,27]. It may be that participants with high educational levels have high literacy and therefore high knowledge and competence with the use of new technologies. As expected, there were correlations between the items of the MARS, indicating a general and overall consistency of the app rating. Women who perceived a higher interest in using the app declared a higher general positive evaluation, in addition to those who recommended the app and who evaluated the content as appropriate and the design as high quality.

However, the most interesting result was regarding the level of patient empowerment, which increased when women perceived the content of the app as appropriate, perceived the high quality of the design, and were satisfied with the general user experience of the app. This result represents the first demonstration of the perceived usefulness of the app by breast cancer patients, which was a fundamental aim of the research. Therefore, apart from a generally positive evaluation of the app, it seems that its use enhanced the sense of control over cancer and the general empowerment of women owing to the potential of technologies to switch from a paternalistic to a collaborative relationship between patients and physicians [28,29].

Suggested Improvements

From the interviews, it was found that our app, as with other mobile health (mHealth) tools, will require constant revision and updates. Nowadays, the information flow on the internet and social media is constantly in dynamic change. Future development of the app should take into account that a static app functioning as a sort of agenda without being connected to the hospital agenda, for example, or without timely updates is not useful.

There appeared to be inconsistency in the results concerning the perceived usefulness of the app. While 65% of patients declared a certain level of disappointment with the app as a self-management tool, more than half (55%) of the patients declared that it helped to increase knowledge about their clinical condition and awareness of their own path of clinical care. This might be a demonstration of the discrepancy between the effect delivered by the use of the tool and the awareness of real advantages that are not fully perceived as such. In this sense, our preliminary results seem to suggest that use of the app holds the potential to improve the sense of control over cancer and the general empowerment of women [28], which are both related to positive health outcomes [30-32].

Another very important aspect arising from the interviews is that the vast majority of patients perceived receiving the app after surgery as utterly untimely. They stressed that the app was not available as a source of reliable information when they needed it the most (before treatment). Such feedback is practice changing and will be taken into account in the next validation.
phase and finally in routine clinical practice. This is, in our opinion, a clear example of the utility of patient involvement in the development and implementation process of mHealth tools.

Limitations
This study has several limitations. First, the sample showed selection bias, and its size was quite small. Our sample included a small number of breast cancer patients selected via word of mouth. These patients used the smartphone quite frequently and were accustomed to using other apps. In this sense, the sample involved women with an adequate level of literacy regarding the use of electronic tools such as the smartphone and apps. Women with a lower literacy level were underrepresented. Future research should test the app with older patients and with a larger sample size. It might also be that women who agreed to participate were the most involved in their care path, and this may represent a selection bias. Second, this study did not consider a control group of women with no access to the app for comparison. Future research should include two groups of women and measure the baseline empowerment at the time of enrollment in the research. Third, in this pilot study, the semistructured interview was conducted by the treating physician. This might have consciously or unconsciously altered the way answers were given or interpreted (observation and interviewer bias). Finally, the sample considered here included patients with breast cancer. Future research should test the app with heterogeneous groups of patients having different diagnoses and types of treatments.

Conclusions
The values of this work and the CSSI app lie in the involvement of health and communication professionals in the design and implementation processes. Of equal value is the assessment of the quality and usability of the contents performed through the involvement of patients in a feedback process guided by scientifically validated questionnaires. In this way, our mHealth tool differs from the vast majority of other health apps on the market, which are often produced without the involvement of health care professionals and patients, devoid of any scientific basis, and not subjected to any quality assessment. We learned that the IT tool has maximum utility and obtains maximum consent when managed correctly by staff and when its features and use are clearly explained to final users. It requires constant application by managers to guarantee effective functioning and the continuous updating of content. Patient feedback also underlined the importance of the timing and delivery methods of the app. It takes time to explain how it works, even if the tool is simple. Our preliminary data seem to suggest that the best time to offer it is before surgery, but not when communicating the diagnosis. This aspect will be further investigated in the second phase of our work. Among the various features, unlike what was expected at the time of the app design, those that attracted the most attention of the patients were the electronic appointment calendar and the storage area for clinical reports.

Findings from this pilot study demonstrate the potential of the app and its validation protocol, and support a fully powered trial to evaluate the empowering effect of the mHealth app. More data will be gathered with an improved version of the app in a second phase involving a larger study population. The next step will be to extend the use to a greater number of patients and follow our patients’ suggestions. We will ensure a more proactive attitude by the team responsible for the management of the IT tool and the interaction with users. We will implement changes to the software suggested through feedback, and at that point, a new assessment will be performed for quality, appreciation, and usefulness in terms of patient empowerment of the sense of control and self-management.
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Abstract

Background: The effectiveness of continuous positive airway pressure (CPAP) is dependent on the degree of use, so adherence is essential. Cognitive components (eg, self-efficacy) and support during treatment have been found to be important in CPAP use. Video consultation may be useful to support patients during treatment. So far, video consultation has rarely been evaluated in thorough controlled research, with only a limited number of outcomes assessed.

Objective: The aim of the study was to evaluate the superiority of video consultation over face-to-face consultation for patients with obstructive sleep apnea (OSA) on CPAP use (minutes per night), adherence, self-efficacy, risk outcomes, outcome expectancies, expectations and experiences with video consultation, and satisfaction of patients and nurses.

Methods: A randomized controlled trial was conducted with an intervention (video consultation) and a usual care group (face-to-face consultation). Patients with confirmed OSA (apnea-hypopnea index >15), requiring CPAP treatment, no history of CPAP treatment, having access to a tablet or smartphone, and proficient in the Dutch language were recruited from a large teaching hospital. CPAP use was monitored remotely, with short-term (weeks 1 to 4) and long-term (week 4, week 12, and week 24) assessments. Questionnaires were completed at baseline and after 4 weeks on self-efficacy, risk perception, outcome expectancies (Self-Efficacy Measure for Sleep Apnea), expectations and experiences with video consultation (covering constructs of the unified theory of acceptance and use of technology), and satisfaction. Nurse satisfaction was evaluated using questionnaires.

Results: A total of 140 patients were randomized (1:1 allocation). The use of video consultation for OSA patients does not lead to superior results on CPAP use and adherence compared with face-to-face consultation. A significant difference in change over time was found between groups for short-term ($P_{interaction}=.008$) but not long-term ($P_{interaction}=.68$) CPAP use. CPAP use decreased in the long term ($P=.008$), but no significant difference was found between groups ($P=.09$). Change over time for adherence was not significantly different in the short term ($P_{interaction}=.17$) or long term ($P_{interaction}=.51$). A relation was found between CPAP use and self-efficacy ($P=.001$), regardless of the intervention arm ($P=.25$). No significant difference between groups was found for outcome expectancies ($P=.64$), self-efficacy ($P=.41$), and risk perception ($P=.30$). The experiences were positive, and 95% (60/63) intended to keep using video consultation. Patients in both groups rated the consultations on average with an 8.4. Overall, nurses (n=3) were satisfied with the video consultation system.

Conclusions: Support of OSA patients with video consultation does not lead to superior results on CPAP use and adherence compared with face-to-face consultation. The findings of this research suggest that self-efficacy is an important factor in improving...
CPAP use and that video consultation may be a feasible way to support patients starting CPAP. Future research should focus on blended care approaches in which self-efficacy receives greater emphasis.

**Trial Registration:** Clinicaltrials.gov NCT04563169; https://clinicaltrials.gov/show/NCT04563169

**KEYWORDS**
video consultation; eHealth; obstructive sleep apnea; continuous positive airway pressure; randomized controlled trial

**Introduction**

Telemedicine is increasingly used to support self-management in chronic diseases and is defined as the use of information and communication technology to deliver health care at a distance [1], but so far we see little evidence in this field. Nevertheless, telemedicine solutions are used for patients with obstructive sleep apnea (OSA) for example, for monitoring, education, and consultation [2]. OSA is considered a chronic disease [1,3]; it is a sleep disorder that affects at least 2% to 4% of the adult population [4] and is characterized by repeated episodes of full or partial occlusion of the upper airway during sleep [4,5]. This condition can have multiple effects on patients’ health such as cognitive dysfunction [4], decrease in health-related quality of life [4,6], increase in cardiovascular disease risk, and sleepiness during the daytime [6]. The severity is often determined with the apnea-hypopnea index (AHI) [4], which represents the number of apneas and hypopneas per hour [4] and is classified as mild (5 to 15 per hour), moderate (15 to 30 per hour) or severe (>30 per hour) [7]. Continuous positive airway pressure (CPAP) is the preferred treatment [6], especially for moderate to severe OSA [5]. CPAP prevents the airway from narrowing or collapsing by applying a positive pressure via a nasal mask during sleep [8] and is tailored to each patient [9]. As the effectiveness of CPAP is dependent on use [5,10], treatment adherence is essential. Cognitive components, mainly based on the social cognitive theory [11], are becoming increasingly important in predicting CPAP use [12-14]. Support during treatment [15], tailored interventions [16], and closer follow-up [17] can also positively affect adherence.

Video consultation may be a useful way to support patients [1,17,18] during treatment and is defined as a “technology used to realize a real-time visual and audio patient assessment at a distance” [19]. Video consultation has been beneficial in chronic conditions (eg, diabetes [20,21] and cancer [19,22]) and in care for OSA patients [17,18]. The use for OSA patients may be promising, especially since physical examination is not always needed [1], and CPAP use can already be monitored remotely [23]. However, the evidence on the effectiveness of OSA patients is still limited [24]. Previous studies were narrowly focused, with mainly adherence [18,25] and satisfaction [17,18,26] being assessed. Although cognitive components, (eg, self-efficacy and outcome expectancies) are found to be important elements for CPAP use [13,14,27], there is a lack of evidence about these effects on video consultation for OSA patients. Previous research on OSA patients also mainly evaluated the use of video consultation for initial contact with health care professionals focused on diagnosis, treatment plans [18,26], or for training purposes [17]. The use of video consultation may be particularly relevant during follow-up (after an initial face-to-face contact) for newly diagnosed patients, since support during treatment is important [15] and successful CPAP use is often determined at an early stage of treatment [28].

Only a limited number of randomized controlled trials (RCTs) were conducted [17,25,26,29], with only one fully powered trial [29]. In a study by Smith et al [25], video consultation was used by nurses for patients who were nonadherent during the first 3 months of treatment. One group of patients received specific information (n=10) about CPAP and one group (n=9) generic information. Both adherence and satisfaction were higher in the intervention group (P=0.003). Isetta et al [29] conducted a multicenter RCT with patients receiving access to either a telemedicine program (n=69) with video consultations or usual care (hospital visits, n=70). Although the telemedicine approach was assumed to be more cost-effective, CPAP adherence was equivalent after 6 months [29]. Video consultation was also used for initial contact before starting treatment, with mixed results. The use of video consultation for training purposes did not lead to a difference in knowledge [17]. Also, no significant differences in satisfaction and CPAP adherence were found after 14 days for new OSA patients starting CPAP treatment [18]. Adherence rates were found to be higher after 6 months for patients who received their initial consultation face-to-face than via video consultation. However, statistically significant difference was not reported [26].

Video consultation is often found to be as effective as face-to-face consultation in terms of CPAP use [18,29]. Previous studies often focused on newly diagnosed patients before the start of treatment [17,18,26], with generally small sample sizes [17,25,26]. Patients are satisfied with video consultation [17,18,25], and it may be a promising way to deliver more convenient care with indirect benefits for patients (eg, less travel time) [24]. Additionally, remote monitoring [30] and patient support treatment [31] can positively affect CPAP use [30,31]. Therefore, it may be expected that video consultation in combination with remotely monitoring CPAP use, consultation with nurses, and the indirect benefits of video consultation (eg, less travel time) [24] may improve CPAP use. Cognitive components (eg, self-efficacy) are also found to be important elements for CPAP use [13,14,27], but evaluation in combination with video consultation is lacking [24]. More evidence about the technology being used and health care professionals’ perceptions is also needed to ensure successful implementations [17]. Such knowledge is essential because the use of video consultation is increasing, but evidence is still lacking and powered studies are needed [24].
Therefore, the objective of this paper is to evaluate the superiority of video consultation versus face-to-face consultation for patients with OSA on CPAP use (minutes per night), CPAP adherence, self-efficacy, risk perception, outcome expectancy, video consultation expectations and experiences with technology, and the satisfaction of patients and nurses.

Methods

Study Design
We conducted a nonblinded RCT with an intervention group (video consultation) and a usual care group (face-to-face consultation), with 1:1 allocation.

Recruitment and Participants
Patients were recruited from a large teaching hospital (Rijnstate, Arnhem). To be eligible to participate, patients had to be older than 18 years, be diagnosed with moderate or severe OSA (AHI >15), require CPAP treatment, have no history of CPAP treatment, have access to a tablet or smartphone, and be proficient in the Dutch language. Exclusion criteria were having a psychiatric or cognitive disorder.

Study Process
Prior to the study, a letter was sent to patients to confirm their appointments (eg, sleep study and consultation with the pulmonologist) including information about the study. During the first face-to-face consultation with the pulmonologist, patients received their treatment plan and information about the study (including information letter and informed consent form). This was followed by instruction about their CPAP treatment. After this consultation, the researcher provided patients with additional information about the study, and they were asked to sign the informed consent form. For reasons of clinical necessity, patients started treatment the same day.

Randomization
After patients signed informed consent and completed the baseline questionnaire, they were randomized by the researcher to the intervention or usual care group using the software program Research Manager (Cloud9 Software) with block size of 10. The researcher informed the patients about their allocation, and the intervention group received additional information about the video consultation app (Facetalk, Qconferencing) [32]. All participants received a copy of the informed consent form, and a follow-up appointment was planned directly.

Intervention
The video consultation app Facetalk [32] could be downloaded (for free) from Google Play [33] or the App Store [34]. The first video consultation with a nurse was planned for 1 week after the start of CPAP. Patients received an email with the date, time, and a link to start the video consultation in the app. Three focus points were discussed during the consultations: (1) adherence (>6 hours per night), (2) rest AHI <5 (or <10 if age over 70 years), and (3) improvements in symptoms. If these objectives were achieved after 1 week, a new consultation was planned for 3 weeks later (4 weeks after the start). If these objectives were not achieved, video consultations were planned for weekly (until 4 weeks after starting CPAP treatment). After 4 weeks, patients received a questionnaire. See Multimedia Appendix 1 for the study process.

Usual Care
The usual care group followed the same care process but with face-to-face consultation instead of video consultation. Patients received a confirmation letter with the day and time of their next consultation.

Outcome Measures

Primary Outcome
The primary outcome was CPAP use (minutes per night), monitored remotely with Encore Anywhere (Philips). Conforming to the initial protocol, CPAP use was assessed during the first 4 weeks (short-term). Additionally, we assessed CPAP use after week 4, week 12, and week 24 (long-term).

Secondary Outcomes
CPAP Adherence
CPAP adherence was defined as CPAP use for at least 5 nights per week for at least 4 hours per night [15,35] and was assessed during the first 4 weeks (short-term) and week 4, week 12, and week 24 (long-term).

Treatment Self-Efficacy, Risk Perception, and Outcome Expectancies
The Self-Efficacy Measure for Sleep Apnea (SEMSA) [13] was used to measure cognitive components: self-efficacy, risk perception, and outcome expectancies. The SEMSA is a 26-item scale [13] with subscales: self-efficacy and outcome expectancies each have 9 questions rated on a 4-point scale from not at all true to very true and risk perception has 8 questions rated on a 4-point scale from very low to very high. The mean of the nonmissing item responses was calculated for risk perception, outcome expectancies, and self-efficacy. For the purpose of this study, the SEMSA was translated back (from English into Dutch) and forth (from Dutch into English) by Taalcentrum-VU [36]. In this study, the statements from the published paper were used [13].

Relation Between Self-Efficacy, Risk Perception, Outcome Expectancies, and CPAP Use
The relations between CPAP use and self-efficacy, risk perception, and outcome expectancies were assessed. Also, the differences between the intervention and usual care group were analyzed.

Expectations and Experiences With Video Consultation
Questions covering constructs of the unified theory of acceptance and use of technology (UTAUT) model [37] were used to measure expectations and experiences with the use of the video consultation system. The UTAUT consists of 4 constructs that influence behavioral intention and behavior—performance expectancy, effort expectancy, social influence, and facilitating conditions [37]. A total of 9 questions were rated on a 7-point scale (1=totally disagree to 7=totally agree).
Satisfaction
Patient satisfaction was evaluated with questions about the consultations and information received. Additionally, the intervention group answered questions about the video consultation system. All questions were rated on a 5-point scale (from 1=totally disagree to 5=totally agree). Nurses’ experiences were evaluated using a questionnaire with questions about the video consultation system, satisfaction, and organizational benefits (eg, time and efficiency).

Other Parameters
Patient age, marital status, education, experience with internet and internet use, tablet or smartphone skills, and support (with tablet or smartphone use) were assessed via a questionnaire at baseline. Data about comorbidities, AHI, number of consultations, symptoms, and results of the Epworth Sleepiness Scale [38] were obtained from the electronic medical record. This scale is a self-administered questionnaire to examine the perception of daytime sleepiness that has 8 questions about how likely it is to doze off in different situations ranging from 0 to 3. A total score for this scale is calculated by taking the sum of the 8 items. A total of 11 to 12 is considered mild, 13 to 15 moderate, and 16 to 24 severe excessive daytime sleepiness [39]. In this study, a total score of >10 is considered excessive daytime sleepiness.

Sample Size Calculation
Since there is no determined clinically relevant difference for CPAP use [40], we assumed that a difference of 1 (SD 2.0) hour per day of average CPAP use (primary outcome) is clinically significant [13,29]. Using a t test, alpha of .05, and 80% power, 63 subjects per group (a total of 126) were needed. Correcting for 10% dropout, 70 patients were recruited for each group.

Statistical Analysis
Data analysis was performed using SPSS (version 22.0, IBM Corp). Descriptive statistics were used to report the baseline characteristics, experiences, expectations, and satisfaction. Linear mixed models were used to analyze differences in CPAP use over time for the intervention and usual care group (interaction term: time x group). All available CPAP use data were used in the analysis, according to the intention-to-treat principle. Differences in adherence over time between groups was analyzed using generalized estimating equations. The relation between CPAP use and risk perception, outcome expectancies, and self-efficacy was analyzed with a linear regression. Normally distributed variables were reported as mean and standard deviation, and statistical differences were tested using an independent samples t test. Nonnormally distributed data were reported with medians and interquartile range (25th to 75th percentiles), and differences between groups were analyzed with Mann-Whitney U tests.

Approval and Ethical Considerations
All participants signed a written informed consent form prior to inclusion in the study. The study was approved by the regional medical research ethics committee Commissie Mensgebonden Onderzoek Arnhem–Nijmegen and registered at Clinicaltrials.gov [NCT04563169].

Results
Recruitment and Participants
Patients were included from January 2, 2019, until June 26, 2019. In total, 222 patients were screened for eligibility, and 50 patients did not meet the inclusion criteria: no tablet or smartphone (n=17), no proficiency in the Dutch language (n=10), AHI <15 (n=10), history of CPAP treatment (n=5), no OSA (n=4), psychiatric or cognitive disorder (n=3), and age <18 years (n=1). In total, 28 patients declined to participate, and 4 patients were not informed about the study for other reasons: 2 patients were not referred to the researcher due to logistical errors, 1 patient followed a different care process (there was no consultation with the pulmonologist that same day), and 1 patient had had CPAP for try out for a short period.

In total, 140 patients were randomized, and 70 patients were allocated to the intervention group and 70 patients to the usual care group. During the intervention period, 2 patients discontinued the intervention: 1 preferred face-to-face consultation, and 1 had no working device. Four patients stopped CPAP treatment during the intervention period (first 4 weeks). In total, 10 patients were lost to follow-up in the intervention group (n=9 stopped CPAP treatment and n=1 died) and 3 in the usual care group (n=3 stopped CPAP treatment). See Figure 1 for the CONSORT (Consolidated Standards of Reporting Trials) flow diagram.
Baseline Characteristics
Both groups had similar baseline characteristics (Table 1), only outcome expectancies (\(P=.048\)) and risk perception (\(P=.02\)) appeared to be significantly different between groups.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All patients (n=140)</th>
<th>Intervention (n=70)</th>
<th>Usual care (n=70)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, women, n (%)</td>
<td>29 (21)</td>
<td>12 (17)</td>
<td>17 (24)</td>
<td>.30</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.3 (12.1)</td>
<td>52.3 (12.4)</td>
<td>54.3 (11.9)</td>
<td>.40</td>
</tr>
<tr>
<td>AHI(^a), median (IQR)</td>
<td>31.0 (21.5-45.0)</td>
<td>31.0 (22.0-46.0)</td>
<td>30.5 (20.0-42.0)</td>
<td>.96</td>
</tr>
<tr>
<td>Living with a partner, n (%)</td>
<td>110 (79)</td>
<td>59 (84)</td>
<td>51 (73)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>8 (6)</td>
<td>3 (4)</td>
<td>5 (7)</td>
<td>—</td>
</tr>
<tr>
<td>Middle</td>
<td>89 (64)</td>
<td>41 (59)</td>
<td>48 (69)</td>
<td>—</td>
</tr>
<tr>
<td>High</td>
<td>43 (31)</td>
<td>26 (37)</td>
<td>17 (24)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Internet use: duration, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>&lt;6 months</td>
<td>3 (2)</td>
<td>1 (1)</td>
<td>2 (3)</td>
<td>—</td>
</tr>
<tr>
<td>1-2 years</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>&gt;2 years</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>&gt;3 years</td>
<td>135 (96)</td>
<td>67 (96)</td>
<td>68 (97)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Internet use: frequency, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>(almost) every day</td>
<td>128 (91)</td>
<td>66 (94)</td>
<td>62 (89)</td>
<td>—</td>
</tr>
<tr>
<td>Multiple days per week</td>
<td>9 (6)</td>
<td>4 (6)</td>
<td>5 (7)</td>
<td>—</td>
</tr>
<tr>
<td>≤1 day per week</td>
<td>3 (2)</td>
<td>0 (0)</td>
<td>3 (4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Tablet or smartphone skills, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Quite bad or bad</td>
<td>5 (4)</td>
<td>2 (3)</td>
<td>3 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Not good or not bad</td>
<td>23 (16)</td>
<td>11 (16)</td>
<td>12 (17)</td>
<td>—</td>
</tr>
<tr>
<td>Quite good</td>
<td>27 (19)</td>
<td>14 (20)</td>
<td>13 (19)</td>
<td>—</td>
</tr>
<tr>
<td>Good</td>
<td>55 (39)</td>
<td>26 (37)</td>
<td>29 (41)</td>
<td>—</td>
</tr>
<tr>
<td>Very good</td>
<td>30 (21)</td>
<td>17 (24)</td>
<td>13 (19)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Expects to need help with tablet or smartphone use, n (%)</strong></td>
<td>26 (19)</td>
<td>11 (16)</td>
<td>15 (22)</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obesity (BMI &gt;30)</td>
<td>97 (69)</td>
<td>51 (73)</td>
<td>46 (66)</td>
<td>.36</td>
</tr>
<tr>
<td>Hypertension</td>
<td>48 (34)</td>
<td>24 (34)</td>
<td>24 (34)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>21 (15)</td>
<td>8 (11)</td>
<td>13 (19)</td>
<td>.24</td>
</tr>
<tr>
<td>Heart disease</td>
<td>20 (14)</td>
<td>11 (16)</td>
<td>9 (13)</td>
<td>.63</td>
</tr>
<tr>
<td>Diabetes</td>
<td>14 (10)</td>
<td>7 (10)</td>
<td>7 (10)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>ESS(^c) score, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Total score ≤10</td>
<td>105 (79)</td>
<td>56 (84)</td>
<td>49 (74)</td>
<td>—</td>
</tr>
<tr>
<td>Total score &gt;10</td>
<td>28 (21)</td>
<td>11 (16)</td>
<td>17 (26)</td>
<td>—</td>
</tr>
<tr>
<td><strong>SEMSA(^d) constructs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome expectancies, mean (SD)</td>
<td>2.78 (0.62)</td>
<td>2.88 (0.57)</td>
<td>2.67 (0.65)</td>
<td>.048</td>
</tr>
<tr>
<td>Self-efficacy, median (IQR)</td>
<td>3.00 (2.56-3.56)</td>
<td>3.00 (2.56-3.33)</td>
<td>3.00 (2.56-3.67)</td>
<td>.40</td>
</tr>
<tr>
<td>Risk perception, median (IQR)</td>
<td>2.00 (1.54-2.50)</td>
<td>2.31 (1.63-2.63)</td>
<td>1.88 (1.50-2.31)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)AHI: apnea-hypopnea index.

\(^b\)Not applicable.

\(^c\)ESS: Epworth Sleepiness Scale.

\(^d\)SEMSA: Self-Efficacy Measure for Sleep Apnea.
CPAP Use
The use of video consultation does not lead to superior results on CPAP use compared with face-to-face consultation. A significant difference in change over time was found between groups for short-term (weeks 1 through 4) CPAP use (\(P\)-interaction=.008). However, the specific time points (week 1: \(P=.62\); week 2: \(P=.15\); week 3: \(P=.33\), and week 4: \(P=.20\)) were not significantly different. See Multimedia Appendix 2 and Multimedia Appendix 3 for more detailed information on short-term CPAP use.

No significant difference in change over time for long-term CPAP use (week 4, week 12, and week 24) was found between groups (\(P\)-interaction=.68). CPAP use decreased for both groups in the long term (\(P=.008\), but no significant difference was found between the intervention and usual care group (\(P=.09\)). See Table 2 and Figure 2 for change in CPAP use over time (week 4, week 12, and week 24).

Table 2. Long-term continuous positive airway pressure use (minutes per night).

<table>
<thead>
<tr>
<th>Week</th>
<th>Intervention</th>
<th>Usual care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EMM(SE)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Week 4</td>
<td>334.3 (16.3)</td>
<td>302.1-366.5</td>
</tr>
<tr>
<td>Week 12</td>
<td>311.5 (16.8)</td>
<td>278.4-344.6</td>
</tr>
<tr>
<td>Week 24</td>
<td>295.2 (17.8)</td>
<td>260.0-330.4</td>
</tr>
</tbody>
</table>

\(^a\)Linear mixed model.
\(^b\)EMM: estimated marginal mean.

**Figure 2.** Long-term continuous positive airway pressure use: change over time.

CPAP Adherence
The use of video consultation does not lead to superior results on CPAP adherence compared with face-to-face consultation. No significant difference was found between both groups for short-term (\(P=.95\)) and long-term (\(P=.12\)) CPAP adherence. Also, no significant difference in change over time between the intervention and usual care group was found for short-term (\(P\)-interaction=.17) and long-term (\(P\)-interaction=.51) CPAP adherence. See Multimedia Appendix 4 and Multimedia Appendix 5 for the short-term and long-term adherence rates per week.

Self-Efficacy, Risk Outcomes, and Outcome Expectancies
No significant difference between groups was found for the SEMSA constructs: outcome expectancies (\(P=.64\)), self-efficacy (\(P=.41\)), and risk perception (\(P=.30\)). See Multimedia Appendix 6.

Relation Between Self-Efficacy, Risk Perception, Outcome Expectancies, and CPAP Use
After 4 weeks, a relation was found between CPAP use and self-efficacy (\(P=.001\), meaning that patients with higher levels
of self-efficacy showed higher CPAP use. There was no relation between CPAP use and risk perception (P=.34) or outcome expectancies (P=.76). Also, the difference between the intervention and usual care group was not significant (P=.25).

**Expectations and Experiences With Video Consultation**

Patients expressed positive expectations for the use of video consultation. After 4 weeks, 76% (48/63) indicated that video consultation had a positive effect on control over their treatment, and 75% (47/63) indicated that it positively affected the treatment itself. The majority (58/63, 92%) implied it did not cost them effort, 95% (60/63) reported that they had enough skills to use a tablet or smartphone and that they received enough support (53/63, 84%). Although, 64% (44/69) expected to be stimulated by people in their direct environment to use video consultation, only 25% (16/63) were actually stimulated. Almost all patients (60/63, 95%) intended to keep using video consultation. See Multimedia Appendix 9.

**Satisfaction With Consultation**

Patients in both groups were satisfied with the consultations. On average, the intervention group rated the consultations with an 8.5 and the usual care group with an 8.3 on a scale of 1 to 10 (1=not at all satisfied to 10=very satisfied). Patients indicated (intervention group versus usual care group) that health care professionals understood their problems (59/63, 94%, vs 58/68, 85%) and listened to them (60/63, 95%, vs 61/68, 90%). Almost all patients understood the content of the consultation (61/63, 97%, vs 62/68, 91%), could easily express their feelings (59/63, 94%, vs 62/68, 91%), and were satisfied with the information they received (58/63, 92%, vs 60/68, 88%). However, more patients with video consultation reported that they did not miss important information (56/63, 89%, vs 43/68, 63%). See Multimedia Appendix 8.

**Satisfaction With Video Consultation**

The majority (56/63, 89%) of the patients were very satisfied with video consultation, the quality of the video (50/63, 79%), and sound of the system (45/63, 71%). It also saved them time (61/63, 97%) and provided better access to health care professionals (43/63, 68%). Almost all patients felt safe about their privacy and confidentiality (61/63, 97%) and preferred a video consultation over a face-to-face consultation (51/63, 81%). According to almost half (28/63, 44%) the patients, face-to-face consultation can be replaced by video consultation. See Multimedia Appendix 9.

**Nurse Satisfaction**

Nurses (n=3) rated the use of video consultation on average with a 7.3 (SD .57) on a scale of 1 to 10 (1=not at all satisfied to 10=very satisfied). They were all satisfied with privacy and confidentiality and quality of the sound and video and would recommend its use to colleagues and patients. Two nurses agreed that its use fits in their work process. However, only one nurse was completely satisfied with the information she could provide. They did not think that the use of video consultation helped them save time or work more efficiently.

The nurses reported that use of video consultation is not suitable for new patients, and they prefer to use it during follow-up:

- It is not suitable for a first consultation after starting CPAP because you cannot provide enough information.
- Not for new patients because providing information and checking the device and sleep mask is difficult using video consultation.
- The nurses also experienced some technical problems:
  - Sometimes there were log-in problems and I had to call the patient first by phone.
  - Sometimes it took long before there was a connection. This costs more time.

They also provided suggestions for improvement and described advantages of video consultations:

- Plan the video consultations one after the other and not alternating with face-to-face consultations.
- It is a good alternative for follow-up consultations.
- It is more patient friendly than a face-to-face consultation.
- Saves time for patients.

**Discussion**

**Principal Findings**

In this RCT, we evaluated the superiority of video consultation over face-to-face consultation for newly diagnosed OSA patients. For CPAP use, we found a significant difference in change over time between groups in the short term (P(interaction)=.008). However, the specific time points (week 1: P=.62; week 2: P=.15; week 3: P=.33, and week 4: P=.20) were not significantly different. No significant difference in change over time was found for long-term CPAP use (P(interaction)=.68). No significant difference in change over time between groups was found for short-term (P(interaction)=.17) or long-term (P(interaction)=.51) CPAP adherence. Self-efficacy appeared to have a statistically significant effect on CPAP use in both groups (P=.001) regardless of the intervention arm (P=.25). No significant difference between groups was found for outcome expectancies (P=.64), self-efficacy (P=.41), or risk perception (P=.30). The experiences with video consultation were very positive. Almost all patients (60/63, 95%) intended to keep using video consultation. Patients in both groups rated the consultations on average with an 8.4. All nurses (n=3) were satisfied with privacy and confidentiality aspects and quality of the sound and video. However, they expressed some recommendations for improvement (eg, to use video consultation only in follow-up).

**Comparison With Prior Work**

Unfortunately, change over time was not evaluated in previous controlled studies [18,26,29], but this evaluation is as such a likely pattern. In our study, a significant difference in CPAP use between video consultation and face-to-face consultation was not found. Parikh et al [18] reported statistically equivalent CPAP use for new OSA patients (mean average use minutes per day 305.31 vs 340.55, P=.15). In a multicenter RCT, no statistically significant difference was found for CPAP use after 6 months (telemedicine mean use 4.4 [SD 2.0] hours per day
vs face-to-face 4.2 [SD 2.0] hours per day, \( P=0.83 \) and adherence (telemedicine 65% vs usual care 57% compliance, \( P=0.33 \)) [29]. Based on these findings, it appears that CPAP use is equivalent to using video consultation.

Where previous studies mainly focused on CPAP use, adherence, and satisfaction with video consultation [17,18,25,26,29], we additionally evaluated the combination of cognitive components (self-efficacy, outcome expectancies, and risk perception), experience with the technology (using the UTAUT model), and satisfaction of patients and nurses. This combination of outcomes has received little attention until now. Cognitive components are found to be increasingly important in predicting CPAP use [13,14,27]. Our results show that use of CPAP is higher in patients with high levels of self-efficacy (\( P<0.001 \)) regardless of the intervention arm (\( P=0.25 \)). In order to improve self-efficacy, it is necessary to positively influence patient perceptions. Patients may benefit from a self-management approach [27,41,42] with tailored education to change their perceptions about CPAP use and subsequently improve self-efficacy [43]. Lai et al [44] provided patients with additional education to enhance, for example, self-efficacy. This increased CPAP use compared with patients receiving usual care (\( P<0.001 \)). Stepnowsky et al [41] showed that a self-management program with information about OSA- and CPAP-related issues led to high self-efficacy scores (4.5 [SD 0.6]; scale 0 to 5) and CPAP adherence (5.5 [SD 2.3] mean hours per night). Because self-efficacy scores can be affected by the time that patients are treated, scores should be assessed regularly in order to be useful in clinical practice [14].

However, limited evidence was available about the effect of video consultation for newly diagnosed patients starting CPAP. Most previous RCTs were small, with sample sizes varying from 19 to 40 patients [17,25]. Only Isetta et al [29] evaluated CPAP compliance with a fully powered sample size. Although almost half of the patients (40%) in this study had insufficient digital skills, technology aspects were not evaluated [29]. In our study, 9% (20/222) were unable to participate because of lack of access to a mobile device or due to psychiatric or cognitive disorder. During the intervention, 2 patients (2/70, 3%) discontinued the video consultation intervention because of preference for face-to-face consultation or problems with their mobile device. The use of video consultation is evolving rapidly in clinical practice, but digital services are not applicable to all patients and digital health literacy remains a challenge [45]. This is especially due to lack of awareness or knowledge or unwillingness to change [46] and emphasizes the importance of personalized interventions rather than a one-size-fits-all approach.

The assessment of UTAUT components and self-efficacy can also be used to indicate technology use [47]. To our knowledge, no previous studies have identified technology acceptance for OSA patients using video consultation. Patients in our study had positive experiences with the use of video consultation and were satisfied with the video consultation system and consultations in general. Previous studies also reported high satisfaction scores [17,18,25,26], mostly regarding communication with a health care professional [18] and privacy and security factors [17]. Although most patients would recommend the use of video consultations to others, not all patients in our study are convinced that all visits can be replaced by video consultations. This is in line with findings from previous research [17].

The involvement of health care professionals is essential to achieve successful implementation of technology [48], but this is often not evaluated [17]. We found that nurses (n=3) preferred to start with a face-to-face consultation because education about the sleep mask and adjustments are often required during the first follow-up appointment with the nurse. The applicability of technology use may be dependent on the population [49], and for OSA patients, the use of video consultation in a blended care setting might therefore be beneficial. We found that the nurses were satisfied with video consultation and especially with the quality of the system, privacy and confidentiality. They would recommend it to colleagues and patients. Nurses also reported technical problems (eg, problems with Wi-Fi connections). Technological issues are often seen as a barrier [50], and it is important to take technical elements into account [48,51,52] during implementation. Another point for improvement is integration in existing health care processes (eg, planning). To achieve successful implementation, it can be beneficial to involve professionals during the implementation process itself [50].

Video consultation can be seen as a promising app to support OSA patients during treatment. Still, evidence was lacking and previous research was not strong enough in design or focused on a limited number of outcomes. With the evaluation of a broad range of outcomes affecting CPAP use and implementation of video consultation in clinical practice, this RCT adds value to current knowledge.

However, proper evaluation in this field is challenging because research often lags behind the rapid development of technology [53]. The use of pragmatic trials may be promising [54] to evaluate different elements of eHealth solutions in a hospital setting and can, for example, be used to get (more) rapid insights in relevant implementation outcomes such as feasibility, impact on an organization, and acceptance and adoption by health care professionals and patients. Future research should focus on blended care approaches in which self-efficacy especially receives greater emphasis. For organizations to be able to implement video consultation on a larger scale, integration in existing health care processes and technology acceptance by patients and professionals is necessary.

Limitations
Several limitations should be considered. Risk perception and outcome expectancies were significantly different at baseline, despite randomization. For a limited number of patients (7/66, 11%, in the intervention group and 6/70, 9%, in the control group), video consultations or face-to-face consultations were replaced with a telephonic consultation due to technical problems in the intervention group and because patients in the control group could not come to the hospital. The protocol process were not strictly followed because patients failed to attend their scheduled appointment (no show, sick, on holiday) or there were organizational inaccuracies such as wrongly scheduled appointments. The percentage of patients that
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followed the process exactly as described (Multimedia Appendix 1) was higher in the intervention group (approximately half) than in the usual care group (approximately one-third). However, all patients received the intervention (type of consultation) they were allocated to except for the 2 patients who discontinued the intervention (Figure 1). Another limitation is that only 3 nurses were involved in the evaluation. Therefore, a firm conclusion on professional aspects cannot be drawn.

**Conclusion**

Support of OSA patients with video consultation does not lead to superior results on CPAP use and adherence compared with face-to-face consultation. The findings of this research show that a significant difference in change over time was found between groups for short-term CPAP use (but not on specific time points), but not for long-term CPAP use. Levels of self-efficacy were positively related to CPAP use in both groups. Patients were very satisfied with video consultation and reported positive experiences. Therefore, the findings of this research suggest that self-efficacy is an important factor in improving CPAP use and that video consultation may be a feasible way to support patients starting CPAP. The integration in health care processes and tailoring video consultation use to patient and professional needs is essential to ensure successful use. A blended care setting, in which an initial video consultation is combined with face-to-face consults, may be beneficial. To our knowledge, this is the first RCT that examined the effects of video consultation on CPAP use over time for newly diagnosed OSA patients in combination with cognitive components and experience with technology use. Future research should focus on blended care approaches in which self-efficacy receives greater emphasis.
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Abstract

Background: The year 2020 has been challenging for many, particularly for young adults who have been adversely affected by the COVID-19 pandemic. Emerging adulthood is a developmental phase with significant changes in the patterns of daily living; it is a risky phase for the onset of major mental illness. College students during the pandemic face significant risk, potentially losing several protective factors (eg, housing, routine, social support, job, and financial security) that are stabilizing for mental health and physical well-being. Individualized multiple assessments of mental health, referred to as multimodal personal chronicles, present an opportunity to examine indicators of health in an ongoing and personalized way using mobile sensing devices and wearable internet of things.

Objective: To assess the feasibility and provide an in-depth examination of the impact of the COVID-19 pandemic on college students through multimodal personal chronicles, we present a case study of an individual monitored using a longitudinal subjective and objective assessment approach over a 9-month period throughout 2020, spanning the prepandemic period of January through September.

Methods: The individual, referred to as Lee, completed psychological assessments measuring depression, anxiety, and loneliness across 4 time points in January, April, June, and September. We used the data emerging from the multimodal personal chronicles (ie, heart rate, sleep, physical activity, affect, behaviors) in relation to psychological assessments to understand patterns that help to explicate changes in the individual’s psychological well-being across the pandemic.

Results: Over the course of the pandemic, Lee’s depression severity was highest in April, shortly after shelter-in-place orders were mandated. His depression severity remained mildly severe throughout the rest of the months. Associations in positive and negative affect, physiology, sleep, and physical activity patterns varied across time periods. Lee’s positive affect and negative affect were positively correlated in April ($r=0.53$, $P=0.04$) whereas they were negatively correlated in September ($r=-0.57$, $P=0.03$). Only in the month of January was sleep negatively associated with negative affect ($r=-0.58$, $P=0.03$) and diurnal beats per minute ($r=-0.54$, $P=0.04$), and then positively associated with heart rate variability (resting root mean square of successive differences between normal heartbeats) ($r=0.54$, $P=0.04$). When looking at his available contextual data, Lee noted certain situations as supportive coping factors and other situations as potential stressors.
Conclusions: We observed more pandemic concerns in April and noticed other contextual events relating to this individual’s well-being, reflecting how college students continue to experience life events during the pandemic. The rich monitoring data alongside contextual data may be beneficial for clinicians to understand client experiences and offer personalized treatment plans. We discuss benefits as well as future directions of this system, and the conclusions we can draw regarding the links between the COVID-19 pandemic and college student mental health.

(JMIR Form Res 2021;5(5):e26186) doi:10.2196/26186
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Introduction

Emerging Adulthood and College
Young adults between the ages of 18-25 years report greater feelings of loneliness than other age groups [1]. Emerging adulthood is a developmental period marked by tremendous growth and opportunity but also by significant risk [2,3]. It is during this phase that the majority of major disease processes have their onset [4-7]; this is also a time when emerging adults develop habits for adaptive ways of managing stress and help-seeking behaviors [8]. The health habits formed during emerging adulthood have the potential to influence well-being throughout the lifespan [9], leading to the argument that this is a phase characterized by both risk and opportunity. The high level of plasticity during this phase can be attributed to various factors, including the lack of structure and increased self-directed activity [10,11], shifting roles and responsibilities [12], and relatively less institutional structure to support development [13]. A large proportion of these individuals pursue higher education. The college experience is a unique time in which this age range typically faces a myriad new experiences and opportunities for growth, development, and risk. As such, college students are an important subgroup of emerging adults that are worthy of investigation.

College students are a diverse cross-section of the population [14], coexisting in environments with less structure imposed by parents [15]. They are likely to be exposed to high doses of peer influence [16-18], less regulation in sleep and wake cycles [19,20], and less adult oversight of risk-taking behaviors [21]. Alongside developmental shifts, the college experience in combination with academic, career, and socioeconomic pressures may create a perfect storm for the onset of mental health problems. However, stability in academic, career, and financial livelihood during this time characterized by the exploration of one’s self-identity—in the form of active college student life, social support, and financial aid—are considered protective factors that sustain well-being [22]. Studies suggest that college students with higher levels of stress often have poor mental health outcomes [23]. Furthermore, they are more likely to engage in maladaptive behaviors such as substance use [24] and less likely to engage in health-promoting and adaptive help-seeking behaviors like accessing mental health services [25], asking professors for help [26], exercising [27], healthy eating [28], and practicing sleep hygiene [29]. One way this has been addressed is through technology. Emerging adults are also the largest subgroup of the population to rely on technology [30,31]. Over 30% of teens and young adults in the United States report using digital platforms as a method for health tracking and monitoring [32]. Together, these factors provide support for the real-world case and importance of stress management and mental health promotion among young adults.

The Year 2020 and the COVID-19 Pandemic
The year 2020 has largely been defined by the COVID-19 pandemic, which has disrupted the daily lives of people across the world. All of the aforementioned health-related concerns for college student mental health have been exacerbated by the COVID-19 pandemic [33,34]; universities across the states have converted into remote learning centers, sending college students home, disrupting their previous routines and daily rhythms, upending job prospects and the economy, and increasing uncertainty and anxiety across the United States [35-39]. Altogether, a tremendous shift has occurred from the excitement and opportunities of collegiate life to turbulence, trauma, and stress, relating to increased rates of mental health problems in this population [40-43]. The uncertainty with the ongoing pandemic renders many of the stabilizing factors in the college experience even harder to attain; therefore, there may be added stressors in maintaining social support networks and uncertainties with financial support for current college students, as well as worries about the quality of one’s education and career prospects for students close to finishing their degree. In addition to the pandemic, sociopolitical unrest and a series of other potential stressors have arisen throughout 2020 (eg, the murder of George Floyd, the Black Lives Matter movement) that may have been of concern to students [44,45]. Because the state of the environment is intricately associated with daily life and well-being [46,47], it is important to contextualize the nuanced experiences of mental health with relevant immediate and larger, externally occurring events.

Multimodal Assessments and Personalized Approaches of Well-being
Examining student wellness in the context of their experiences may help to inform programming and intervention-based efforts to maintain student mental health, a key priority of campus wellness. From a biopsychosocial framework, wellness not only embodies internal functioning but also the social and external environment [48,49]. For each individual, the interaction of their own genetic and biological systems combines with their psychological and social systems [48,49]; the resultant psychopathology may differ. Thus, assessing numerous systems
and factors are necessary to fully capture an individual’s mental health trajectory.

Precision medicine and idiographic approaches to health have gained traction to address the heterogeneity of symptomatology [50,51]. With advancements in technology, researchers have utilized and are continuing to refine mobile, passive sensing to best capture lived experiences and improve ecological validity at the individual level [52]. Furthermore, these technological and methodological advancements have permitted researchers to pursue individualized approaches in examining mental health and informing personalized treatment [51,53-55]. These methods allow for continuous measurement of health markers such as physiology, sleep, and physical activity, contributing to rich and large amounts of data at the individual level. Use of wearable and mobile devices to capture data in daily life, known as the internet of things (IoT) and wearable IoT (WIoT) can help process and synthesize multiple forms of assessments (ie, geographical, physiological, behavioral, subjective, and contextual data) that may aid a health professional in offering guidance to an individual seeking mental health treatment [56,57]. Therefore, understanding well-being and the contexts relevant to the trajectory of an individual’s mental health may benefit from a whole-systems approach using WIoT and ecological momentary assessments. In combination with active sensing, multimodal personal chronicles, as we define it, incorporate these multiple forms of assessment (eg, physiology, subjective experiences, contexts) as a way to capture unique, personal contexts of an individual’s daily lived experiences. Young adults are avid users of technology, being more dependent on their smartphones and using social media compared to adults ≥30 years of age [30,31]. As such, we note that young adults, and college students in particular, may be an ideal population to examine the feasibility of the multimodal personal chronicles system as a method for examining individualized approaches.

This Study

Given the novelty of the COVID-19 pandemic, we reasoned that the use of a case study was an important step in the scientific investigation of this phenomenon, one that would highlight the potential of the multimodal personal chronicles. The purpose of this case study is to provide a nuanced view of one individual’s subjective experience and objective bodily responses during a historic and unprecedented event, while underscoring the potential of a research methodology for assessing the heterogeneity of well-being among college students. Case studies are effective methods for exploring contextual phenomenon within a single or small unit (eg, N=1 or small sample) in a given spatial and temporal context; they are often used when examining a newly emerging or poorly understood phenomenon [58,59]. These approaches may be advantageous in enhancing our understanding of the pandemic experience and its relevance to college student well-being beyond that of just self-report. Furthermore, case studies allow researchers to assess the feasibility of novel approaches on a small scale [59]. Such approaches are particularly useful at the outset of a historical phenomenon or the beginning of a scientific investigation, when the accumulation of knowledge is in its infancy and a more fine-grained analysis may provide important information that could be lost if compressed into a study involving many individuals.

Our recent work [55] has demonstrated the feasibility of estimating stress levels by monitoring physiological signs of sympathetic nervous system activity (eg, heart rate, heart rate variability, respiration rate, galvanic skin response, etc). However, this method of objective monitoring only captures changes in internal states and not contextual factors—such as mental activity and social interactions—that are critical for the diagnosis, treatment, and prevention of mental health problems that may follow from the long-term effects of stress. There is a fundamental need to conduct studies that not only assess individual subjective and objective physiological reporting of health but also capture higher-level life events and contextual information to enable root cause analysis for treatment and prevention. Our purpose is to thus incorporate these multimodal assessments together in studies examining contexts. As prior studies have documented evidence of the negative associations of the pandemic among college students [33,34,40-43], capturing daily life during the pandemic, shelter-in-place orders, social distancing, and remote learning among college students may help to better understand the individualized increased risks for student mental health. In turn, this may ultimately further expand our understanding of the pandemic experience and its association with college student well-being. We present a case study of one participant from our larger pilot study to illustrate both (1) the potential and feasibility of a multimodal personal chronicles approach toward well-being and (2) the fine-grained experiences of one individual college student during the pandemic. Thus, our research questions are as follows:

1. How does a multimodal (passive and active) sensing approach via multimodal personal chronicles capture individualized and contextual experiences of well-being?
2. What is the experience of daily living for a college student in the context of the COVID-19 pandemic?

Methods

Procedure

We discuss the procedures for the larger study in which our case study is derived from. In January 2020, we began an Institutional Review Board (IRB)–approved (#2019-5153) investigation to pilot and examine the utility of this multimodal personal chronicles system in understanding changes in mental health symptoms (eg, depression, anxiety) and general psychological distress (eg, loneliness, negative emotion) over time among emerging adults in college. Participants completed a comprehensive psychological battery at study intake (eg, depression, anxiety, loneliness) and used devices within the multimodal system (ie, Oura ring, Samsung Gear Sport, ecological momentary assessments, and Personicle [60-62]) that assessed physiology, sleep, physical activity, step count, and affect. They then received another comprehensive battery 3 months later in April. Originally, we intended to end the pilot study after 3 months; however, concurrent to our original cohort’s 3-month participation period, the COVID-19 pandemic worsened in the United States and elsewhere. This pandemic had a profound impact on the livelihood of individuals across
the world [63]; this prompted our investigative team to feel that it was important to capture the lived experiences of college students as it was occurring and to examine the association between the pandemic and student well-being from an intensive, longitudinal approach. At the onset of COVID-19 and the shutdown associated with this global pandemic, we had enrolled 13 college students into our immersive pilot; however, one of those participants was discontinued and two voluntarily withdrew early, resulting in a total sample size of 10. As a result, we extended our study, continuing participants’ data collection and incorporating in-depth psychological assessments once at 2 months (June) following the original study duration and then at 3 months (September) thereafter. Participants enrolled had the option to continue or end the study as planned.

**Measures**

**Psychological Battery**

The battery of psychological and well-being–related questionnaires were administered at baseline in person and during subsequent follow-up assessments (see Figure 1 for a timeline) as an online survey link.

**Figure 1.** Lee’s depression, anxiety, and loneliness scores at 4 different time points in the study. Note: the sum of anxiety scores is reported rather than the means to show score distribution over time.
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**Depression**

Participants completed the Beck Depression Index II (BDI-II) [64] to assess depressive symptoms. This is a 21-item, well-validated measure rated on a 4-point scale (0-3; \( \alpha = .90-.91 \)) [65,66] that allows individuals to indicate to what degree they are experiencing a feeling, for example, “I do not feel sad” (0) to “I am so sad or unhappy that I can’t stand it” (3) with the exception of 2 items using a 6-point scale to reflect different degrees of behavioral changes. Scores are calculated as a total, which indicates the range in depression from mild (14-19) to severe (29-63) [65]. If participants scored above 24 and/or endorsed suicidality at intake or any follow-up assessments, the principal investigator (author JLB, a licensed psychologist) reached out to these individuals to determine symptom severity and if the participant should continue with or be withdrawn from the study. These individuals were then provided additional mental health resources.

**Anxiety**

The Brief Symptom Inventory (BSI) [67], a 6-item anxiety subscale, was used to measure anxiety. The BSI is a commonly used measure that assesses a wide array of psychological symptom dimensions, including depression, somatization, and anxiety on a 5-point Likert-type scale (0=not at all, 4=extremely; \( \alpha = .81-.86 \)) [68,69]. Anxiety scores are typically calculated as a mean of all items (eg, “During the past 7 days how often were you distressed by nervousness or shakiness inside?”); for our purposes, we used the sum of all items to observe the distribution of participants’ anxiety score over a period of time alongside other psychological constructs of interest. A higher score indicates greater anxiety. Normative ratings among nonpsychiatric patients average around 0.35 (SD 0.45) [69].

**Loneliness**

Participants were administered the UCLA (University of California, Los Angeles) 3-item Loneliness Scale, a frequently used measure of perceived loneliness (eg, “How often do you feel you are left out?”; \( \alpha = .72 \)) [70]. The UCLA Loneliness Scale has been used widely in the literature to examine how loneliness relates to psychological and physiological outcomes (eg, mood, depression) [70]. Items are totaled and rated on a 3-point Likert-type scale (1=hardly ever, 3=often), where higher scores reflect greater perceived loneliness.

**Multimodal Personal Chronicles**

As part of the intensive active and passive data sensing, over the course of the study, we tracked participants’ emotional states, physiological patterns, and behavioral habits through WiIoT devices and ecological momentary assessments.

**Physiology, Sleep, and Behavioral Patterns**

Participants were instructed to wear 2 devices (Oura ring and Samsung Gear Sport smartwatch) as well as download the corresponding Oura and Samsung Android mobile apps to measure and store their physiology, sleep, and behavioral patterns. The Oura ring [71] measures a wide array of personal variables across numerous categories, including heart rate, heart rate variability, respiration rate, skin temperature, sleep, and activity level (majority of these are monitored only overnight). For our investigation, we assessed sleep quality using the Oura
ring’s personalized sleep score that uses a combination of individual body metrics (ie, height, weight, age, and gender) with a validated system that detects time spent in different stages of sleep [60,61]. The Samsung smartwatch tracks several user activities and physiological variables 24/7 (for more details on how these devices were used for our study, see Yunusova et al [72]). We were able to use the watch to assess participants’ heart rate variability (root mean square of successive differences between normal heartbeats [RMSSD]) and beats per minute (BPM) during diurnal periods (RMSSD and day BPM), and during the entire 24-hour period (RMSSD and resting BPM).

Lastly, the Personicle app [62] was downloaded onto each participant’s phone to observe behavioral trends. Personicle tracks users’ changes in location through the Google GPS application programming interface. For the purpose of this study, the participants’ step count was assessed through this app.

**Ecological Momentary Assessments of Affect and Context**

Participants completed daily assessments of positive and negative affect using the Positive and Negative Affect Schedule (PANAS), a widely used scale that has high internal consistency, validity, and reliability (for positive affect, α=.85; for negative affect, α=.91) [73]. This scale is highly correlated with measures of psychopathology and distress such as depression and anxiety [74,75]. In clinical samples, the PANAS scale can differentiate between anxiety and depression among individuals, with positive affect being highly correlated with depression and negative affect being highly correlated with both depression and anxiety [76,77]. Example items of positive affect items include “excited” and “inspired” while negative affect include items such as “afraid” and “nervous,” all rated on a sliding scale from “very slightly” (0) to “extremely” (100), where higher scores reflect higher positive or negative affect. This was sent as a survey prompt to participants’ mobile phone using a separately downloaded app that was designed specifically for the survey to be taken on, and was completed once a day between the hours of 8 pm and 2 am. Additionally, participants completed a weekly “feel-in” every Sunday afternoon between the hours of 8 am and 3 pm, where they were instructed to answer an open-ended question about the quality of their week (ie, “Please write about your high points and low points this week. Please try to be as detailed as possible”).

**Data Analytic Plan**

We followed participants from January through September, in which each individual completed a total of 4 battery assessments of psychological well-being (across roughly 3-month time frames—January, April, June, and September) in addition to intensive longitudinal assessments of heart rate, heart rate variability measures, respiration rate, skin temperature, sleep quality, step count, and affect throughout the study period. We focused on heart rate (BPM), heart rate variability (RMSSD), sleep quality, step count, and affect for this case study.

For our data analytic plan, we will use a descriptive approach to illustrate the data over the course of 9 months, examining any changes in participants’ depression, anxiety, and loneliness ratings at each of the 4 assessments as well as their BPM, RMSSD, sleep quality, step count, and positive and negative affect aggregated across the 2-week period after completion of the psychological assessment. Then, we will run correlations to examine associations between the aggregated physiological, sleep, behavioral, and affect measures at each time point. Doing so offers a broader perspective of how these multimodal assessments relate to one another and how they may differ over the course of the pandemic.

We will then narrow down to explore 2-week periods of data to better understand contextual factors potentially relevant to the fluctuations in their emotional and physiological patterns over the 2-week period (ie, data points for each day for 14 days). Focusing on the occurrences at 4 different, 2-week time points may further help us observe relationships across multimodal measures at the daily level rather than aggregates across months. We note that the adjustments made to the study in response to the pandemic were approved by the IRB in April, thus limiting the available self-reported contextual data we can examine. Therefore, while we present the 2-week data for each of the 4 time points, we only describe in detail the contextual data for the periods of June and September. Finally, we will offer clinical recommendations based on the data derived from the multimodal personal chronicles as potential suggestions for the single subject this case study focuses on.

**Results**

For the purposes of this case study, we focused on the results of one individual. Like many other participants in our study, this individual exhibited a decline in mental health as the pandemic-enforced period of social isolation extended. In order to preserve the confidentiality of this participant, we have modified details regarding this participant’s case.

“Lee,” as we shall refer to this individual, is an Asian-American male student in the middle of his sophomore year of college. We report Lee’s pandemic narrative in chronological order since the start of his participation in the study in January through to September. Lee began the study with mental health symptoms of one individual. Like many other participants in our study, he exhibited a decline in mental health as the pandemic-enforced period of social isolation extended. In order to preserve the confidentiality of this participant, we have modified details regarding this participant’s case.

“Lee,” as we shall refer to this individual, is an Asian-American male student in the middle of his sophomore year of college. We report Lee’s pandemic narrative in chronological order since the start of his participation in the study in January through to September. Lee began the study with mental health symptoms that were low and not within the clinically significant range. For instance, his depression score at intake was 8, below the cut-off for mild depression (see Figure 1 for levels of depression, anxiety, and loneliness across each assessment time point). Figure 2 visually displays his 2-week aggregate score for all multimodal measures at each time point. Over the course of the pandemic, we observed that Lee reported relatively low levels of negative affect compared to his levels of positive affect, despite his higher depressive scores in April through September.
By the second time point in April, compared to his baseline assessment in January, his depression score had increased to 24—well within the moderate depression range. His anxiety and perceived feelings of loneliness also slightly increased (Figure 1). Because Lee had shown such an increase in his depression, roughly 3 times his initial levels in January, author JLB conducted a phone screening to assess his mental health. When JLB spoke to Lee, she learned that since the onset of COVID-19 toward the end of March, Lee had experienced more stress—a family member of his had experienced a significant stressor due to COVID-19, which in turn also impacted him. Lee’s mother had been living abroad in [country] as a visiting professor and was unable to return home before travel restrictions were imposed, resulting in her being unable to leave [country] for a period of months. This created a great deal of anxiety for everyone in Lee’s family—having Lee’s mother be separated from the family, apart from everyone during a global crisis, with no certainty regarding when she would be able to return, was highly distressing. During this time, Lee moved back home to live with his family, disrupting the social support and routine he had established in his college environment. Lee reported that his mood was low but that he was not feeling suicidal. JLB provided him with referrals and informed him that he could reach out to her at any time should he need additional support. Consistent with the study protocol, the research team and JLB continued to track Lee’s mood, sleep, physiology, and physical activity throughout the study.

Since his assessment in April, Lee’s depression remained in the mildly severe range in June and September. His reported anxiety had lowered since, but we noted that his loneliness was consistent between the periods of April and September. From his wearable sensor and ecological momentary assessment data, we noted that there were fairly minimal fluctuations in his physiology and sleep. Although his BPM was highest in April, it was not largely different from his BPM at other time points. His sleep was lower in the January and September periods, which reflect the time of the start of the winter and fall quarter, possibly relating to these differences than the April (spring quarter) and June (close to summer) periods. We report correlations of the measures at each time point in Multimedia Appendix 1 (Tables S1-S4). Based on the correlational data, associations varied across time periods. For example, Lee’s positive and negative affect were positively correlated in April (eg, high positive and high negative affect; r=0.53, P=.04) whereas they were negatively correlated in September (eg, high positive and low negative affect; r=–0.57, P=.03). BPM and RMSSD were relatively correlated throughout each time point (Multimedia Appendix 1, Tables S1-S4). Only in the month of January was sleep negatively associated with negative affect (r=–0.58, P=.03) and day BPM (r=–0.54, P=.04), and then positively associated with resting RMSSD (r=0.54, P=.04).

To further illustrate the potential of a personalized approach in helping to inform our understanding of college student mental health, we focused on the June and September 2-week time periods. Table 1 displays contextual data from Lee’s weekly responses, and Figure 3 highlights the trends in the multimodal assessments. More specifically, the figure displays the daily monitoring of Lee’s positive and negative affect, physiology, sleep, and physical activity. Based on Figure 3, in June, Lee experienced greater distinctions in his positive and negative affect, where he reported consistently higher levels of positive affect and consistently lower levels of negative affect. When observing Lee’s data during this time, his subjective weekly reporting of his high and low points (Table 1) suggested that he was socially engaged with peers (ie, hiking with friends, participating in the Black Lives Matter social movement with peers) and had a sense of purpose (eg, making social change) as well as accomplishment (eg, finishing a year of school).
### Table 1. Lee’s weekly “feel-in” responses to weekly highs and lows across the June and September time frames.

<table>
<thead>
<tr>
<th>Time frame and time stamp</th>
<th>Response</th>
<th>LIWC(^a) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time 1 (June 10-24)</strong></td>
<td></td>
<td>Negative emotion word frequency=2.63; positive emotion word frequency=5.26</td>
</tr>
<tr>
<td>Sun, Jun 7, 2020; 09:56:00</td>
<td>“Some high points this week are leading a talk on the Black Lives Matter movement with my [group of people] and [group of people] which was really successful. Another high point is completing three of my courses. A low point is having to listen to racist comments and people that don’t support the Black Lives Matter movement. Also, I still have to study for two more finals and a term paper.”</td>
<td></td>
</tr>
<tr>
<td>Sun, Jun 14, 2020; 11:53:57</td>
<td>“High points include being done with [a year of school], I went running with friends and had so much fun. I got to see the night sky and great views in [location redacted]. Low points include listening to my friends’ problems and trying to help them both through it. Another low point is hanging out with a friend and another person joined us who I don't like, so I didn’t really enjoy myself anymore.”</td>
<td></td>
</tr>
<tr>
<td>Sun, Jun 21, 2020; 12:45:24</td>
<td>“High points in my week are hiking and playing [game] with friends. I did not have any low points. This has been my best week in months”</td>
<td></td>
</tr>
<tr>
<td>Sun, Jun 28, 2020; 14:55:40</td>
<td>“Some high points include starting a [program] that will help me work on a project for the future as well as going to the beach with friends. Some low points include having to help friends through a difficult time, the large amount of work I have to take care of, and beginning to delay responsibilities and need to fix my schedule.”</td>
<td></td>
</tr>
<tr>
<td><strong>Time 2 (September 7-21)</strong></td>
<td></td>
<td>Negative emotion word frequency=2.84; positive emotion word frequency=5.88</td>
</tr>
<tr>
<td>Sun, Aug 30, 2020; 12:44:13</td>
<td>“The biggest high point of my week was being able to spend some more time with the [person] I like. We were able to eat dinner, talk, and walk on the boardwalk. It felt like nothing else really mattered and I let go of my responsibilities and things that I had to do. I also got to lead a group meant to hear [opinions] about career resources for the project that I am involved in. It felt good to hear from [group of people] and I want to be able to help them with their concerns. Low points this week was having to revise my [project] again because it didn’t meet certain expectations. It’s irritating having to change it multiple times even though I already address the revisions that my [supervisor] requires.”</td>
<td></td>
</tr>
<tr>
<td>Sun, Sep 6, 2020; 14:16:27</td>
<td>“The high points in my week are my hikes with people. It feels good to hike and being active again since I cannot play games. I also was able to complete a project for a [group of people] that I hope gets approved by the [group of people]. These past few days have really sucked because I wasn’t able to work on my [project] and being stuck. It’s been frustrating and I have a difficult time when I’m not able to do work and I’ve been having [sic] feelings of inadequacy. It’s been hard but one of my best friends has been really helpful because they always reassure me and give me words of affirmation.”</td>
<td></td>
</tr>
<tr>
<td>Sun, Sep 13, 2020; 11:55:19</td>
<td>“This past week has had such ups and downs with so many emotions. I was sad to discover that my cousin, who was assaulted last year at [name of a different college campus], has been going through a difficult time and [they’ve] been experiencing triggers. I got angry with myself for not being able to physically support [them] last year when she needed it most. I was able to talk on the phone and text them now which was helpful but I wanted to be there in person to show that I’m there for [them]. Another low point is studying for an upcoming [test]. The grade isn’t that important to me but I want to do good. A couple high points is having a virtual get together. It was great to hear their voices and see their smiles. I also got to spend a day with my friend and had a lot of fun. I also finished another draft of my [project] and that was giving me headaches all week.”</td>
<td></td>
</tr>
<tr>
<td>Sun, Sep 20, 2020; 16:10:00</td>
<td>“This week had it’s [sic] highs and lows. A high is finishing the [test] which felt great. Another high is being accepted into [a program] but the low part of that is finalizing edits which has been really hard to get a start on. Another low is finding out my friends [relative] passed away in [country and helping [them] through it. It's been hard for [them], especially with [their] other [relative] passing away recently.”</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)LIWC: Linguistic Inquiry Word Count System.
In contrast, during September, Lee exhibited more erratic mood states, which we interpret to potentially be an indication of low well-being. Lee’s negative and positive affect show greater variations from day to day. Compared to when Lee’s positive affect was more distinct from his negative affect in June, his negative affect was nearly as high as his positive affect in September. Further, in September, he experienced days in which his negative affect was higher than his positive affect. Between the two time periods, there were relatively similar fluctuations in his physical activity, heart rate levels, heart rate variability (as indexed by the RMSSD score), sleep, and step count (Figure 3). He also had fewer social contact, as reflected in his weekly self-reported high and low points (Table 1). As an additional exploratory analysis, we analyzed the narrative responses of Lee during his weekly “feel-ins” using the Linguistic Inquiry Word Count System [78]; our findings revealed that Lee used more negative ($t_1=26.05, P=.02$) than positive words ($t_1=17.97, P=.04$) in September than in June, further reflecting greater variation in his affect.

Discussion

Principal Results

The use of a case study enabled us to closely examine the experience and daily life of Lee across distant time points within the past year. Lee’s depressive symptoms increased sharply from January to April, a time coinciding with the onset of the COVID-19 pandemic and supporting prior evidence for increased depressive symptoms and distress among young adults during this period [38,39,47,48]. When examining his data more closely at a 2-week period with his contextual responses, Lee reported greater negative affect and use of negative emotion words in the month of September than in June. As a rising college senior, Lee may have felt the winding down of the previous academic year in the month of June while feeling the build-up of an eventful start to the academic year in the month of September. Courses were transitioned remotely at the end of March due to COVID-19; while this may have resulted in increased stress and uncertainty in April, students may have felt some relief at the anticipation of summer, which heralds a reduction in academic stressors. With regard to September, students may have felt a rise in stress and uncertainty with what the upcoming school year will look like. To inquire about student concerns, one department at the university had conducted a series of undergraduate focus groups in the month of September. Students overall had expressed unease regarding the prolonged period of remote learning and wondered whether instructors would expect students to have adjusted and thus no longer offer flexibility in their courses in the upcoming quarter.

Much like the students in the focus group, Lee may have felt increased stress surrounding the uncertainty of the upcoming school year, which could be associated with increases in his experiences of negative affect.

We are able to understand Lee’s unique pandemic experiences from this longitudinal assessment. Although his depression lowered from severe to mildly severe in the following months from April, Lee’s loneliness score remained consistent between the months of April through September, possibly relating to the continued social distancing and having to rely on alternative methods of keeping in contact with friends (eg, online chatting and hangouts). We also observed relatively higher levels of positive affect and lower levels of negative affect throughout Lee’s participation in the study. His negative affect was lowest in June, which is reflected in the 2-week period we examined more closely. While he may have experienced external events that affected his depressive symptoms (eg, his mother’s...
situation), there were potentially supportive factors (eg, social networks, meaningful work) that sustained his positive affect while maintaining lower negative affect during the pandemic. Thus, the meaning and significance of the multimodal data becomes most clear when aligned with the contextual data.

With regard to the pandemic, the approach allowed us to understand fluctuations in health and well-being that are linked to the unique experiences an individual may encounter during the pandemic. For example, the situation with Lee’s mother was a significant stressor for him, and this was only possible to document with the multiple assessments of depression and having this data accessible to a clinical psychologist to follow up with him regarding his well-being. Alternatively, we also recognize that there were some fluctuations that were relatively low (eg, physiology across the 4 time periods as well as in the 2-week period of June and September). This may also point to important coping and resiliency factors that allow individuals like Lee to navigate this stressful pandemic. With any kind of stressful event, Lee may be using his current resources and available coping strategies to self-regulate during the pandemic.

The case study highlights preliminary data from our larger ongoing study, which in turn enables researchers and clinicians to better understand the context and unique experiences of individuals and how these factors relate to well-being. The utility of multimodal personal chronicles for mental health may be clearest when it is used in conjunction with the collaborative care of a clinician. From a health navigation framework [79], health professionals can access this data, synthesize it with their current knowledge of the individual, and offer informed guidance and treatment recommendations [80]. Researchers may also consider using advanced modeling or network analyses [81,82] to examine this intensive, longitudinal approach as a way to understand the interconnection of biological, psychological, and social factors relevant to well-being.

Recommendations
Access to such rich amounts of personalized data can help clinicians or therapists offer evidence-based treatments or recommendations. If the provider in the loop were to offer recommendations to Lee based on his pattern of behaviors, it would be to increase and maintain a moderate to ideal level of physical and interpersonal activity with his support networks. As noted, based on his weekly open-ended responses, many of his high points included spending time with friends or enjoying time outdoors doing either physical activity or enjoying nature with others. Interpersonal support and interactions were particularly relevant, and thus seeking strategies to ensure consistent social connectedness with others may be helpful for Lee in sustaining well-being. Given that public health recommendations of social distancing preclude in-person social interactions, Lee may wish to savor memories of times when he has enjoyed spending time with other people (eg, relational savoring [83]), which has been shown to increase positive emotion and reduce depression. Similarly, attending to and prolonging the positive emotions associated with one’s romantic partner has shown to have a positive impact on those in long-distance relationships [84], suggesting that this technique may also assist people during periods of social distancing. Furthermore, Lee noted being involved in purposeful work facilitating discussions relating to sociopolitical movements and supporting wellness efforts on campus. Creating meaning and finding a sense of purpose are linked to subjective well-being [85,86], and so continuing to find meaning in his work or savoring these feelings that coincide with the work he finds meaningful may also be particularly helpful in sustaining mental health. Additional recommendations could potentially include engaging in positive self-reflections, such as savoring interpersonal or achievement moments throughout the week. These reflections may also be helpful in the form of gratitude journaling or writing down 3 things they were grateful for that day. Lee’s low points were often linked to academic and interpersonal stressors; focusing on his small achievements can help Lee focus on his competency and ability to be resilient despite in-the-moment stressors. While each week may include life challenges, Lee can recall his own strengths and resiliency to stay motivated and overcome various stressors.

Limitations
Limitations to our study include the fact that, as with many case studies, it is primarily exploratory in our understanding of a phenomenon in a specific space and time. As we are considering the feasibility of multimodal personal chronicles, we restrain from making causal claims regarding the experiences of Lee. Additionally, self-reported emotion data were only captured once a day toward the evening, which allows for recall bias. Recent studies are now suggesting that the PANAS scale is in need of improvement [87] while also pointing out that positive and negative affect are not completely independent dimensions [88]. Furthermore, due to a data collection error, we did not have weekly self-reported “feel-in” data available for Lee until approximately 1 month after the initial shelter-in-place order. Thus, we were only able to examine the contextual data alongside the active and passive sensing data for June onwards. Because we selected a 2-week period for the time points, there were limited data to examine when conducting statistical analyses. Thus, the case study may benefit from including more observations and a larger study including more participants. Once the full study is complete, we intend to use analytical techniques (eg, structural equation modeling), which will permit us to use a larger number of observations in our data to understand our participants’ mental health trajectories.

Comparison With Prior Work and Future Directions
Emerging adults navigate a number of stressors during this developmental period; experiencing all of this while facing a global pandemic may exacerbate psychopathology or detriments to psychological well-being among college students. For example, students may have to juggle negative impacts of the pandemic on their family while also adjusting to online and remote learning. Previous studies examining student well-being during the pandemic have largely conducted single time-point assessments [38,45,46,48] or are limited to self-report assessments [39,47]; our study utilizes an intensive longitudinal case study to showcase how the year throughout the pandemic has not only affected student mental health but also potentially through indirect means like student livelihood and daily experiences. The study contributes to our understanding of how
college students may cope with a global stressor, in that some may navigate stress similarly to how they cope with other life stressors. Indeed, much of the current literature on the pandemic has focused on adverse health outcomes, and so future investigations may consider coping and resiliency among individuals through this period.

The feasibility of multimodal personal chronicles to assess mental health may help to inform what types of interventions may be best for individuals. Future studies may consider assessing the feasibility of the multimodal personal chronicles in other populations (eg, clinical samples, across cultures) and incorporating interventions or guidance in the process of data collection as a way to examine how self-monitoring of health alongside guidance may then have trickle-down effects on improving health. In addition, this approach offers the potential for a system in which individuals can tweak their own health behaviors and see its associations with changes in their health trajectory [89,90]. Health professionals may also consider how different types of strategies may be beneficial at different times, depending on the context and experiences of the individual [84]. Indeed, a personalized approach grants flexibility in treatment and interventions in ways that address the dynamic nature of health and well-being.

Conclusion

From our ongoing study, we present results from a case study examining 1 participant and how the trajectory of his well-being may be assessed through a holistic multimodal personal chronicles system that captures personalized experiences. Case studies have the benefit of presenting in-depth information regarding a single individual, enabling a fine-grained analysis of the circumstances, characteristics, and experiences for that person at a specific point in time. Future studies may consider the multimodal personal chronicles approach and how it may inform treatment and intervention to mitigate psychopathology and aid in maintaining well-being.
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Abstract

Background: There are far more patients in mental distress than there is time available for mental health professionals to support them. Although digital tools may help mitigate this issue, critics have suggested that technological solutions that lack human empathy will prevent a bond or therapeutic alliance from being formed, thereby narrowing these solutions’ efficacy.

Objective: We aimed to investigate whether users of a cognitive behavioral therapy (CBT)-based conversational agent would report therapeutic bond levels that are similar to those in literature about other CBT modalities, including face-to-face therapy, group CBT, and other digital interventions that do not use a conversational agent.

Methods: A cross-sectional, retrospective study design was used to analyze aggregate, deidentified data from adult users who self-referred to a CBT-based, fully automated conversational agent (Woebot) between November 2019 and August 2020. Working alliance was measured with the Working Alliance Inventory-Short Revised (WAI-SR), and depression symptom status was assessed by using the 2-item Patient Health Questionnaire (PHQ-2). All measures were administered by the conversational agent in the mobile app. WAI-SR scores were compared to those in scientific literature abstracted from recent reviews.

Results: Data from 36,070 Woebot users were included in the analysis. Participants ranged in age from 18 to 78 years, and 57.48% (20,734/36,070) of participants reported that they were female. The mean PHQ-2 score was 3.03 (SD 1.79), and 54.67% (19,719/36,070) of users scored over the cutoff score of 3 for depression screening. Within 5 days of initial app use, the mean WAI-SR score was 3.36 (SD 0.8) and the mean bond subscale score was 3.8 (SD 1.0), which was comparable to those in recent studies from the literature on traditional, outpatient, individual CBT and group CBT (mean bond subscale scores of 4 and 3.8, respectively). PHQ-2 scores at baseline weakly correlated with bond scores ($r=-0.04; P<.001$); however, users with depression and those without depression had high bond scores of 3.45.

Conclusions: Although bonds are often presumed to be the exclusive domain of human therapeutic relationships, our findings challenge the notion that digital therapeutics are incapable of establishing a therapeutic bond with users. Future research might investigate the role of bonds as mediators of clinical outcomes, since boosting the engagement and efficacy of digital therapeutics could have major public health benefits.

(JMIR Form Res 2021;5(5):e27868)  doi:10.2196/27868
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Introduction

Significant barriers to mental health care are persistent [1]. The increased burden of depression and anxiety, which arose during the COVID-19 pandemic, has exacerbated this issue [2], as the measures that were put in place to stop the spread of SARS-CoV-2 have also presented unintended barriers to those seeking mental health treatment. One potentially viable solution is using digital mental health interventions to provide evidence-based treatment, such as cognitive behavioral therapy...
Self-directed mental health interventions, such as bibliotherapy, have long demonstrated their efficacy [3], and new models of blended care that combine internet-delivered interventions with human clinical oversight are becoming more widespread in a number of countries [4]. Although the implicit assumption has been that the involvement of a human leads to improved outcomes in self-directed programs, human involvement limits these programs’ scalability and limits their accessibility for those who live in remote locations [4]. If digital interventions could replicate some of the factors that are generally believed to be uniquely human, such as therapeutic rapport, these interventions would have greater potential for improving mental health.

Recently, carefully designed conversational agents (CAs) have been showing promise in automating several health care services [5] by simulating human support. CAs could therefore be uniquely poised to offer high-quality digital interventions for mental health.

An unblinded trial of one such CA (Woebot), which delivered CBT for symptoms of depression and anxiety, suggested that the empathic and relational nature of the tool may have fostered improved engagement better than previous internet-delivered versions of the tool [6]. Intriguingly, the study’s qualitative data suggested that users seemed to relate to the CA in a manner that was analogous to therapeutic rapport, which may have mediated users’ outcomes. For example, study participants reported that they felt cared for by the CA (eg, “Woebot felt like a real person that showed concern”), despite the fact that the tool’s scripts reminded users that Woebot is not a real person (Figure 1). Unfortunately however, the study did not formally assess the existence of a working alliance. This is a crucial factor because a strong working alliance between therapists and clients is considered to be predictive of positive outcomes, essential for the delivery of health care, and traditionally unique to the domain of human-to-human relationships. Indeed, some experts have argued that digital apps that are built to be standalone therapeutics have the risk of ignoring the potency of therapeutic relationships [7].

**Figure 1.** Screenshot of an example interaction with Woebot about bereavement.
Priority-setting work by the James Lind Alliance, which involves over 600 people affected by mental health concerns, has identified the greater understanding of digital therapeutic alliance as a top priority for research [8]. Yet, a recent review of mobile mental health apps failed to find a single study that included working alliance as a primary outcome [9]. Therefore, we sought to bridge this gap in knowledge by seeking to understand whether CA users perceived a working alliance, particularly the notion of bonds, and whether working alliance was related to symptom severity or other demographic characteristics.

**Methods**

### Setting

Woebot is a CA that guides individuals who experience symptoms of depression and anxiety through a smartphone-based app program that uses therapeutic techniques and provides psychoeducation. As previously described in detail [6], Woebot delivers CBT through brief, daily conversations (approximately 5-10 minutes each). Each simulated conversation begins with a mood-monitoring exercise, and the provided targeted content is responsive to individuals’ reported mood states. The CA is also programmed to deliver empathic statements and personalized follow-ups, promote normalization, and use methods that are designed to enhance users’ motivation for engaging in the program to promote desired behavior changes and help with mood management.

### Participants

During registration, users confirmed that they were at least 18 years of age and consented to the use of their deidentified, aggregate data for research. This study was not considered human subjects research by the Advarra institutional review board. Eligible participants included those who registered over two periods—between November 20, 2019, and April 9, 2020 (n=100,009), and again between July 8, 2020, and August 18, 2020 (n=77,203).

Within 3-5 days after registration, eligible participants were invited to complete the 2-item Patient Health Questionnaire (PHQ-2) depression screener [10] and the Working Alliance Inventory-Short Revised (WAI-SR), which consists of a total score and the three following subscales: bond, goal, and task [11]. All measures and demographic information, including gender and age group, were gathered in the app by the CA. The WAI-SR was administered via the app’s conversational interface, in which the word “therapist” was changed to “Woebot” (Table 1). Once the questionnaires were completed, Woebot thanked registrants for their participation, and the conversation proceeded to the mood tracking phase as normal. Those who chose not to provide responses to the questionnaires were not included in this study and proceeded to use the app as normal.

### Table 1. Item-level descriptive statistics.

<table>
<thead>
<tr>
<th>Question number (subscale)</th>
<th>Working Alliance Inventory-Short Revised items</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Task)</td>
<td>As a result of these sessions I am clearer as to how I might be able to change.</td>
<td>2.53 (0.97)</td>
</tr>
<tr>
<td>2 (Task)</td>
<td>What I am doing with Woebot gives me new ways of looking at my problem.</td>
<td>2.93 (1.08)</td>
</tr>
<tr>
<td>3 (Bond)</td>
<td>I believe Woebot likes me.</td>
<td>3.89 (1.31)</td>
</tr>
<tr>
<td>4 (Goal)</td>
<td>Woebot and I collaborate on setting goals for this program.</td>
<td>2.88 (1.23)</td>
</tr>
<tr>
<td>5 (Bond)</td>
<td>Woebot and I respect each other.</td>
<td>4.20 (1.23)</td>
</tr>
<tr>
<td>6 (Goal)</td>
<td>Woebot and I are working towards mutually agreed upon goals.</td>
<td>3.54 (1.28)</td>
</tr>
<tr>
<td>7 (Bond)</td>
<td>I feel that Woebot appreciates me.</td>
<td>3.73 (1.36)</td>
</tr>
<tr>
<td>8 (Goal)</td>
<td>Woebot and I agree on what is important for me to work on.</td>
<td>3.45 (1.21)</td>
</tr>
<tr>
<td>9 (Bond)</td>
<td>I feel Woebot cares about me even when I do things that it does not approve of.</td>
<td>3.54 (1.34)</td>
</tr>
<tr>
<td>10 (Task)</td>
<td>I feel that the things I do with Woebot will help me to accomplish the changes that I want.</td>
<td>3.28 (1.17)</td>
</tr>
<tr>
<td>11 (Goal)</td>
<td>Woebot and I have established a good understanding of the kind of changes that would be good for me.</td>
<td>3.12 (1.22)</td>
</tr>
<tr>
<td>12 (Task)</td>
<td>I believe the way we are working with my problem is correct.</td>
<td>3.23 (1.15)</td>
</tr>
</tbody>
</table>

### Statistical Analysis

Across all eligible participants, the composite WAI-SR score and bond, goal, and task subscores were characterized based on descriptive statistics and tested for internal consistency by using the Cronbach α. The relationship between baseline PHQ-2 scores and bond subscores was characterized based on the Spearman rank-order correlation coefficient. The Kruskal-Wallis test was used to compare bond subscores across participants’ reported age groups and genders. For comparison, relevant external studies were drawn from recent reviews of literature [11-19] that also reported unmodified WAI-SR subscores for other CBT modalities. Comparison data were presented descriptively without statistical testing, and raw subscores were scaled by dividing them by the number of items (eg, the bond subscale has 4 items). Per the methods of Jasper et al [13], bond scores of ≥3.45 were considered high. The 95% CIs for mean WAI-SR subscores were calculated based on the published sample sizes and SDs. External studies were categorized as “online only” or “human involvement” based on whether any human interactions were reported by study participants during...
either individual therapy or group therapy that involved a human. Data were presented from participants who completed all questionnaires within the first 5 days of app registration. Data were analyzed using R version 4.0.2 (The R Foundation).

**Data Access, Responsibility, and Analysis**

AD, DS, and AR have full access to all of the data in this study and take responsibility for the integrity of the data and the accuracy of the data analysis. Due to their proprietary nature, data from this study will not be shared.

**Results**

Of the 177,212 eligible participants, only those who provided both WAI-SR and PHQ-2 data within 5 days of their first use of Woebot were included in the analysis. The final sample included 36,070 participants. Of these participants, 57.48% (n=20,734) reported that they were female, 25.17% (n=9078) reported that they were male; 2.87% (n=1035) reported that they were nonbinary, 1.44% (n=519) indicated another gender identity, 1.66% (n=597) preferred not to answer, and 11.39% (4107/36,070) did not provide any gender information. The participants ranged in age from 18 to 78 years (median 25-35 years). The mean PHQ-2 score was 3.03 (SD 1.79), and 54.67% (19,719/36,070) of participants scored at or above the conventional cutoff score of 3 for positively screening for depression.

Within the first 5 days of using Woebot, the mean WAI-SR scores were as follows: a mean bond subscore of 3.84 (SD 1.0), a mean goal subscore of 3.25 (SD 1.0), a mean task subscore of 2.99 (SD 0.87), and a mean total score of 3.36 (SD 0.81). The WAI-SR had a Cronbach α value of .89, suggesting that the WAI-SR had adequate internal consistency in this study. A weak negative correlation was found between bond subscores and PHQ-2 scores ($r=-0.04; P<.001$); however, even among participants who reported the highest PHQ-2 score (PHQ-2=6), the mean WAI-SR bond subscore was 3.78. Bond subscores also differed by gender ($P<.001$) and by age group ($P<.001$); however, the mean bond scores for all groups were considered high (bond subscore $>3.45$) [13] Among these groups, the highest bond level was reported by women (bond subscore: mean 3.92) and by those aged 18-25 years (bond subscore: mean 3.96). Conversely, the lowest bond level was reported by individuals who indicated that they “preferred not to answer” or did not report their gender (bond subscore: mean 3.67) or age (bond subscore: mean 3.69).

Woebot’s bond subscale scores were consistent with those of recent studies from the literature on traditional modalities for CBT delivery (Table 1). These studies’ results were collected later in the course of treatment (eg, bond subscore for face-to-face outpatient individual CBT: mean 4.0, SD 0.8 [11]; bond subscore for group CBT: mean 3.8, SD 0.80 [13]; data were collected after 2-8 weeks of therapy). Comparative study details are provided in Multimedia Appendix 1 [11,13-15,17-19]. Participants reported higher bond levels when using Woebot than those in prior studies of internet-only CBT [13] (Figure 2).

**Figure 2.** Comparison of Working Alliance Inventory-Short Revised bond subscale scores across therapeutic modalities. Means and corresponding 95% CIs for working alliance bond scores from this study and from recent reviews of the literature [11,13-15,17-19] are stratified by the week that the scores were recorded. Studies are colored based on the therapeutic modality. Due to the large sample size of this study (N=36,070), the 95% CI is narrow and overlaps with the dots that display the estimated means. For multiple studies that reported data on the same week, the dots are shifted minimally on the x-axis to avoid overlap and to provide easy readability. WAI: Working Alliance Inventory.
Discussion

This is the first study of working alliance among users of a CA for mental health. Most users were female (20,734/36,070, 57.48%) and had PHQ-2 scores that were indicative of depression (19,719/36,070, 54.67%). Working alliance scores were comparable to those in previously published studies on traditional, human-delivered services across different treatment modalities. Working alliance scores were highest for the bond subscale, suggesting that this subscale is a viable construct for CAs and should be included in hypothesized frameworks of digital working alliance.

The idea that CAs can establish a working alliance is not new [20]. However, the observation of therapeutic bonds established by a CA in a mental health context is novel and noteworthy, given the short timeframe of this study. Although the field of human-computer interaction is still relatively nascent, initial observations have suggested that some artificial intelligence (AI) identity archetypes induce responses in humans that might give rise to better working alliances than other archetypes. For example, interacting with humanoid AI identities can result in individuals falling prey to the “uncanny valley,” which is the sense of unease and “creepiness” that is created when something that is artificial tries to appear humanlike [21]. Contrary to Turing’s Imitation Game [22], wherein an AI must successfully pretend to be human in order to pass the test, Woebot was designed to adopt the opposite strategy—transparently presenting itself as an archetypal robot with robotic “friends” and habits. We speculate that transparency and other design elements are key drivers of bond development. For example, Woebot explicitly references its limitations within conversations and provides positive reinforcement and empathic statements alongside declarations of being an artificial agent.

The limitations of this study include its cross-sectional nature, the selection bias of smartphone users, the lack of clinical validation for any diagnoses, the lack of a direct comparison group, and its conduction by the developers of the app itself. Further research (including studies with independent investigators) is underway to explore the longitudinal aspects of bond development in specific clinical populations by using randomized controlled study designs.

The finding that a CA has the potential to rapidly develop a bond with users may represent the resolution of a considerable barrier to offering scalable mental health support to a much wider and more diverse population instead of offering such support to those who already have access to traditional mental health support.
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Abstract

Background: Children with special health care needs (CSHCN) require more than the usual care management and coordination efforts from caregivers and health care providers (HCPs). Health information and communication technologies can potentially facilitate these efforts to increase the quality of care received by CSHCN.

Objective: In this study, we aim to assess the feasibility of a voice-enabled medical diary app (SpeakHealth) by investigating its potential use among caregivers and HCPs.

Methods: Following a mixed methods approach, caregivers of CSHCN were interviewed (n=10) and surveyed (n=86) about their care management and communication technology use. Only interviewed participants were introduced to the SpeakHealth app prototype, and they tested the app during the interview session. In addition, we interviewed complex care HCPs (n=15) to understand their perception of the value of a home medical diary such as the SpeakHealth app. Quantitative data were analyzed using descriptive statistics and correlational analyses. Theoretical thematic analysis was used to analyze qualitative data.

Results: The survey results indicated a positive attitude toward voice-enabled technology and features; however, there was no strong correlation among the measured items. The caregivers identified communication, information sharing, tracking medication, and appointments as fairly and highly important features of the app. Qualitative analysis revealed the following two overarching themes: enablers and barriers in care communication and enablers and barriers in communication technologies. The subthemes included parent roles, care communication technologies, and challenges. HCPs found the SpeakHealth app to be a promising tool for timely information collection that could be available for sharing information with the health system. Overall, the findings demonstrated a variety of needs and challenges for caregivers of CSHCN and opportunities for voice-enabled, interactive medical diary apps in care management and coordination. Caregivers fundamentally look for better information sharing and communication with HCPs. Health care and communication technologies can potentially improve care communication and coordination in addressing the patient and caregiver needs.

Conclusions: The perspectives of caregivers and providers suggested both benefits and challenges in using the SpeakHealth app for medical note-taking and tracking health events at home. Our findings could inform researchers and developers about the potential development and use of a voice-enabled medical diary app.

(JMIR Form Res 2021;5(5):e25503) doi:10.2196/25503
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**Introduction**

**Background**

Children with special health care needs (CSHCN) are at an increased risk for chronic physical, developmental, behavioral, or emotional disorders and also require frequent health care services [1]. Examples of conditions associated with special needs include cystic fibrosis, cerebral palsy, Down syndrome, epilepsy, and uncontrolled asthma. Approximately 1 in 4 US households (23%) have at least one CSHCN [2]. Caring for CSHCN requires communication and coordination networks among caregivers and health care providers (HCPs). Such needs could be even higher for children with medical complexity, a subset of CSHCN with the most intensive medical needs who often require medical care provided in the home by caregivers and home nurses [3].

Regulatory and legislative work has been put forward to improve quality outcomes in the US health care system by redesigning the care system [4]. One approach is to reduce fragmentation in the health care system by adopting an integrated care model [5] or a patient- and family-centered care model, including care coordination, to facilitate health care services for all stakeholders, including families, patients, and providers [4,6]. This is in line with caregivers’ need to communicate and share information with providers and their need for assistance in navigating the care system and care coordination [7]. Health information technologies can play a key role in facilitating care coordination by providing the tools and integrated systems required to enable information sharing, communication, and remote patient assistance [4,8].

With many care activities occurring at home, caregivers may need to keep track of the health events of their children and communicate this information with providers to receive timely and accurate care. Medical diaries have been useful to keep track of symptoms and medications and can be leveraged to keep HCPs informed of the patient’s condition, which may lead to reduced errors such as overprescribing [9]. In the domain of health information and communication technologies, current solutions are promising [10-13]. Fiks et al [14] reported that web-based care portals had a positive impact on parents of children with uncontrolled asthma for tracking health activities, medications, and medical goals through the portal. Shared care plans for children with medical complexities over a cloud-based platform were found to reduce information barriers and improve care [15]. Gentles et al [16] summarized that health care technology being used in pediatric care communications ensures continuity of care independent of location and institution (eg, from hospital to home) by supporting timely health tracking and reducing geographical limitations. Similarly, Baysari and Westbrook [17] found mobile apps to be useful in supporting care coordination and facilitating care communications. However, few care coordination mobile apps are available for complex care coordination, especially for CSHCN.

**Objective**

To help in reducing fragmentation, improving timely capture of health events at home, and facilitating care coordination of complex care, we developed a voice-enabled mobile app prototype (SpeakHealth). Informed by a multistakeholder group [18], by the emerging literature on voice interaction in health care communication and management [19-21], and by technology use in care coordination [10,12], the SpeakHealth app was designed to assist caregivers in capturing health events in a timely and convenient manner and to enable sharing of these medical notes with other caregivers and providers to enhance communication. This study focuses on the technology needs and voice technology adoption of caregivers, and the feasibility of the SpeakHealth app (prototype), which was conceptualized in a previous study [18]. Our research question was “How feasible is a voice-enabled mobile app use as a medical diary for caregivers of CSHCN to enhance care management and coordination with providers?”

**Methods**

**Overview**

We employed a mixed methods design to develop a better understanding of the use of communication technology and voice-enabled apps by comparing and combining different perspectives collected through quantitative surveys and qualitative interviews in a single phase (convergent mixed methods) [22]. We conducted a web-based survey to understand the awareness and perception of caregivers of CSHCN toward communication technology use in child care. The survey was developed by coauthors and the stakeholder group. In parallel, we tested SpeakHealth through face-to-face interviews with caregivers who were recruited from among the survey participants. Finally, we interviewed HCPs (n=15) to better understand the value of information collected via the SpeakHealth app and its potential to be used in health care delivery.

**Recruitment and Study Setting**

The study participants (caregivers and HCPs) were primarily recruited from the Complex Care Clinic at the Nationwide Children’s Hospital (NCH; Columbus, Ohio). NCH is one of the largest pediatric hospitals in the US Midwest. NCH uses the Epic electronic medical records system and MyChart patient portal, which are mentioned in this paper.

To increase our reach, caregivers were invited to participate in the interview and survey with a convenience sampling approach using email invitations through hospital networks (digital board announcement and email), word of mouth, hospital social media channels, and community partners. The inclusion criteria for participants were as follows: (1) being caregivers with children who had been diagnosed with a complex medical condition and (2) being smartphone users during the study period. Within the study period, we received responses from 86 caregivers through a web-based survey, and 10 caregivers participated in the face-to-face interviews. HCPs who serve CSHCN were invited to participate through invitations sent to their hospital email addresses. All interviews were held within the hospital campus. All participants were screened (questions about the child’s condition, age, and participant’s smartphone use were included) and consent was obtained on the web. The caregiver interview participants were compensated with a US $30 gift card. No compensation was provided to the web-based survey participants.
or the HCPs. This study received institutional review board approval from the NCH (institutional review board number: #00000231).

**Data Collection**

After caregivers were screened and they provided consent, they completed a web-based survey about demographics and technology awareness (June-August 2019). Subsequently, they were invited to a face-to-face interview. A semistructured interview framework was followed (a sample set of guiding questions of the interviews is available in Multimedia Appendix 1). The interview protocol focused on daily life and communication technology use, app testing scenarios, and user perception assessment questions. The user perception assessment questions were informed by the technology acceptance model [23]. Overall, 10 caregivers participated in interviews that took approximately 1 hour. Furthermore, 2 researchers participated in the interviews: one moderated the interviews and the other operated as a note taker. All interviews with caregivers were audio recorded. In addition, observational notes were taken during the interviews by the moderating researchers.

Figure 1. Study design and data collection.

**App Prototype Development and Testing**

The app prototype was designed based on the feedback of a multistakeholder group (including physicians, nurses, caregivers, care coordinators, digital health scientists and clinical informaticians, developers, and designers) at our hospital [18]. The prototype (Figure 2) was developed using Swift as an Apple (iOS) mobile app [25]. We used Amazon Web Services (AWS) application programmable interfaces (APIs) for the backend infrastructure and capabilities such as voice recognition and transcription (AWS Transcribe) [26]. The app leveraged existing voice technology components through iOS and AWS, and none of the voice interactive components or conversational agents were developed by the study team. The AWS infrastructure flowchart is presented in Multimedia Appendix 2.
Users were able to start the app through Siri (even when the phones were locked) by saying: “Hey Siri. Start SpeakHealth.” Then, SpeakHealth immediately started listening. After a speech segment was completed and collected, it was sent to AWS, transcribed, and sent back to the app and shared with the user. Users were also able to type notes or edit the transcription text.

As a part of the mock-up for planned features (not implemented with the prototype), users were able to see electronic health records (EHRs; eg, appointments and medications) and were able to access some of the prescribed medical care plans (eg, diabetes care guidelines) on the web. In addition, as a mock-up, important words and segments were highlighted in the notes (eg, medications and dosage). As they are not functional, we explained these features verbally to obtain participants’ feedback. However, we plan to implement EHR integration through patient portals and available APIs through EHR system providers to pull medications, appointments, and prescribed care plans. Note that highlighting will be implemented through natural language processing methods leveraging medical vocabulary and ontologies (eg, SNOMED [Systemized Nomenclature of Medicine] [27]).

Textbox 1 outlines the functional features (participants were able to test through the app) and introduced features (participants were informed about). Participants followed predefined scenarios to test the app (Textbox 2). We plan to include all the introduced features in the final production of the app.

**Textbox 1.** Tested and introduced features of SpeakHealth app.

<table>
<thead>
<tr>
<th>Functional features</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Voice-to-text note entry</td>
</tr>
<tr>
<td>• Text entry and editing</td>
</tr>
<tr>
<td>• Sham electronic health record (EHR) showing upcoming appointments and prescribed medications</td>
</tr>
<tr>
<td>• Preloaded information and guidelines</td>
</tr>
<tr>
<td>• Highlights of predefined notes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Introduced (mock-up) features</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Real-time note highlights</td>
</tr>
<tr>
<td>• Creating reports and sharing notes with health care providers</td>
</tr>
<tr>
<td>• Integration with EHRs</td>
</tr>
<tr>
<td>• Prescribed medical information and care plans</td>
</tr>
</tbody>
</table>
Textbox 2. App testing scenarios.

Scenario 0
- This scenario is for the participants who did not use voice assistant before.
- Please say “Hey, Siri, how is the weather today?”,”How is traffic in downtown Columbus?”

Scenario 1
- Please say “Hey Siri, start SpeakHealth.” And, when you see the app running, say “just gave Alex 2 puffs of albuterol. He has no fever.”

Scenario 2
- Select one of the notes and edit the text. Then, please enter a new note with using “enter note” button, and type “Alex did not take his medicine after lunch.”

Scenario 3
- Check the last entered note. This is transcribed from your voice input. Please see the highlighted words. Those are identified as important to be shared with providers.

Scenario 4
- Use the search button to search for albuterol and check the results. You can see all your records where you administered albuterol.

Scenario 5
- See the user information content at the bottom left menu, find information about diabetes, and take a look at the content

Scenario 6
- See the medical record content at the bottom right menu and take a look at the content. Please find and check the next medical appointment date.

Data Analysis

Qualitative Analysis
Audio recordings were transcribed verbatim and analyzed by the researcher, who moderated the interviews using Microsoft Office products. Observational notes taken during the interviews were used to supplement the transcripts, and these notes were incorporated into the transcriptions. Theoretical thematic analysis was used to systematically analyze the qualitative data [28]. Braun and Clarke [28] defined theoretical thematic analysis as a deductive method that is driven by the researcher’s theoretical or analytic interest in the research domain, and coding may focus on research questions.

In the initial step, the researchers read and reread the transcriptions to familiarize themselves with the data. During the reading iterations, instances were identified and labeled, and eventually coded. Codes were reviewed and gathered under potential themes, and an initial thematic map was created. Themes and codes were reviewed and the data were reviewed. The code groups and themes were revised, and the thematic map was updated. The codes and themes were reviewed by at least one researcher, and disagreements were resolved by a consensus among the researchers. Finally, the findings were reported and interpreted based on the literature findings. Coding and analysis of the qualitative data were completed using the Microsoft Office suite.

Quantitative Analysis
Survey responses were collected through the REDCap (Research Electronic Data Capture) web-based platform using Health Insurance Portability and Accountability Act–compliant secure services [29]. We completed a descriptive analysis of demographics and survey responses and conducted a correlational analysis. Data cleaning and verification were completed using Microsoft Excel, and the data were then analyzed using IBM SPSS software, version 26 (IBM Corporation).

Results
Survey Results
A total of 86 parents responded to the web-based survey. The responses are presented in Table 1. The survey participants were parents of at least one CSHCN with an average age of 11 (SD 7.4) years. Most children were diagnosed with developmental delay, speech and vision problems, epilepsy, intellectual disability, and learning disability. Most of them used daily prescribed medications (72/86, 86%); attended occupational, behavioral, or speech therapy (62/86, 74%); and used medical devices such as a feeding tube (45/86, 53%). Parents preferred to use a notebook (30/86, 35%) or paper to take notes when tracking symptoms, health events, and activities (29/86, 34%). The use of generic note-taking mobile apps was relatively low (13/86, 15%). Parents mainly tracked appointments (77/86, 90%) and symptoms (49/86, 57%) and set up reminders (54/86, 63%). Most parents reported that they always (25/86, 30%) or often (21/86, 38%) tracked all symptoms and health events.
Table 1. Survey responses.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child’s age (years; n=84)</strong></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0-31</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>11.1 (7.4)</td>
</tr>
<tr>
<td><strong>Child’s diagnosed conditions (n=86), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Developmental delay</td>
<td>56 (65)</td>
</tr>
<tr>
<td>Speech problems</td>
<td>47 (55)</td>
</tr>
<tr>
<td>Vision problems</td>
<td>44 (51)</td>
</tr>
<tr>
<td>Seizures</td>
<td>38 (44)</td>
</tr>
<tr>
<td>Intellectual disability</td>
<td>37 (43)</td>
</tr>
<tr>
<td>Learning disability</td>
<td>36 (42)</td>
</tr>
<tr>
<td>Cerebral palsy</td>
<td>33 (38)</td>
</tr>
<tr>
<td>Joint or muscle problems</td>
<td>31 (36)</td>
</tr>
<tr>
<td>Anxiety problems</td>
<td>23 (27)</td>
</tr>
<tr>
<td>Hearing problems</td>
<td>23 (27)</td>
</tr>
<tr>
<td>Asthma</td>
<td>22 (26)</td>
</tr>
<tr>
<td>Behavioral problems</td>
<td>19 (22)</td>
</tr>
<tr>
<td>Brain injury</td>
<td>17 (20)</td>
</tr>
<tr>
<td>ADHD\textsuperscript{b}</td>
<td>16 (19)</td>
</tr>
<tr>
<td>Asperger, autism spectrum</td>
<td>11 (13)</td>
</tr>
<tr>
<td>Depression</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Other\textsuperscript{c}</td>
<td>52 (60)</td>
</tr>
<tr>
<td><strong>What treatments or devices does your child use? (n=84), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daily prescribed medications</td>
<td>72 (86)</td>
</tr>
<tr>
<td>Occupational, behavioral, or speech therapy</td>
<td>62 (74)</td>
</tr>
<tr>
<td>Feeding tube</td>
<td>45 (53)</td>
</tr>
<tr>
<td>Tracheostomy</td>
<td>18 (21)</td>
</tr>
<tr>
<td>Other\textsuperscript{d}</td>
<td>49 (58)</td>
</tr>
<tr>
<td><strong>How do you track symptoms, health events, and care activities at home currently? (n=85), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Dedicated notebook</td>
<td>30 (35)</td>
</tr>
<tr>
<td>Notes on paper or cards</td>
<td>29 (34)</td>
</tr>
<tr>
<td>Health apps\textsuperscript{e}</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Generic note-taking app</td>
<td>13 (15)</td>
</tr>
<tr>
<td>I do not track</td>
<td>9 (10)</td>
</tr>
<tr>
<td><strong>What kind of care activities do you do for tracking? (n=86), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Following appointments</td>
<td>77 (90)</td>
</tr>
<tr>
<td>Setting up reminders</td>
<td>54 (63)</td>
</tr>
<tr>
<td>Tracking symptoms</td>
<td>49 (57)</td>
</tr>
<tr>
<td>Other\textsuperscript{f}</td>
<td>17 (20)</td>
</tr>
<tr>
<td><strong>How often do you track symptoms and events at home in a day? (n=82), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>I always track and record all symptoms and events</td>
<td>25 (30)</td>
</tr>
<tr>
<td>Variables</td>
<td>Values</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>I often track and record symptoms and events</td>
<td>31 (38)</td>
</tr>
<tr>
<td>I rarely track and record symptoms and events</td>
<td>16 (20)</td>
</tr>
<tr>
<td>I do not track and record symptoms and events</td>
<td>10 (12)</td>
</tr>
</tbody>
</table>

**What do you think is the ideal tool or technology to use for tracking the symptoms and events at home? (n=85), n (%)**

- Mobile phone and apps: 65 (76)
- Pen and paper or notebook: 38 (45)
- Tablet PC or iPad: 31 (36)
- Laptop or PC: 19 (22)
- Voice assistant (Amazon Alexa or Google Home): 13 (15)

Responses to “other” are grouped by the most encounters that are not listed on the existing responses.

ADHD: attention-deficit/hyperactivity disorder.

Chronic lung disease, rare genetic diseases (DDX3X and complex vertebral malformation), neurodevelopmental diseases (hydrocephalus and bilateral schizencephaly), metabolic disorders, and heart disease.

G tube, hearing aids, ventilation, ventriculoperitoneal shunt, wheelchair, nebulizer, suction machine, adaptive communication glucose and ketone monitor, and rescue inhaler.

Calendar, Dexcom, seizure app, MyChart, Apple Health, and reminder app.

Tube feed, medications, urine and bowel movements, blood glucose levels, seizures, medical changes, new words, and vitals.

Parents were also asked to identify the ideal communication technology or tool that they would prefer to use for tracking symptoms and events at home (Table 2). In contrast to the common method that they used (dedicated notebook and notes on a paper), most of them preferred to use mobile phones and apps for tracking (65/86, 76%) in addition to pen and paper (38/86, 45%). These were followed by tablet PCs (31/86, 36%) and laptops or PCs (19/86, 22%). The number of parents preferring voice technology as an ideal tool for tracking symptoms was relatively low (13/86, 15%). Finally, parents were asked to identify important features that a health app should have. Most of them found communication, sharing information, and tracking medication and appointments to be fairly important to very important (range 4.43-4.74). Health education and coaching for home care and voice interaction were found to be moderately important (range 3.28-3.72). Overall, parents found all the features to be important to very important and stated that such features would be a good fit to their current care routines and lifestyle (mean 4.6, SD 0.626).

**Table 2. Ideal health app features.**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Importance, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracking medications</td>
<td>4.49 (0.994)</td>
</tr>
<tr>
<td>Tracking appointments</td>
<td>4.74 (0.787)</td>
</tr>
<tr>
<td>Hands-free and voice interactive engagement with the app</td>
<td>3.28 (1.355)</td>
</tr>
<tr>
<td>Keeping medical diary</td>
<td>4.25 (1.124)</td>
</tr>
<tr>
<td>Recording of audio or video to be shared with provider</td>
<td>3.96 (1.273)</td>
</tr>
<tr>
<td>Relevant health education or coaching contents for at-home care</td>
<td>3.72 (1.262)</td>
</tr>
<tr>
<td>Guidelines for coordinating care activities with other caregivers</td>
<td>4 (1.227)</td>
</tr>
<tr>
<td>Visualizing and summarizing the history of symptoms with statistics</td>
<td>4.22 (0.949)</td>
</tr>
<tr>
<td>Summary of home events between clinical visits to share with the provider</td>
<td>4.47 (0.738)</td>
</tr>
<tr>
<td>Interacting with personal health records at your provider (for instance, using the MyChart app)</td>
<td>4.57 (0.754)</td>
</tr>
<tr>
<td>Providing a communication channel to connect to the providers</td>
<td>4.43 (0.903)</td>
</tr>
<tr>
<td>Regarding your current lifestyle, habits and routines, what would be the impact of such a tool or technology if it had the features you ranked as important or above</td>
<td>4.6 (0.626)</td>
</tr>
</tbody>
</table>

Correlational Analysis

We used the Spearman nonparametric correlation test to explore if health condition, treatment, symptom tracking activity, tracking frequency, and expected app features were correlated. Our hypothesis was that having more health conditions and more treatments may positively correlate with tracking more health activities and an increase in the frequency of tracking.
Similarly, they all may positively correlate with parents’ perceptions of more significant features in an ideal app. The variables tested for correlation were the child’s age, health condition (aggregated score), treatment (aggregated score), tracked activities (aggregated score), tracking frequency, and expected features (aggregated score). The missing data were excluded from pairwise deletion. However, we were unable to identify any strong correlations. There was a weak and positive correlation between the number of diagnosed conditions and total treatment ($r=0.263; P=0.02$), tracking activities and total treatment ($r=0.226; P=0.04$), and the child’s age and number of diagnosed conditions ($r=0.247; P=0.02$).

**Interview Results**

The interview participants were predominantly young (25-34 years: 4/10, 40%; 35-44 years: 4/10, 40%; and 45 or older: 2/10, 20%) and were predominantly part of a two-parent household (7/10, 70%) and White (10/10, 100%). Most households had 1 to 2 children (7/10, 70%), at least one of which had special needs (mean age 10, SD 8 years). The children had conditions with special health care needs for more than a year. Most children had multiple conditions. These conditions included the following: learning disability (4/10, 40%), speech problems (7/10, 70%), ADHD (1/10, 10%), depression (1/10, 10%), anxiety (3/10, 30%), diabetes (1/10, 10%), autism spectrum disorder (2/10, 20%), seizures (4/10, 40%), behavioral problems (2/10, 20%), hearing problems (1/10, 10%), developmental delay (6/10, 60%), vision problems (4/10, 40%), intellectual disability (6/10, 60%), joint or muscle problems (4/10, 40%), cerebral palsy (4/10, 40%), brain injury (3/10, 30%), genetic syndrome (2/10, 20%), and nonalcoholic fatty liver disease (1/10, 10%).

The children received daily prescribed medications (9/10, 90%), behavioral or speech therapy (6/10, 60%), feeding tube (5/10, 50%), tracheostomy (1/10, 10%), physical and occupational therapy (2/10, 20%), ventriculoperitoneal shunt (1/10, 10%), vagal nerve stimulator (1/10, 10%), and baclofen pump (1/10, 10%). Half of the parents often reported tracking health events at home, including activities such as tracking symptoms (8/10, 80%), follow-up appointments (10/10, 100%), and setting up reminders (6/10, 60%).

**Themes**

**Summary of Themes**

We identified the following two overarching themes: *enablers and barriers in care communication and enablers and barriers in communication technologies*. These themes represent the perspectives of parent roles, needs, and communication dynamics with or without the technology component. The first theme, *enablers and barriers in care communication*, outlined the communication perspective in two subthemes. The first subtheme, *parent roles in care*, was an enabler theme, and it outlined the state of the parent-child relationship in terms of care delivery and management. This study aimed to understand the dynamics between parents and children. The second subtheme, *care communication challenges*, was a barrier, and it covered challenges encountered during child care. The second theme, *enablers and barriers in communication technologies*, outlined the communication perspective with the presence of technology in two subthemes. The first subtheme, *communication technology use in care*, was an enabler, and it explained the use of reported communication technologies (including voice-enabled technology) by caregivers. The second subtheme, *communication technology limitations*, was a barrier, and it was about the limitations of reported communication technologies (including voice-enabled technology).

**Theme 1: Enablers and Barriers in Care Communication**

**Subtheme 1.1: Parent Roles in Care (Enablers)**

Parents play a major role in the hands-on care of their children. They reported having scheduled tasks throughout the day, including feeding; administering medications; assisting in training and education; and scheduling medical care services, appointments, and activities. Most of the parents tracked medication supply, food intake, therapies, and medical appointments and set up reminders for recurring activities such as medication administration:

*So, I usually get up in the morning and make sure her pills are out for her to take as she wakes up with some sort of food, because if she’ll take them on an empty stomach and then get sick...* [Parent 1]

*...pretty much his biggest area is development, so just get on to therapies and things like that. Tracking just progress and you know, how much time in therapy we did each day is what we do.* [Parent 2]

For some parents, the frequency of each care activity and time spent may differ depending on the child’s condition. Some parents may need more guidance, assistance, and care coordination than others. For instance, some parents may require more time to prepare for feeding a child through a feeding tube. Other parents may need to help their children with after-school physical exercise. Similarly, a child’s age can potentially affect the effort dedicated by the parents. Children might be more independent regarding self-care as they age. However, their medical conditions may still affect their independence:

*...we’re up at seven with my daughter. We hook her up to a feeding pump through a feeding tube and she gets several medicines in the morning...she gets four feeds throughout the day about every three hours. She also receives afternoon meds about three o’clock with her feed. At night, she gets several more medications with her evening feed.* [Parent 3]

**Subtheme 1.2: Care Communication Challenges (Barriers)**

Depending on the child’s condition and severity, families may encounter challenges that could lead to frustration and stress for the family. One of the overarching challenges is the frequent need for medical communication. Parents may need to communicate with multiple providers in a day and repeat the same information in each call:

*He (child) probably has a dozen different care providers. So it’s never ending talking to all of them, keeping them up to date.* [Parent 6]

*(Calling HCPs)...maybe a half dozen on average a week. However, there are some days, especially when*
he’s (child) sick, or we are transitioning or something. It (calling HCPs) could be six per day. I’d say six in a week to six in a day. Those busy days also involve like supplies and stuff too when we are calling to make sure food gets here and whatever. [Parent 6]

In addition, parents reported the difficulty of tracking and the constant need to remember everything related to the child’s care. They may keep copies of health records and periodically keep notes on symptoms and medications. However, this may create some burden, and some information could still be missed. Parents come up with their own strategies to deal with this; however, the inefficiency of the tools used and methods for tracking and using information in communication were common challenges for parents:

...every time she eats she has to bolus for something or you know, every night she has to take a shot for a different type of shot to last throughout the day. So it’s just being able just to record quickly, we can record the sugars, but we can’t record how much we take. [Parent 5]

Similar concerns were expressed by separated parents in tracking and sharing a child’s condition. Two of the parents, who were divorced, underlined the struggle of keeping all information at one place, as their child was not always staying at one home:

...me and her father are divorced. So if there was a way for us to both be able to log in and while she was gone, you know. If she complained of something, or if he had to take her to the ER, and I wasn’t there right away just to have who her doctors are, what her meds are, like basic major things that we could at least view as well as my husband. So kind of just like having that like information across the parents. [Parent 7]

Parents understand the need and benefit of care coordination and communication; however, gathering the information to be communicated, such as the child’s health care notes and activities, was found to be difficult to keep up with:

...just tracking illness and stuff is just very difficult between different caregivers, different areas that he’s in. Care coordination is great in the fact that it gives appointments scheduled, but actually tracking symptoms of care is pretty difficult. [Parent 10]

Children who need care assistance are not always compliant or cooperative with their caregivers. They may have trouble gaining self-management skills or may prefer not to keep track of health events and act based on personal preferences instead of meeting essential care needs, especially during the adolescent years:

They [HCPs] want to know so much information...telling a 14-year-old to write stuff down on paper. It’s not gonna happen. [Parent 5]

Theme 2: Enablers and Barriers in Communication Technologies

Subtheme 2.1: Communication Technology Use in Care (Enablers)

Almost all parents had tablet computers or laptops with internet access at home; however, smartphones were the most frequently used personal technology. A couple of children used medical-grade technologies, such as glucose monitoring (Dexcom) and insulin devices (Omnipod), that parents are able to track through apps. However, some parents may prefer to use a pen and paper to keep track of health activities, such as medication refills, therapy appointments, and symptoms. This method is also regarded as convenient, with the use of color codes to follow multiple tasks. One of the methods to share care notes with other family members and home nurses is to use a calendar on a fridge:

Usually taking notes on calendars like...the one in the fridge. Sometimes I’ve heard her she feels weird or something write it on the fridge calendar. [Parent 4]

Some parents mentioned the use of consumer-grade apps for tracking and note-taking, such as calendar apps and pharmacy apps. One parent kept a Microsoft Excel sheet to track and remember the data. As an mHealth app, some parents used MyChart (patient portal and mobile app of Epic EHR system) to check appointments, send messages, and check laboratory test results. Parents usually find apps through word of mouth, social media communities, and web-based searches. Similarly, information-seeking activities for child health were performed through web searches and community social media pages:

...have some of the Facebook groups that parent groups...what apps work for them? You know, and then that’s pretty much how I go about figuring things out. Sometimes I’ll go and look just like an app store search for some...[Parent 2]

there’s a lot of that diabetic Facebook groups that I’m in...I’m a kind of like a reader...[Parent 9]

With older children, parents expected their children to gain self-management skills. Parents envision children’s involvement in their medical care to be maintained with current communication technologies:

She (child) spends most of her time on her laptop, and her phone. I use my phone and laptop mostly. She also has an Apple Watch. And since she’s older, I think she could somehow be able to just “oh, I feel a weird” thing and tap on something and she also could record information. [Parent 1]

Voice Interactions

Almost half of the parents reported that they were aware of and felt positive about using voice assistants via smartphones. Parents consider a mobile device to be an ideal tool for voice interaction and, when necessary, to track health events. Currently, some parents use voice interaction for basic tasks such as searching, sending reminders, using commands during driving, and using it for entertainment. Voice interaction was
perceived as easier to use, especially for searching, setting up timers, or playing music. The use of voice in health communication received mixed feedback. Voice, as an enabler, was found to be a promising medium to receive medical information together as a family, instead of one parent taking the lead to get the information and share the child’s medical updates with the family. At home, medical communication through voice technology was not perceived as having a privacy risk:

...a lot of times what it is now is I’ll go look up something in my chart, look out for what the result is. I’ll go home tell whoever it is...tell her (child) about what they found or what they didn’t find and then tell what they said what they found...So it’s like cutting down like layers of happening to say the same information. Multiple times, if everyone’s sitting there they can all hear it together. And then that way, we are all on the same page at the same time together instead of staggered. [Parent 9]

Subtheme 2.2: Communication Technology Limitations (Barriers)

Even though communication technologies have the potential to improve daily lives, finding the right one for an individual and their family, especially to meet the specific needs of health care could be burdensome. Parents mentioned problems in finding the right app, learning it, and using it regularly. Some parents stated that they did not have time to do so. In some cases, parents may have their own technological strategies:

I had to buy a little Bluetooth keyboard to go with the phone for when I do stuff on the phone, or the iPad. I was like, I gotta take this out. I can’t use my thumbs for everything. [Parent 8]

Conversely, apps being used may not meet parents’ needs. One parent mentioned communicating digital notes was difficult because sending notes to the doctors from an app was troublesome. MyChart meets the basic needs, but parents may not rely on it. Some of the reasons were the issues with reminders and laboratory results, messaging and access limitations, and issues with reaching the messaging history and searching for notes. However, the reason may also be that parents may not know the functionalities of the app:

...I noticed sometimes when they’re (children) hospitalized, a lot of information doesn’t make it into MyChart anyhow. I don’t know why. [Parent 4]

I feel like it’s like one of the problems with MyChart is we have very little control. Yeah, I mean, would like to see there... [Parent 1]

...here’s his certain idiosyncrasies of this thing or this process. If care providers can receive those notes in a centralized way. Okay, maybe MyChart already does that? I don’t know. [Parent 6]

Limitations of Voice Interaction

Even though voice interaction was found to be promising, the need for a network connection to use voice interaction may be problematic. One parent mentioned their concern with poor internet connection in rural areas. Other concerns with voice interaction at home were proximity to the device (eg, being in the other room) and loud environments such as screaming children, playing instruments, or watching TV, which may disrupt voice interaction. In addition, individual technology interaction styles may differ and affect the extent of the use of voice, for example, one parent could prefer an auditory interaction, whereas another could prefer visual feedback.

Conversely, in terms of promoting a child’s self-management, the voice assistant’s capability in understanding commands was reported to be limited, especially in children with speech disorders:

...she has Down syndrome. Her speech is clear enough for you to understand but Siri or Alexa has a hard time understanding some things. [Parent 4]

App Feedback

Following the predefined scenarios (Textbox 2), participants tested the SpeakHealth app prototype and provided feedback. Parents mostly found voice-enabled interactive engagement to be useful for hands-free note-taking compared with typing. In particular, for parents who were not able to keep up with tracking health activities and taking notes, voice interaction was found to be promising to keep notes for use in care follow-ups:

...especially when sick, they want to know, okay, what is your sugar; when did she bolus and how much did she give? You know, what did she eat? And what time did they check it again? And how much [insulin] did you give again, and what’s your correction factor and all this other stuff. So, I mean, for us it (voice interaction) would be a total game changer because then we could just easily keep track because we are poor paper; We are poor paper charters. We just can’t do it. I don’t know why it’s just it’s so taxing to sit down and try to write down just all throughout the day, every day three o’clock in the morning, you’re not going to remember to write.... [Parent 5]

The main concerns about communicating personal health information through voice were as follows: (1) talking and listening out loud in public places and (2) voice recognition issues with understanding voice instructions and commands, especially with uncommon or medical words. An example of a misunderstanding of a command was experienced during the testing. While parents were narrating a medication name, Albuterol (an asthma medicine), it was understood as computer-all in two instances. However, interestingly, transcription errors were found to be acceptable as long as they were minimum:

...with using voice command, it’s often a matter of like, it seemed like the benefit outweighed the risk of it not hearing your particular word...I will use voice over typing it (note) [Parent 6]

Parents also provided their feedback for the SpeakHealth app and voice interaction regarding how they would envision it to be used while caring for their children. Table 3 presents the breakdown of parents’ feedback regarding app and voice interaction.
Table 3. Parents’ feedback about the SpeakHealth app.

<table>
<thead>
<tr>
<th>Feedback groups</th>
<th>App or voice interaction</th>
<th>Feedback summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sharing information</td>
<td>App</td>
<td>Parents like the idea of sharing notes with providers and significant others as well as easily notifying all health care providers in their circle in case of emergency. Shared accounts for everyone to access and edit notes received positive feedback.</td>
</tr>
<tr>
<td>Education</td>
<td>App</td>
<td>Educational links were found to be useful. Providing guidelines for first-time parents were suggested to be highly needed.</td>
</tr>
<tr>
<td>Integration</td>
<td>App</td>
<td>Electronic health record integration was well received. In addition, calendar integration was suggested. Parents would like to have more control over patient medical records in terms of access and transparency of all the notes.</td>
</tr>
<tr>
<td>Visualization</td>
<td>App</td>
<td>Parents would like to have a personalized dashboard, such as for epilepsy, seizure activities should be more visible. The highlighting ability was found to be useful.</td>
</tr>
<tr>
<td>Accessibility</td>
<td>Voice</td>
<td>Parents liked the idea of using voice while the phone was away and locked to enter notes. A parent suggested having the ability to navigate and search notes with voice.</td>
</tr>
<tr>
<td>Real-world use</td>
<td>Voice</td>
<td>Parents shared real-world scenarios to be used regarding their children’s condition. These include seizure timer, reminder of medications and appointments, searching medical notes, calling providers, and feeding tracking.</td>
</tr>
<tr>
<td>Voice-over typing</td>
<td>Voice</td>
<td>Parents stated that voice interaction helps to enter notes easier and faster than typing. Misunderstandings are correctable through text editing. Spell check feature for transcription was suggested for auto-correction.</td>
</tr>
<tr>
<td>More with voice:</td>
<td>Voice</td>
<td>A parent mentioned navigation of notes with voice, search with voice.</td>
</tr>
</tbody>
</table>

HCP Interviews

Most HCPs were pediatric physicians and nurses who were experienced complex care professionals. Table 4 summarizes HCP feedback.

Physicians in pediatric complex care frequently keep themselves up to date about their patient’s condition and maintain ongoing communication with each of the patients and their families. This requires them to periodically review a patient’s previous clinical notes, especially before visits. After visits, physicians may need 10-60 minutes to write patient visit notes. Physicians valued patient personal notes (eg, medical diaries and at-home care activities). They usually receive this information during visits or through phone triage notes. However, the integration of patient personal notes with the EHR requires a systematic effort to make information useful to physicians. In that regard, physicians would like to have this information digestible and timely, which means the presentation of the information should be succinct, organized, and accessible when it is needed. In addition, nurses emphasized communication efficiency. During periodic visits, emergency visits, or phone triage, the nurses need to receive information about the child’s condition and medication. This requires repeated effort from both sides (nurses and caregivers). Therefore, the solution is expected to make information exchange easier and more accurate, including information such as home care details, medication intake, and medication names. Similar feedback was provided by care coordinators, underlining the need for integrated medical information collection and sharing.

In the interviews, one example brought up by HCPs was seizure events. For tracking seizures, the patient- or caregiver-reported data are crucial in clinical decision-making. The frequency, duration, date, and trend over time are important information that must be accurately shared with HCPs. Therefore, keeping the information timely, categorizing by date, visualization with occurrence, duration, and time are some of the expectations from the patient data that are suggested for the SpeakHealth app. HCPs would also need to send a patient seizure action plan back to the caregiver to guide them in case of emergency.

Another example is gastrointestinal disorders in patients diagnosed with cystic fibrosis. Regarding the severity of the condition, significant time can be spent on the phone for guidance; information sharing; and collection of patient condition; feeding tube practice; and getting updates on symptoms, food intake, and bowel movements. A medical team, including nurses, physicians, dietitians, and pharmacists, have roles in clinical decision-making. Health events may occur multiple times a day, and the timely capture of patient personal notes can facilitate the decision-making process in terms of providing more accurate and complete data for assessment. For example, infant data information is collected through parent reports. Eventually, this information is entered into the EHR through necessary forms and templates (eg, nutrition plan and intake form) during triage or visits.

The SpeakHealth app was found to be promising for timely information collection that could be available for sharing with HCPs. It is suggested to have the ability to send reminders to parents for taking personal notes and eventually mapping these notes to the EHR.
Discussion

Principal Findings

Our study demonstrated that caregivers of CSHCN may engage in different care activities and have different care management strategies depending on their child’s condition. Similar to the findings by Golden et al [7], caregivers desire better information sharing and communication with HCPs. Health care and communication technologies could potentially improve care communications and coordination [10]; however, a systematic approach is required to enable information to be conveniently captured at home and shared among caregivers and HCPs.

Our findings suggest that current communication technologies, especially mobile apps, could help to meet the fundamental care communication and coordination needs of at-home care, such as tracking medical symptoms, keeping up with medications and appointments, taking medical notes, accessing medical records, and communicating with HCPs. In line with this, voice interaction is perceived to be useful in taking medical notes. Even though voice technology adoption is still in the early stages of adoption by parents [30,31] and in health care [19], the use of voice in tandem with other methods (eg, audiovisual feedback through mobile phone enabling text entry) would increase voice technology adoption. As our findings suggest, taking medical notes is a significant part of care activity, and such efforts can facilitate care coordination activities by collecting necessary health information to be communicated with HCPs [7]. In that regard, having a medical diary conveniently at home is important as a part of the care strategy of parents. Considering the care activities that may keep a caregiver’s hands full, voice interaction can enhance and facilitate convenient note-taking and health event tracking. Currently, voice assistants (eg, Google Assistant, Amazon Alexa, and Apple Siri) running on smartphones and smart speakers (eg, Google Home and Amazon Echo) may still need improvement in the comprehension of medical terminology [20,32], health information exchange [19,32,33], and privacy and security measures [34] to provide health communication services.

Convenient note-taking and health event tracking are important; thus, having a shared platform among caregivers and HCPs is a significant step toward enabling patient note use (by multiple caregivers and providers) in shared clinical decision-making and improving quality of care. HCPs emphasized the value of timely health information collection, making it convenient for review through integration with medical records. Apps that are interoperable and designed to fit in the daily lifestyle of families and the clinical workflow of HCPs would help close the gap between communication and care coordination [13,17]. In the literature, integration of patient notes with the EHR has also been suggested to improve health outcomes [35]. Similarly, the OurNotes initiative (as a part of OpenNotes) values the ability of patients and caregivers to contribute to health records [36]. Therefore, the value and impact of medical notes kept at home would increase as they are shared with HCPs.

Limitations and Future Studies

Our study has several limitations. We were not able to identify condition-specific needs or patient-provider experiences, but we were able to capture a broader perspective of perceptions. In addition, the study did not focus on the experiences of participants from different socioeconomic statuses or demographics. The participants of interviews and surveys were limited in number, and they were residents of Ohio, which may not be representative of the population as a whole. We tested a prototype during the interview sessions; therefore, we were not able to capture real-world evidence of app use. The accuracy of speech to text, performance of voice assistant, and their impact on interactions were not assessed systematically but planned for future phases. Future studies are planned to address assessing the usability and feasibility in real-world settings with a larger user group and investigating condition-specific needs. In addition, investigating the health system and implementation pathways would help to understand the feasibility of integration in the current health system. Such efforts will fill the gap in the health system and in the literature on medical note-taking and remote health tracking [10]. In addition, it may improve care coordination in terms of reducing the time spent on documentation, meeting care coordination needs, long-term care planning, and improving shared decision-making [2,13].

Conclusions

In this paper, we present our findings on care management, coordination, and use of communication technology by caregivers at home, and we tested a voice-enabled medical diary app. Our study extends the literature in terms of understanding caregiver technology expectations and needs, as well as perceptions of HCPs. We believe the findings could further
inform researchers and developers and technology policy makers in shared decision-making and patient-reported outcomes.

Acknowledgments
The authors would like to acknowledge Lynne Fogel from OhioF2F for her support and help in caregiver recruitment; Tyler Lieser for his help in caregiver interviews; Jennifer Lee and Samuel Yang for their constructive feedback; Matt Bailey, Brannon Oiler, Brandon Abbott, and Dan Digby for their contribution to app development; and the advisory panel members of the SpeakHealth project for their support. This work was supported by the Health Resources and Services Administration Maternal and Child Health Bureau Grand Challenge for Care Coordination for CSHCN (grant 720467022000). The authors thank Carrie Robinson for proofreading the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Interview guidelines.

References


29. Project REDCap. URL: https://projectredcap.org/ [accessed 2021-01-01]


Abbreviations

API: application programmable interface
AWS: Amazon Web Services
CSHCN: children with special health care needs
EHR: electronic health record
HCP: health care provider
NCH: Nationwide Children’s Hospital
REDCap: Research Electronic Data Capture

©Emre Sezgin, Garey Noritz, Simon Lin, Yungui Huang. Originally published in JMIR Formative Research (https://formative.jmir.org), 11.05.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Formative Research, is properly cited. The complete bibliographic information, a link to the original publication on https://formative.jmir.org, as well as this copyright and license information must be included.

Levie T Karssen, MSc; Jacqueline M Vink, PhD; Carolina de Weerth, PhD; Roel C J Hermans, PhD; Carina P M de Kort, MSc; Stef PJ Kremers, PhD; Emilie L M Ruiter, MSc; Junilla K Larsen, PhD

1Behavioural Science Institute, Radboud University, Nijmegen, Netherlands
2Donders Institute for Brain, Cognition and Behaviour, Radboud University Medical Center, Nijmegen, Netherlands
3NUTRIM School of Nutrition and Translational Research in Metabolism, Maastricht University Medical Center, Maastricht, Netherlands
4Netherlands Nutrition Centre, The Hague, Netherlands
5Institute of Health Studies, HAN University of Applied Sciences, Nijmegen, Netherlands
6Academic Collaborative Centre AMPHI, Primary and Community Care, Radboud University Medical Centre, Nijmegen, Netherlands

Corresponding Author:
Levie T Karssen, MSc
Behavioural Science Institute
Radboud University
Postbus 9104
Nijmegen, 6500 HE
Netherlands
Phone: 31 0640969305
Email: l.karssen@bsi.ru.nl

Abstract

Background: The family environment plays an important role in the development of children’s energy balance–related behaviors. As a result, parents’ energy balance–related parenting practices are important targets of preventive childhood obesity programs. Families with a lower socioeconomic position (SEP) may benefit from participating in such programs but are generally less well reached than families with a higher SEP.

Objective: This paper describes the application of the Intervention Mapping Protocol (IMP) for the development of an app-based preventive intervention program to promote healthy energy balance–related parenting practices among parents of children (aged 0-4 years) with a lower SEP.

Methods: The 6 steps of the IMP were used as a theory- and evidence-based framework to guide the development of an app-based preventive intervention program.

Results: In step 1, behavioral outcomes for the app-based program (ie, children have a healthy dietary intake, sufficient sleep, and restricted screen time and sufficient physical activity) and sociocognitive (ie, knowledge, attitudes, and self-efficacy) and automatic (ie, habitual behaviors) determinants of energy balance–related parenting were identified through a needs assessment. In step 2, the behavioral outcomes were translated into performance objectives. To influence these objectives, in step 3, theory-based intervention methods were selected for each of the determinants. In step 4, the knowledge derived from the previous steps allowed for the development of the app-based program Samen Happie! through a process of continuous cocreation with parents and health professionals. In step 5, community health services were identified as potential adopters for the app. Finally, in step 6, 2 randomized controlled trials were designed to evaluate the process and effects of the app among Dutch parents of infants (trial 1) and preschoolers (trial 2). These trials were completed in November 2019 (trial 1) and February 2020 (trial 2).

Conclusions: The IMP allowed for the effective development of the app-based parenting program Samen Happie! to promote healthy energy balance–related parenting practices among parents of infants and preschoolers. Through the integration of theory, empirical evidence, and data from the target population, as well as the process of continued cocreation, the program specifically addresses parents with a lower SEP. This increases the potential of the program to prevent the development of obesity in early childhood among families with a lower SEP.
Introduction

Background

Although childhood obesity rates have been reported to stabilize in many developed countries [1], the prevalence of overweight and obesity in young children is still high. In general, 8% of Dutch children around the age of 2 years were overweight or obese in 2018 [2]. However, these rates were considerably higher among children from families with a lower socioeconomic position (SEP) [3]. In groups with a lower SEP, the rates are still rising [4], implying an increase in socioeconomic health disparities. To reduce SEP disparities in childhood obesity, preventive intervention programs should promote healthy energy balance–related behaviors (EBRBs; ie, dietary intake, sleep, physical activity, and screen time) before children have developed fixed patterns of EBRBs [5]. As patterns of EBRBs, such as dietary intake and screen time, develop in the first years of life [6], infancy and preschool (0-4) years present a critical window for childhood obesity prevention.

Parents are considered the main agents of change in effective preventive intervention programs for childhood obesity, especially in the first years of life [7]. Parents’ behaviors, particularly their energy balance–related parenting practices (ie, energy balance–related, specific, discrete, and observable acts of parenting [8]), may significantly influence their children’s EBRBs and body weight [9,10]. Recent reviews have shown that promoting responsive feeding guidance to teach maternal awareness and attention to children’s hunger and satiety cues can support normal child body weight development [11]. Moreover, universal preventive intervention programs targeting early feeding and positive parenting skills, including programs that target sleep, show similar effects on the child’s body weight [12]. In general, current evidence supports starting with promoting responsive feeding and parenting during infancy and incorporating the promotion of structure and rule setting in early childhood [13]. For physical activity parenting, support has been found for the potential importance of parental support and parents’ own behaviors and role modeling [14,15]. However, it should be noted that only a few preventive intervention programs have targeted physical activity parenting [14]. More generally, preventive intervention programs for early childhood obesity that target parenting practices with respect to all relevant child EBRBs are scarce [12]. Moreover, parent-focused prevention programs have been mostly universal (ie, population based) in nature [12,16]. For instance, 3 of 4 parent-focused EPOCH (Early Prevention of Obesity in Children) trials that commenced by early infancy were universal programs [17]. Our parent-focused program to prevent early childhood obesity adds to the literature by addressing parenting practices with respect to all the important child EBRBs [12,18] while simultaneously applying selective prevention to the subgroup of parents with a lower SEP, who generally display more problematic energy balance–related parenting compared with other SEP groups [19].

In addition, our program uses an innovative approach to address 2 frequently reported limitations of traditional (parent focused) obesity prevention programs: the costly, time-intensive face-to-face setting [16,20] and difficulties in reaching people with a lower SEP [21]. To successfully target and reach people with a lower SEP, intervention programs should address both practical (eg, time constraints, lack of transportation, and inflexible working hours [22-24]) and attitudinal (eg, irrelevant and not engaging program elements [25]) barriers for participation [26]. Practical barriers for people with a lower SEP could (at least partly) be overcome by delivering interventions through smartphones, including mobile apps [21,27]. Furthermore, attitudinal barriers can also be overcome because app-based interventions allow for options to increase program engagement through the presentation of bite-sized information in plain language that is accompanied by appealing visuals and through the possibility of personalizing the intervention and the ability for users to monitor their behavior [28,29]. For these reasons, app-based intervention programs have the potential to be cost-effective and reduce the gap in socioeconomic health disparities [29,30]. The apps used in these programs need to be high quality (eg, in terms of engagement, esthetics, and information quality [31]) and encourage behavior change (eg, providing knowledge and information as well as prompting goal setting and planning [32]). To achieve this, app-based interventions should be based on evidence, grounded in behavior change theory, and incorporate the needs and wishes of the target audience through formative research [33].

Objectives

Therefore, we developed the app-based prevention program Samen Happie! using the Intervention Mapping Protocol (IMP). The IMP is a widely used, standardized intervention planning format that helps intervention developers to incorporate empirical findings from the literature, effective behavioral change methods and their practical applications, and data collected in a representative population [34]. Although it is not specific to app-based program development, the IMP has been successfully applied to the development of digital (including mobile) interventions for youth health promotion [35-41]. The central goal of the app-based preventive parenting program Samen Happie! is to stimulate healthy energy balance–related...
parenting practices to prevent early childhood obesity among children of families with a lower SEP. In this paper, we inform readers about the development of the *Samen Happie!* program based on the 6 steps of intervention mapping.

The Dutch title of the app-based parenting program (*Samen Happie!* ) will be used throughout this paper. A possible translation is “Happy Together,” but this does not reflect the play on words the title indicates in Dutch.

**Methods**

**Overview**

The *Samen Happie!* program was developed through the 6 iterative and nonlinear steps of the IMP: (1) conducting a needs assessment; (2) preparing matrices of change objectives; (3) selecting theoretical methods and practical strategies; (4) developing the intervention program; (5) planning for adoption, implementation, and sustainability; and (6) planning the program evaluation [34]. We collaborated with a workgroup consisting of potential program implementers (ie, youth health care professionals of community health services) and users (ie, parents of young children with a lower SEP). Importantly, for the development and evaluation of the program, we asked only one parent-child dyad per family to participate, thereby focusing on the primary caregiver. In this section, the main tasks of each step of the IMP are explained and, when relevant, the role of the workgroup is exemplified. The outcomes of the IMP, including the choices and actions during each step, are described in the Results section.

**Step 1: Conducting a Needs Assessment**

The first step of the IMP was to conduct a needs assessment of our target group (ie, parents of children aged 0 to 4 years with a lower SEP) to build a logic model of the health problem [34]. Our needs assessment included a literature search, focus groups with parents with a lower SEP (N=16 mothers in total), and discussions with youth health care professionals (N=6 professionals in total). In the focus groups, the hindering and facilitating factors for healthy parenting and parenting practices in difficult parenting situations were discussed, with a focus on parenting practices regarding food and dietary intake. The focus groups, which were conducted until saturation was reached, were audio recorded, transcribed, and coded for themes and concepts using ATLAS.ti (ATLAS.ti Scientific Software Development GmbH). The discussions with youth health care professionals served to explore key parenting-related themes and issues that existed among the target group and as a sounding board for concrete questions during program development. For example, frequently reported parenting problems, (parental adherence to) national guidelines regarding child EBRBs, and effective, practical strategies to increase healthy child EBRBs through energy balance–related parenting practices were discussed. To build the logic model (based on the PRECEDE [Predisposing, Reinforcing, and Enabling Constructs in Educational Diagnosis and Evaluation] framework [42]), we identified the quality-of-life indicators associated with the health problem, behavioral and environmental risk behaviors for the health problem, and determinants related to these behaviors. On the basis of the knowledge derived from this assessment, we selected behavioral outcomes for the program and formulated the program goal.

**Step 2: Preparing Matrices of Change Objectives**

In the second step of the IMP, the performance objectives were defined for the behavioral outcomes specified in step 1. These performance objectives constituted behaviors that are expected to contribute to achieving the program goal when performed by the target group [34]. By crossing the performance objectives with the determinants selected in step 1, the change objectives were specified. These change objectives indicate which actions are required to modify the determinants of the behavioral outcomes and reach the performance objectives [34].

**Step 3: Selecting Theoretical Methods and Practical Strategies**

The third step of the IMP evolved around the selection of theory- and evidence-based change methods to affect the determinants selected in step 1. We aimed to select a limited number of theoretical methods per determinant as interventions that use a small number of behavior change techniques are generally more effective for people with a lower SEP than interventions that use a larger number of techniques [43]. We then translated the selected methods into practical strategies through which they were delivered in the program [34].

**Step 4: Developing the Intervention Program**

The fourth step of the IMP involved building the program themes and components and drafting, pretesting, and producing the program materials based on the information gathered in the previous steps [34]. The development of the app-based parenting program consisted of 3 phases. In phase 1, qualitative user research was conducted to assess parents’ (N=16 mothers) wishes regarding the content and functionality of the app. In phase 2, a prototype of the app structure, functionalities, content, and visual design was constructed in continuous co creation with parents (N=4 mothers) and youth health care professionals (N=3) and pretested by parents (N=16 mothers). Finally, phase 3 involved building the final version of the app. For the development of the app, we collaborated with Dio Agency, an agency specialized in deploying software design to facilitate behavioral change.

**Step 5: Planning for Adoption, Implementation, and Sustainability**

The fifth step of the IMP involved the identification of potential program users (eg, implementers or adopters) and the design of a program implementation plan [34]. We planned to make the app-based intervention available free of charge after program evaluation; nevertheless, the excess supply of health-related apps minimizes the chances that parents will spontaneously find and download the *Samen Happie!* app. This is one of the reasons that digital health programs in particular need a delivery system (ie, a program adopter) to get the program to its intended participants [34].

**Step 6: Planning the Program Evaluation**

The sixth and last step of the IMP involved the development of a program evaluation plan [34]. We developed both process and effect evaluation plans to evaluate the quality of the
implementation and the effectiveness of the preventive intervention program.

**Results**

**Step 1: Conducting a Needs Assessment**

Our logic model of the health problem is presented in [Multimedia Appendix 1](https://formative.jmir.org/2021/5/e24802). The model displays the quality-of-life indicators (eg, cardiovascular diseases, depression, and risk of obesity in adulthood [44-46]) as correlates of health problems (ie, early childhood obesity). Moreover, it shows behavioral (eg, child dietary intake) and environmental (eg, unhealthy home environment) risk factors for health problems and determinants related to these factors (ie, parents’ knowledge about healthy dietary intake). The parental determinants impact child risk behaviors through energy balance–related parenting practices. The child energy balance–related risk behaviors, role of parents, and determinants of healthy parenting are described hereafter.

**Child Risk Behaviors and the Role of Parents**

Ample research has established the intake of energy-rich foods and sugar-sweetened drinks [47-49] and longer screen time and shorter sleep duration [50-53] as key modifiable risk behaviors of childhood obesity. Notably, these unhealthy EBRBs are more common among children from lower SEPs than among those from families with a higher SEP [54-56]. This led us to select the following behavioral outcomes of our preventive intervention program: (1) children have a healthy dietary intake (ie, food and drinks), (2) children get sufficient sleep, and (3) children have a healthy balance between screen time and physical activity. Especially early in life, child EBRBs are largely shaped by parents and their parenting practices [57]. Hence, the overall program goal was to improve child EBRBs (ie, dietary intake, sleep, physical activity, and screen time) and subsequent body weight through the stimulation of healthy energy balance–related parenting practices.

**Energy Balance–Related Parenting Practices**

Parenting practices are broadly divided into 3 overarching dimensions of food parenting [10] that can also be observed in a wider range of energy balance–related parenting behaviors [58-62], namely, coercive control (ie, the use of pressure and dominance to control child behavior, such as restriction and threats [63]), structure (ie, the use of noncoercive forms of control, such as rules and routines [63]), and autonomy support (ie, the facilitation of children’s independence, for instance through responsive feeding and praise [64]). Studies have shown that structured and autonomy-supportive parenting practices are mostly related to favorable child energy balance–related outcomes, whereas coercive controlling practices show unfavorable associations with children’s EBRBs and body weight [61,65,66]. However, notably, as compared with parents with a higher SEP, parents with a lower SEP are more likely to use coercive control [56,67-72] and less likely to use structure-related [59,73-76] and autonomy-supportive parenting practices [70,77]. Hence, it is pivotal that preventive intervention programs for childhood obesity, particularly those targeting parents with a lower SEP, promote structure-related and autonomy-supportive practices and discourage coercive controlling parenting practices regarding children’s EBRBs.

**General Parenting and Parental Well-being**

Both general parenting and parental well-being may moderate the associations between parental energy balance–related parenting practices and child EBRBs. With respect to general parenting (ie, the broader emotional climate in which specific parenting practices are performed [78]), research has, for instance, demonstrated that the prospective associations between parental encouragement and covert control (eg, food availability) and dietary intake were stronger among children who were exposed to a positive parenting style [79]. Hence, desirable (ie, structured and autonomy-supportive) parenting practices performed in an authoritative parenting climate (ie, characterized by both demandingness and responsiveness [80]) might produce the largest intervention effects [9,59,81]. Moreover, research found reciprocal relationships between parental mental well-being and parenting, indicating that positive well-being among parents relates to higher parenting self-efficacy and more beneficial parenting practices [82]. Thus, improving parental well-being and stimulating authoritative parenting appear to be promising conditions for improving child EBRBs. Examining these moderators may not only provide more insight into potential differential intervention effects for subgroups of parents but it could also help identify eminent targets for future (personalized) obesity prevention programs.

**Determinants of Healthy Parenting**

For the selection of determinants, we were informed by the results of our focus groups and the empirical literature. Moreover, the I-Change model [83] was used as a basis to integrate influential theories on motivation and behavior change (ie, Theory of Planned Behavior [84], Social Cognitive Theory [85], the Transtheoretical Model [86], and the Health Belief Model [87]). The I-Change model explains how knowledge, attitudes, and self-efficacy play a role in a person’s motivation and intention to perform health behaviors. This model also considers the gap between the intention to perform a behavior and actually performing the behavior (ie, the intention-behavior gap [88]). In the Samen Happie! program, with respect to performing healthy parenting practices related to children’s EBRBs, the following determinants are targeted: parental knowledge, attitudes, self-efficacy, and habitual behavior (ie, habits).

**Knowledge**

Knowledge plays an important role in changing EBRBs and is a basic component of existing preventive intervention programs for childhood obesity [7]. It is particularly important to include remediation components in interventions for high-risk (eg, lower SEP) populations [89,90]. People with a lower SEP tend to have lower health literacy in general [91] and regarding healthy parenting in particular [92]. Illustratively, some parents in our focus groups held incorrect beliefs about the healthiness of drinks (eg, “Fruit juice is healthy because it contains vitamins”). Importantly, targeting knowledge may also indirectly change other sociocognitive determinants, including attitudes and self-efficacy [93].
**Attitudes**
Knowledge should be targeted by carefully considering the beliefs of the target group [94]. Some parents in our focus groups held negative attitudes toward specific energy balance–related parenting practices, such as providing water instead of sugar-sweetened drinks (eg, “Drinking water is for dogs”). These parental attitudes toward energy balance–related (parenting) behaviors can influence children’s behaviors, such as physical activity [95] and screen time [96,97]. When targeting attitudes, parents’ beliefs should be taken into consideration, as it has generally been acknowledged that it is difficult to change attitudes with a high affective component. Therefore, it is imperative to balance the stimulation of favorable attitudes about EBRBs with parents’ personal goals [98].

**Self-efficacy**
Self-efficacy refers to a parent’s beliefs in their capabilities to organize and execute a course of action (ie, performing energy balance–related parenting practices) in particular situations [99]. In general, children display more healthful behaviors if parents report higher self-efficacy [100], and improving parental self-efficacy also appears to be a promising approach to change young children’s EBRBs [101]. Enhancing self-efficacy might be especially important for parents with a lower SEP, as parents in our focus groups often felt insecure about their capabilities to employ healthy energy balance–related parenting practices (eg, sticking to a maximum amount of screen time).

**Habits**
Parents often report a discrepancy between what they intend to do in terms of energy balance–related parenting practices and what they actually do [88]. For instance, parents in our focus groups found it difficult to form healthy habits and routines, especially when unhealthy habits were already established (eg, eating in front of the television). Habits influence health behaviors [102], and parental energy balance–related habits may impact energy balance–related parenting practices [88]. One previous intervention program that trained parents to perform healthy parenting habits proved to be promising [103]. Thus, targeting the development of healthy habits may assist parents in the long-term adherence to newly developed energy balance–related parenting practices and may bridge the gap between parenting intentions and behaviors [88].

**Step 2: Preparing Matrices of Changes Objectives**
Table 1 presents 3 examples of performance and change objectives for each behavioral outcome (ie, children have a healthy dietary intake, sufficient sleep, and restricted screen time and sufficient physical activity). Multimedia Appendix 2 [10] presents an overview of all performance objectives and change objectives specified for the app-based preventive intervention program.
Table 1. Change objectives for dietary intake, sleep, and restricted screen time and sufficient physical activity by crossing the determinants with the performance objectives.

<table>
<thead>
<tr>
<th>Performance objectives</th>
<th>Determinants</th>
<th>Knowledge</th>
<th>Attitudes</th>
<th>Self-efficacy</th>
<th>Habits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dietary intake</td>
<td>Parents apply clear rules about the consumption of healthy and unhealthy food products and drinks.</td>
<td>Parents explain how they can apply clear rules about the consumption of healthy and unhealthy food products or drinks.</td>
<td>Parents express positive feelings toward having clear rules for the consumption of healthy food products or drinks.</td>
<td>Parents express confidence in applying clear rules about the consumption of healthy and unhealthy food products or drinks.</td>
<td>Parents consistently apply clear rules about the consumption of healthy and unhealthy food products or drinks.</td>
</tr>
<tr>
<td></td>
<td>Parents act as a role model by eating or drinking healthy food or drinks themselves.</td>
<td>Parents explain how they can act as positive role models by eating or drinking healthy food or drinks themselves.</td>
<td>Parents express positive feelings toward acting as a role model by eating or drinking healthy food or drinks themselves.</td>
<td>Parents express confidence in acting as a role model by eating or drinking healthy food or drinks themselves.</td>
<td>Parents consistently act as a role model by eating or drinking healthy food or drinks themselves.</td>
</tr>
<tr>
<td></td>
<td>Parents praise their child when he or she eats healthy food products or drinks water.</td>
<td>Parents explain how they can praise their child when he or she eats healthy food products or drinks water.</td>
<td>Parents express positive feelings toward praising their child when he or she eats healthy food products or drinks water.</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sleep</td>
<td>Parents apply clear rules about bed times.</td>
<td>Parents explain how they can apply clear rules about bed times.</td>
<td>Parents express positive feelings toward applying clear rules about bed times.</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Parents make use of bedtime routines.</td>
<td>Parents explain how they can make use of bedtime routines.</td>
<td>Parents express positive feelings toward making use of bedtime routines.</td>
<td>Parents express confidence in making use of bedtime routines.</td>
<td>Parents consistently make use of bedtime routines.</td>
</tr>
<tr>
<td></td>
<td>Parents ensure a safe and quiet sleep environment for their child.</td>
<td>Parents explain how they can ensure a safe and quiet sleep environment for their child.</td>
<td>Parents express positive feelings about ensuring a safe and quiet sleep environment for their child.</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Parents facilitate activities without the use of screens.</td>
<td>Parents explain how they can facilitate activities without the use of screens.</td>
<td>Parents express positive feelings toward facilitating activities without the use of screens.</td>
<td>Parents express confidence in facilitating activities without the use of screens.</td>
<td>Parents consistently facilitate activities without the use of screens.</td>
</tr>
<tr>
<td></td>
<td>Parents encourage their child to be physically active (eg, playing outside).</td>
<td>Parents explain how they can encourage their child to be physically active.</td>
<td>Parents express positive feelings toward encouraging their child to be physically active.</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Not all performance objectives were translated into change objectives.

Step 3: Selecting Theoretical Methods and Practical Strategies

The theoretical methods we selected for each of the determinants (ie, knowledge, attitudes, self-efficacy, and habits) were derived from the taxonomies described by Kok et al [104] and Michie et al [105]. Table 2 presents an overview of the methods and examples of their practical application. This table shows that we included both methods involving the provision of information (eg, consciousness raising and persuasive communication) and those that target more automatic processes (eg, implementation intentions and self-nudging). Automatic, nonconscious methods might be particularly effective for people with a lower SEP as these methods are less dependent on literacy capabilities [106].
The form in which an intervention is delivered is also a key ingredient in behavior change interventions [107] and might be even more crucial for groups with a lower SEP in terms of...
comprehensibility and engagement [108]. Considering the literacy capabilities of participants with a lower SEP, research has shown that people with literacy problems can remember written texts more easily when they are supported by (audio)visual aids [109,110]. Therefore, we included both written texts and supporting icons, images, videos, and voice-overs of important information in the app-based prevention program. Moreover, to ensure that the app was comprehensible for parents with varied literacy skills, all textual components were revised by a specialized organization to match language levels A2-B1 according to the Common European Framework of Reference [111]. In addition, the technological features of the app allowed us to tailor the program to individual participants, which might positively impact user engagement [112] and subsequent intervention retention. Illustratively, the app uses data about the name, sex, and birth date of the child (entered by the parent upon registration) to personalize texts with respect to names and pronouns (eg, “Set a good example for Maria. Try to eat healthy when she is around”). Finally, the data on children’s age were used to present parents with developmentally appropriate information via age-based modules (see Step 4: Developing the Intervention Program), which could enhance the perceived relevance of the information, thereby increasing engagement [113].

**Step 4: Developing the Intervention Program**

In phase 1 of the app development process, the results from our focus groups and discussions with youth health care professionals informed the development of the prototype of the app and the way in which we tailored the materials to our target group. For instance, based on parents’ negative affective attitudes toward water consumption, we asked them whether they would provide their children tea (without sugar) as an alternative, and they affirmed that they would do so. Therefore, we drafted the app content with “water or tea,” instead of focusing entirely on water consumption. Other examples of content that we based on the suggestions of parents from our focus groups included providing information about saving money on groceries and tips to stimulate vegetable consumption.

In phase 2, the content of the preventive intervention program was drafted based on national health care guidelines, relevant literature on parenting practices in relation to child EBRBs, and previous intervention projects [103,114]. For example, youth health care professionals suggested using videoclips that were specially designed by the Dutch Child and Family Center (Centrum voor Jeugd en Gezin) to stimulate health literacy among young (low literate) parents. The pretest of the prototype of the app yielded, among others, the following suggestions: the option to enlarge images, the possibility of replaying the instruction clip, a summary of the most important information per level, and the option to reread a lesson. These suggestions were incorporated into the final version of the app.

The final version of the app (phase 3) was launched in September 2018. Figure 1 presents 6 screenshots of the app (in Dutch). Screenshot 1 shows the main menu of the app. From here, parents could navigate to their profile, app settings, and the actual app content. The content of the app was divided into 5 age-based modules ranging from 7 to 12 months (module 1) to 24 to 48 months (module 5). On the basis of their child’s birth date (entered upon registration), parents were granted access to the appropriate modules (eg, parents of children aged 14 months were granted access to the first 2 modules). When the child reached the minimum age of the subsequent module, the new module became unlocked. The content of each age-based module was divided into 6 themes reflecting all relevant child EBRBs (ie, eating, drinking, sleep, and physical activity and screen time) and themes on the well-being of the parent and temper tantrums (this last theme was only included in the modules for children aged 18 months and older).

Each of the 5 modules consisted of 2 types of activities: lessons and challenges. Screenshot 2 in Figure 1 shows the lessons (indicated by the larger icons) and challenges (indicated by the smaller icons with the thunderstroke) of the themes sleep and temper tantrums in module 5. Upon completion of a lesson or challenge, the icon of that lesson or challenge became filled (see screenshot 2 in Figure 1). The lessons and challenges were constructed using different types of cards. Every lesson or challenge started with an introduction card that showed the title and length of the lesson or challenge (in minutes; see screenshot 3 in Figure 1). The lessons consisted of multiple information cards that presented information on that specific theme in an engaging and easy-to-comprehend manner, for instance, through the use of facts (“Did you know...?”; see screenshot 4 in Figure 1), practical examples, tips, and quizzes and supported by icons or pictures. The challenges consisted of exercises that prompted parents to apply the information from the lessons. By employing techniques that tackle (unhealthy) automatic behaviors, parents were encouraged to implement (new) parenting skills as habits. The challenges were similar in their design. Each challenge started with providing information and examples of specific parenting target behaviors. Next, parents were asked whether they thought performing that behavior was important (ie, attitude) and whether they felt capable (ie, self-efficacy) of performing that behavior. On a slider card, they could indicate their responses on a scale from 0 (low importance or self-efficacy) to 5 (high importance or self-efficacy). Appropriate feedback on their responses was provided through a pop-up notification. Finally, parents created a personal goal or action plan in the context of the target behavior on a fill-in card (see screenshot 5 in Figure 1). For each goal or action plan, parents could set reminders to receive a notification at a date and time of their choice to help fulfill that goal (see screenshot 6 in Figure 1). An illustrated example of a lesson and the accompanying challenge within the theme Sleep can be found in Multimedia Appendix 3. The example includes screenshots of different types of cards within the lesson or challenge, a translation of the original Dutch text to English, and a reference to the theoretical method that formed the basis for that card. Moreover, an overview of the 5 modules and the corresponding lessons and challenges (specified per theme) is presented in Multimedia Appendix 4.
Figure 1. Screenshots of the Samen Happie! app showing (1) the main menu divided into 5 modules, (2) the user timeline of a specific module, (3) an introduction card of a lesson, (4) an information card in a lesson, (5) a fill-in card in a challenge, and (6) setting a reminder for an action plan created in a challenge.

Step 5: Planning for Adoption, Implementation, and Sustainability

We identified national community health services and child day care centers as potential adopters of the app-based program, as representatives of these organizations were involved in the development and execution of the program. The program implementers will be youth health care professionals and pedagogical staff working at these organizations, and their tasks are to bring the app to the attention of parents (whose children they perceive as being at high risk for obesity) and motivate them to use the app. The implementation of the app-based program can support the daily practice of the program implementers in 2 ways. First, the app could function as an
addition to usual care, given that youth health care professionals indicated that standard consultations are generally too brief to give parents elaborate, well-rounded advice. In this sense, it is advantageous that the app is an easy-to-use product that does not require detailed instructions from a health care provider. Second, the app could function as an educational material that creates a legitimate opening to discuss topics such as food parenting and body weight [115], which health professionals often find to be difficult topics to address [67]. In addition, the active role of youth health care professionals in the referral of high-risk groups (in terms of obesity and other health problems) and a primary focus on prevention is in line with the national prevention agreement that the Dutch government issued in the first half of 2019 [116]. Moreover, the agreement calls for the inclusion of (potentially) effective (preventive) interventions for childhood obesity to be registered at the Healthy Living Desk, an intervention database of the Dutch ministry of Public Health, Welfare and Sports. To facilitate nationwide dissemination and aid in intervention sustainability, the Samen Happie! program was submitted to this database and accepted in September 2020.

**Step 6: Planning the Program Evaluation**

The process and effects of the app-based preventive intervention program were evaluated in 2 separate trials, the designs, eligibility criteria, procedures, and measures of which are explained hereafter.

**Trial Designs**

Both trials were randomized controlled trials (RCTs) with 2 parallel arms: an intervention condition in which parents received access to the Samen Happie! app and a waitlist control condition. In addition, trial 2 included a third condition in which parents received the app and 2 additional group sessions organized at locations where their child attended preschool. The third condition was a separate condition that did not interfere with the procedures of the RCT, as presented in this manuscript. Detailed information about the development and evaluation of these group sessions has been described elsewhere. Hence, this manuscript will concentrate on the intervention conditions in which parents received access to the app-only and control condition. The parents in both of these conditions completed a web-based baseline measurement (T0) and follow-up measurements at approximately 6 months (T1) and 12 months (T2). Multimedia Appendix 5 provides a schematic overview of the trial flows and includes the exact timing of the measurements.

**Sample Sizes**

A power analysis using G*Power (version 3.1) indicated a minimum of 200 participants in trial 1. This calculation was based on child BMI as the outcome variable, which was assumed to have a mean of 16.67 (SD 1.70) [117]. We further assumed an effect size of 0.20, α of .05, and power of .80. We strived to recruit a minimum of 150 participants per condition (300 in total) to include a minimum of 50% (150/300) of participants with a lower SEP and to account for dropout over time. For trial 2, we recruited 70 participants per condition (140 in total for 2 conditions) based on previous research with a similar design including a face-to-face component [103].

In the end, the participants in trial 1 were 357 parents (346/357, 96.9% biological mothers, 7/357, 1.9% biological fathers, and 4/357, 1.1% nonbiological mothers or partners of the biological mother) of infants aged 5 to 15 months at baseline (ages corresponding to modules 1 and 2 of the app). Trial 2 was conducted among 153 parents (148/153, 96.7% biological mothers, 3/153, 1.9% biological fathers, and 2/153, 1.3% partners of the biological father or mother) with toddlers aged 18 to 55 months at baseline (ages correspond to modules 4 and 5).

**Eligibility Criteria**

To assess whether parents were eligible to participate in the trials, they completed a web-based screening that contained questions about their educational attainment and their child’s age and health status. Parents were respectfully refused participation when their child was younger than 5 months or older than 15 months (trial 1), younger than 20 months or older than 55 months (trial 2), or when their child had a chronic disease or disability that affected normal development. Parents with multiple children could only participate with one child and only in 1 of the 2 trials. We strived to include at least 50% of parents with lower or medium-level SEP and used educational attainment as a proxy for SEP (ie, lower SEP was conceptualized as having completed no education, primary school education, or preparatory vocational education and medium-level SEP was conceptualized as having completed vocational education). Parents with higher educational attainment (ie, preuniversity or university degree) were not actively discouraged from participating in the trials.

**Procedures**

Parents were recruited offline (eg, through child day care centers and community health care centers for young children) and online (eg, through Facebook groups), for which we particularly considered locations that are often visited or used by parents with a lower SEP. Interested parents who fulfilled the eligibility criteria received an email in which they were asked to provide consent for their participation. After consenting, the parents were forwarded to the web-based baseline questionnaire. Randomization for each trial took place after the baseline measurement by means of a simple randomization procedure performed by an independent researcher using SPSS version 24. Among research with large sample sizes, this procedure can be trusted to produce equal samples in terms of numbers and covariates [118]. Participants were compensated for their time and effort with a €10 (US $12) gift card (or a pack of diapers in trial 1) upon completion of the baseline questionnaire and the 2 follow-up measurements. Parents who were allocated to the intervention condition received a personal invitation code for the app to avoid contamination between the 2 conditions. Parents in the intervention condition received instructions on how to download and use the app. There were no instructions regarding the timing and frequency of the use of the app to stay as close as possible to app usage patterns in everyday life. After completing all 3 questionnaires, parents in the control condition were also granted access to the app. The procedures of the trials...
were approved by the Ethics Committee of the Faculty of Social Sciences, Radboud University, the Netherlands (trial 1: ECSS-2017-013 and trial 2: ECSS-2018-084).

**Measures**

**Process Evaluation**

Two types of process evaluation data were collected: self-reported data and app user data.

**Parent Self-Reports**

We assessed parents’ self-reported app use, their user experience of the app, and their suggestions for app improvement. In the 2 follow-up questionnaires (T1 and T2), we asked parents whether they downloaded the app (and why), whether they still had the app installed on their phone (and why), and how many times they used the app. Regarding user experience, we asked parents to rate several indicators of functionality (eg, ease of use), design, and content (eg, usefulness) on a scale from 1 (bad experience) to 7 (good experience). Parents also rated the app as a whole on a scale from 1 to 10, with higher scores indicating higher appreciation. Finally, we asked open-ended questions about the ways in which the app could be improved.

**Preliminary Results of Parent Self-Reports**

Preliminary analyses of parents’ self-reported app evaluation data on the first follow-up measurement (T1) showed that most parents in the intervention condition of trial 1 (138/179, 77.1% parents) and almost half of the parents in the app-only intervention condition of trial 2 (33/76, 44% parents) reported that they downloaded the app. Most of these parents (127/179, 70.9% in trial 1 and 55/76, 72% in trial 2) indicated that they had used the app multiple times since installation but were not using it anymore at T1. Around a quarter of the parents (39/179, 21.7% in trial 1 and 21/76, 28% in trial 2) indicated that they still used the app multiple times per month. Parents in both trials generally appreciated the functionality, content, and design of the app. They graded the app with an average score of 6.7 (SD 1.45) in trial 1 and 7.2 (SD 1.05) in trial 2. The most important suggestions parents gave for improvement of the app included the incorporation of more detailed and elaborate parenting information, a clearer structure of the presented information (eg, based on weight-related themes instead of age), the option to look for specific information through a search function, and the integration of other parents’ perspectives and experiences (eg, through personal accounts or online interactions).

**User Data**

In addition, to objectively assess parents’ exposure to the preventive intervention program, their app usage was automatically monitored and collected in an online database. This database allowed us to examine the lessons and challenges that parents started and/or finished, the specific lesson cards they saved as favorite, and their answers to quiz questions.

**Effect Evaluation**

The primary outcome measures of the effect evaluation were EBRBs of the child (ie, dietary intake, sleep, and screen time), weight-for-height z scores (trial 1), and BMI z scores (trial 2) and parents’ parenting practices related to their child’s EBRBs. The following secondary outcomes were assessed: parents’ general parenting style, parental well-being (ie, depressive symptoms, life satisfaction, stress, and self-reported overall health), and parents’ EBRBs (eg, snacking behavior and sugar-sweetened beverage consumption). An overview of the constructs, variables, and assessment points addressed in the evaluation of the program can be found in Multimedia Appendix 6.

Child weight-for-height and BMI z scores were calculated using height and weight data reported by the parents in the questionnaires. We asked parents to draw this information from the measurement overview in the child’s personal (digital) file, which is updated by the youth health care professional each time the parent and child visit the child health clinic. During the second follow-up questionnaire (T2), we additionally asked parents to send us a picture or screenshot of this measurement overview. This strategy not only allowed us to compare the information parents provided in the questionnaires with that in the child’s file but also allowed us to collect more detailed anthropometric data as the overview contains height and weight measurements from the moment of birth to present day. Moreover, in the second follow-up questionnaire, we asked parents for their permission to be contacted again 12 months and 48 months after T2, so that they could send us a picture or screenshot of the updated measurement overview. This information allowed us to examine the effect of the preventive intervention program on the BMI of the child until approximately 2 years after the last follow-up measurement.

The trials were completed in November 2019 (trial 1) and February 2020 (trial 2). We are currently in the process of data cleaning. Effect analyses are thus underway, and the first results are expected to be submitted for publication in 2021.

**Discussion**

**Principal Findings**

The need for effective preventive intervention programs for childhood obesity is high, particularly among families with a lower SEP. The app-based parenting program *Samen Happie!* was developed primarily for these families and aims to stimulate healthy energy balance–related parenting practices from early childhood, before unhealthy energy balance–related habits have been established. More specifically, the program promotes both structured and autonomy-supportive practices and limits coercive controlling parenting practices with respect to all relevant energy balance–related determinants of childhood obesity (ie, dietary intake, sleep, physical activity, and screen time), with the ultimate goal of preventing children aged 0 to 4 years old from being overweight and obese. The successful development of the program was aided by the use of the IMP. The process of stepwise decision making made this large-scale and complex project manageable and contributed to thorough considerations. Regarding the selection of eminent EBRBs, for instance, we initially selected only parenting practices related to the children’s dietary intake but we decided to also include practices relating to sleep, physical activity, and screen time after an extensive literature search and discussions with the target group. Moreover, insights from recent literature reviews...
facilitated the selection of the most promising energy balance–related parenting practices (eg, parental support and modeling for physical activity). By facilitating a collaboration with experts and the target group, the IMP assured that the intended end users of the program were involved in multiple stages of program development. Overall, by integrating theory, empirical studies, professional knowledge, and the needs and preferences of the target group through continuous cocreation, we increased the chances of developing an effective preventive intervention program for childhood obesity [34].

**Strengths, Limitations, and Directions for Future Research**

Besides the use of the IMP, the app-based parenting program has several other notable strengths. First, previous digital preventive intervention programs for childhood obesity focused solely on the sociocognitive determinants of energy balance–related parenting [36]. A unique aspect of the Samen Happie! program is its focus on both sociocognitive (ie, knowledge, attitudes, and self-efficacy) and automatic (ie, habits) determinants, bridging the well-known gap between health parenting intentions and behaviors [88]. Furthermore, formulating long-term goals is potentially too proximal for parents with a lower SEP as their focus lies primarily on surviving in the here and now [119]. By using a self-regulatory planning approach with personally tailored prompts (eg, through implementation intentions), we facilitated the fulfillment of short-term goals. In addition, by assessing both general parenting style and parental mental well-being as potential moderators of the app-based prevention program, we might be able to identify groups of parents who might particularly benefit from the program, which could contribute to more personalized app usage. Finally, the app is an easy-to-use, stand-alone product that can potentially have a significant reach through its opportunities for widespread implementation.

One of the challenges of mobile health interventions is to keep users engaged for longer periods, which is particularly important for interventions targeting behavior change maintenance [120]. Although the preliminary results of the process evaluation indicated that parents appreciated the functionality, design, and content of the app to a reasonable degree, most parents who downloaded the app did not continue their app use over the course of several months. This might indicate that parents’ information needs were fulfilled and new behavior patterns had been developed, explaining that further app use was no longer needed, but it could also suggest that the user engagement of the app should be increased. This is something that future research should consider. We will further develop the prevention program based on the results of the process evaluation and the input of potential program implementers (eg, youth health care professionals of community health services). On the basis of parents’ suggestions for app improvement, the Samen Happie! website [121] has been developed (available in Dutch and English). This website contains more elaborate and structured parenting information and includes a search function, personal accounts of parents, and a forum on which parenting experiences can be exchanged. Future research should examine whether parents’ evaluations of the Samen Happie! program improve by offering them access to both the website and the app.

The app-based prevention program also has some limitations. With respect to the design of the trials, it was not possible to blind both participants and investigators to the allocation of conditions (ie, double blinding). As we used a waitlist control condition, the participating parents knew they would eventually receive an app about healthy parenting. However, neither the participants nor the investigators knew which trial condition the participants would be allocated to before randomization took place. Although double blinding in RCTs is generally recommended, methodological studies have shown that adequate allocation concealment is most important in minimizing bias [122,123]. Moreover, regarding our effect evaluations, we were unable to include in-depth measures of the 4 determinants that were targeted in the program (ie, knowledge, attitudes, self-efficacy, and habits), as it was imperative to keep our questionnaires short for our target group of parents with a lower SEP. Nevertheless, we included some questions that could serve as proxies for parental attitudes and self-efficacy. Even though this will give us some indication of the degree to which our preventive intervention program successfully targeted the selected determinants, future research should aim to include detailed measures of its program determinants to be able to examine the working mechanisms of the program.

In addition, future preventive intervention programs for childhood obesity should consider involving both caregivers. Although we intentionally targeted only primary caregivers (who turned out to be primarily mothers) for the recruitment, program materials, and questionnaires of our program, recent research has indicated that parents within a family differ in the energy balance–related parenting practices they perform [124]. This highlights the need for the inclusion of both parents in future preventive intervention programs targeting energy balance–related parenting. Finally, app-based parenting support might not be sufficient for the needs of parents of preschoolers entering their terrible twos and food neophobic phase [125,126], especially in the case of parents (with a lower SEP) who already experience parenting problems. To address the more extensive needs of these parents, future research should explore a combination of online tools with additional offline (group based [127]) counseling, which could provide a promising approach to change parenting attitudes and behaviors [128].

**Conclusions**

In conclusion, the IMP allowed for effective development of the app-based parenting program Samen Happie! to promote healthy energy balance–related parenting practices among parents of infants and preschoolers. By applying the IMP, including continued cocreation, the program specifically addressed the needs of parents with a lower SEP through a tailored program content and through theory-based behavior change techniques. This increases the potential of the program to prevent the development of obesity in early childhood among families with a lower SEP.
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Abstract

Background: The prevalence of neurodevelopmental and psychiatric diagnoses (NPDs) in youth is increasing, and unhealthy physical activity (PA), diet, screen time, and sleep habits contribute to the chronic disease disparities and behavioral challenges this population experiences.

Objective: This pilot study aims to adapt a proven exergaming and telehealth PA coaching intervention for typically developing youth with overweight or obesity; expand it to address diet, screen, and sleep behaviors; and then test its feasibility and acceptability, including PA engagement, among youth with NPDs.

Methods: Participants (N=23; mean age 15.1 years, SD 1.5; 17 males, 9 people of color) recruited in person from clinic and special education settings were randomized to the Adaptive GameSquad (AGS) intervention or wait-list control. The 10-week adapted intervention included 3 exergaming sessions per week and 6 real-time telehealth coaching sessions. The primary outcomes included feasibility (adherence to planned sessions), engagement (uptake and acceptability as reported on process questionnaires), and PA level (combined light, moderate, and vigorous as measured by accelerometer). Descriptive statistics summarized feasibility and engagement data, whereas paired, two-tailed t tests assessed group differences in pre-post PA.

Results: Of the 6 coaching sessions, AGS participants (n=11; mean age 15.3 years, SD 1.2; 7 males, 4 people of color) completed an average of 5 (83%), averaging 81.2 minutes per week of exergaming. Of 9 participants who completed the exit questionnaire, 6 (67%) reported intention to continue, and 8 (89%) reported feeling that the coaching sessions were helpful. PA and sleep appeared to increase during the course of the intervention over baseline, video game use appeared to decrease, and pre-post intervention PA per day significantly decreased for the control (−58.8 min; P=.04) but not for the intervention group (−5.3 min; P=.77), despite potential seasonality effects. However, beta testers and some intervention participants indicated a need for reduced complexity of technology and more choice in exergames.
Conclusions: AGS shows promise in delivering a health behavior intervention remotely to youth with NPDs, but a full-scale efficacy trial with a larger sample size is needed to confirm this finding. On the basis of feedback from beta testers and intervention participants, the next steps should include reduced technology burden and increased exergame choice before efficacy testing.

Trial Registration: ClinicalTrials.gov NCT03665415; https://clinicaltrials.gov/ct2/show/NCT03665415.
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Introduction

Background

Mental health and the resultant adverse chronic disease consequences among youth are growing concerns in the United States. Recent estimates suggest that pediatric psychiatric disorders occur in more than one-fourth of people aged <18 years [1], including diagnoses such as anxiety, mood, and psychotic disorders. Common comorbid diagnoses include neurodevelopmental disorders, such as autism spectrum disorder (ASD) and attention-deficit/hyperactivity disorder (ADHD), which are estimated to affect approximately 15% of US youth [2], leading to significant heterogeneity of symptom presentations.

The health disparities faced by children and youth with heterogeneous neurodevelopmental and psychiatric diagnoses (NPDs) are considerable and include a higher risk of obesity and type 2 diabetes [3], compared with typically developing youth. These disparities are at least partially attributable to unhealthy behavioral patterns established in childhood, patterns that often persist throughout life [4]. Several studies have found that children with ASD; ADHD; and bipolar, depressive, and anxiety disorders are at high risk of low physical activity (PA) levels [5,6], poor diet [7], disrupted sleep [8,9], and elevated screen time [10].

Unhealthy lifestyles among youth with NPDs are doubly unfortunate; they not only confer increased health risks across the life course but also exacerbate the challenges to cognitive and behavioral functioning experienced by this population. More than 25 published studies have documented associations between light-, moderate-, and vigorous-intensity PA and improvements to mood and executive functioning, such as the ability to focus and self-regulate, and meta-cognitive processes among children with NPDs [11]. For example, a recent study found that among children with moderate to severe NPDs who were exposed to cybercycling (ie, stationary bicycles that use immersive gaming features) during the school day, the odds of behavioral dysregulation declined by more than 70% relative to children who did not participate in exercise [12]. These results are consistent with many previous studies showing positive effects of exercise on mood and impulsivity; there is also evidence that these positive benefits may be most pronounced in children with NPDs [13]. Unfortunately, few interventions tested to date have shown effectiveness in increasing long-term engagement in PA among youth with NPDs, nor are many scalable, given their resource intensity.

Exergames have shown promise in promoting cost-effective engagement in light- to moderate-intensity PA in youth [14]. When integrated into theory-based interventions, they may also help improve the personal mediators of exercise engagement in children. For example, youth with ASD and major depressive disorder show high behavioral inhibition bias (BIS) [15], which indicates avoidance of novel or uncomfortable situations and which may act as a barrier to engagement in higher intensities of exercise or new exercise programming [16]. However, previous studies in typically developing youth have shown that acting on constructs of self-determination can help individuals with high BIS adopt long-term intrinsic motivation toward exercise [16]. Tailoring PA interventions to include lower-intensity exercise, agency in selection of exercise intensity, use of fun and noncompetitive exercise technology such as exergames, and monitoring of mood improvements after exercise may be particularly effective.

GameSquad is an intervention originally designed to improve PA among a socioeconomically and racially diverse population of typically developing children who meet the criteria for overweight or obesity [16]. GameSquad is an intervention delivered entirely remotely using exergaming and virtual health coaching (telehealth coaching delivered via video conference) as components within a behavior change intervention grounded in social cognitive theory, which frames behavioral change as the result of links among behaviors, environment, and psychosocial factors [16]. Exergames can be played with family members and friends, and social interaction during group-based exergame play has been identified as a key predictor of weight loss [16]. Exergames also use programmed features that can encourage exercise, such as motivational messaging during game play, to boost players’ self-efficacy, which may translate to self-determination and predict exercise adherence and eventual engagement in nonscreen-based exercise modalities [17]. The GameSquad intervention directly emphasizes the element of social support by encouraging children to play with a family member or friend and by requiring children and parents to attend telehealth counseling sessions together from their home. These coaching sessions are delivered through the gaming console and are designed to promote self-efficacy and teach approaches and strategies to reduce perceived barriers to behavior change. A 6-month randomized controlled trial of the GameSquad intervention found a significant increase in moderate- to vigorous-intensity physical activity (MVPA) and a decrease in BMI, blood lipids, and blood pressure (BP) among participants [16].
Objective

Inclusion team science is an intervention development and testing framework that brings together disability researchers and intervention scientists to fast-track intervention adaptation for this underserved population [18]. Given GameSquad’s initial efficacy in increasing MVPA in typically developing but difficult to engage youth and the potential of exergaming and virtual health coaching to engage youth with NPDs in positive health behaviors and as a tool to transition them to long-term intrinsic motivation to exercise, the aims of this study are as follows: (1) to adapt this intervention for use among youth with NPDs; (2) to expand the virtual coaching sessions to address dietary habits, screen time, and healthy sleep habits in addition to PA promotion; and (3) to pilot test the initial feasibility, engagement, and short-term changes in health behaviors. The primary outcomes examined during the pilot test included feasibility (adherence), engagement (uptake of PA during the intervention and acceptability), and change in objectively measured PA pre- and postintervention. The secondary outcomes included pre-post changes in self-reported exercise stage of change, sleep duration, hours per week of video game use, problematic mealtime behaviors, BMI, and BP.

Methods

Overview

All study procedures were approved by the Merrimack College, Pennington Biomedical Research Center, and Boston Medical Center Institutional Review Boards, and the study was registered as a clinical trial and is available on ClinicalTrials.gov (NCT03665415). As we adapted GameSquad to a population of youth with NPDs to create Adaptive GameSquad (AGS), we expanded the theoretical framework to include the Reserve Capacity Model [19] and the Family Ecological Model [20]. The purpose of this expansion was to ensure that intervention components addressed barriers to and used facilitators of health behaviors specific to the unique challenges faced by this population (eg, depleted caregiver reserve capacity) [21]. Given that remotely delivered home-based interventions are critical for upscaling but can also place a high burden on families, we used these models to act on specific constructs to improve participant and caregiver reserve capacity and downstream health behaviors and outcomes.

Adaptation was undertaken by an advisory team including a developmental psychologist, school psychologist, registered dietitian, clinical social worker, fitness coaches, and parents of a child with NPD. As a result, we expanded caregiver support components, such as scheduling reminders; modified the original challenge booklet to increase MVPA goals more slowly; trained telehealth coaches in positive behavioral reinforcement techniques; and targeted exergames that were particularly engaging for the demographic profile of our target population. We also expanded coaching scripts to not only address PA but also to include health education and goal setting for dietary intake, sleep, and screen time habits. Coaches were also trained to work with youth with NPDs, particularly in positive reinforcement and de-escalation methods [22].

Finally, 3 beta testers and their caregivers were purposively recruited from the school study site for diversity of diagnosis, gender, and grade level (demographic information is not included here to protect them from inferred identification, given the small sample size). After written parental consent and child assent, the youth participated in a 4-week trial of the initial AGS intervention. We then used their feedback to make additional modifications to the telehealth coaching script and gaming menu, including increased agency in game selection and allowing for solitary game play. These modifications resulted in the final AGS intervention deployed for the pilot feasibility and engagement study.

Recruitment

Participants for the 10-week pilot study were recruited in person from October 15, 2018, to February 15, 2019, from either the Boston Medical Center Developmental or Behavioral Pediatrics Clinic from therapeutic programs at a large public middle and high school (Figure 1). This approach helped to ensure a diverse diagnostic sample.

The study was powered as a pilot feasibility and acceptability trial [23,24]. Of the 25 children whose parents completed a web-based screen survey within the recruiting time frame, 23 met the eligibility criteria and were randomly assigned in a 1-to-1 allocation ratio using the REDCap (Research Electronic Data Capture) software. The inclusion criteria included being in middle or high school, having a neurodevelopmental and/or psychiatric diagnosis, willingness to participate in exergaming 3 times weekly and meet with a telehealth coach every other week, and possessing the cognitive ability to understand gaming directions. Exclusion criteria included having impairments that prevented engagement in exergames, pregnancy, inability to speak or understand English, or having a caregiver unable or unwilling to attend the telehealth coaching sessions on a regular basis.
Procedures

Interested parents who met the criteria during the initial web-based screening then participated in an additional phone screening with research assistants and provided web-based written consent for their child to participate. Eligible children whose parents had consented were then assented in person during the initial data collection visit, during which height, weight, and BP, and psychosocial questionnaire data (see Measures section) were collected. Participants were given and instructed on the use of a hip-worn accelerometer (wGT3X-BT, ActiGraph). These accelerometers do not have digital readouts and thus minimize the effects of measurement on participants’ normal PA patterns. Participants were provided with the accelerometer to wear for 7 days before randomization and again the week after the 10-week intervention, with a follow-up visit scheduled to collect the accelerometer. After the initial wear, the participants were randomized to the condition using the randomization algorithm in REDCap. Participants assigned to the wait-list control condition were asked to maintain their normal level of PA for 10 weeks but did not receive additional information or a PA tracker during the 10 weeks. They then received the same gaming equipment as the intervention participants and 4-week of telehealth coaching after the final data collection. All data assessors and primary investigators were blinded to participant condition. Telehealth coaches and research assistants who installed equipment and training participants were not blinded.

All participants randomized to the intervention group received an Xbox One gaming console with a Kinect motion sensor (Microsoft), a 12-week Xbox Live subscription, and 3 exergames (Just Dance 3, Shape Up 3, and Kinect Sports Season 2). Two research assistants visited intervention participants in their homes to install the equipment and to train participants and caregivers on the use of the games, the Skype portal for coaching sessions, and the Fitbit for tracking of steps during the intervention. The AGS intervention asked participants to play exergames 3 days per week with a family member or friend, if possible (not required). On nonexergaming days, participants were asked to meet tailored and incrementally increasing minutes of PA (starting with 10 min in week 1 and increasing to as much as 40 min per day by week 4). The activities prescribed were laid out week by week in the intervention challenge booklet participants were provided. The targeted durations were below PA guidelines [25] but were selected to minimize frustration and improve self-efficacy; participants
were also encouraged and worked with coaches to brainstorm non-screen-based physical activities that they could perform during each week. The challenge booklet provided an adaptable gameplay curriculum to play 3 challenges each week with increasing intensity, difficulty, and duration.

Participants and caregivers were asked to meet with a telehealth coach over a video chat using the Xbox console. Meetings were held in weeks 1, 2, 4, 6, 8, and 10 and were rescheduled as necessary. Participants were asked to wear a Fitbit Charge throughout the 10-week intervention period. They and their caregivers received charging and sync reminders 3 times per week. Steps per day could then be wirelessly and automatically uploaded and reviewed by the telehealth coach. Coaches followed a script for meetings that focused on reviewing the week’s PA, praising progress, troubleshooting barriers, and then discussing a new healthy habit to try each week.

Measures

Feasibility and engagement measures were tracked by telehealth coaches in REDCap, including telehealth coaching session attendance (coach report), number of exergame sessions completed per week (participant log), minutes of exergaming per week (participant log), and steps per week (Fitbit Charge, Fitbase). We also administered exit surveys with participants and conducted semistructured interviews with beta testers and their caregivers to assess acceptability and elicit suggestions for improvement. Exit surveys were administered after all other follow-up data were collected. Two participants were unavailable for exit surveys; thus, there was a reduced sample size for acceptability measures only.

Participant weight was measured by trained research assistants in light clothing without shoes on a digital scale (Model 813, Seca), and height was measured using a clinical stadiometer (Model 217, Seca). Two measurements were taken for both weight and height, with the average of each used to calculate the BMI (kg/m2). After height and weight were recorded, appropriate cuff size was selected, and diastolic and systolic BP readings were taken, following the 2017 TRUE (International Consortium for Quality Research) Consortium guidelines [26]. To assess intrinsic changes to PA habits outside of active intervention support, time spent in MVPA before the intervention started and 1 week after it concluded was objectively measured with the ActiGraph wgt3x-bt accelerometer. Accelerometers were initialized to record data in 15-second epochs, and established pediatric cutoff points were used to estimate PA of light-, moderate-, and vigorous-intensity levels [27]. We used a 7-day weighted average of weekday and weekend activity counts to determine each participant’s PA level, with a minimum requirement of 600 minutes of wear time that included at least one weekend day [28]. Participants were also asked to keep a log of the number and duration of exergaming sessions they completed per week as part of the challenge booklet they were provided.

Exercise stage of change (youth report) was measured using a pen and paper version of the Change of Stages of Exercise–University of Rhode Island Change Assessment, the third generation [29], a valid and reliable measure that captures both precontemplation nonbelief and belief conditions. Participants also completed a video game use survey, which asked questions regarding their current video game use habits, including hours of nonexergame gaming per week. In addition to a demographic questionnaire, parents were asked to complete the Children’s Sleep Habits Questionnaire [30], which includes duration of sleep, and the Meals In Our Household Questionnaire (MIOH) [31], which measures 6 domains, including the structure of family meals and problematic child mealtime behaviors. We extracted and used the Problem Mealtime Behaviors subscale of the MIOH to evaluate changes related to behaviors targeted by the intervention coaching sessions.

Statistical Analysis

The sample size was determined on the basis of the aims and design (feasibility and engagement pilot study), with a target of 50 participants but a minimum of 20, based on the current guidelines [23,24]. Descriptive statistics were used to summarize feasibility and engagement data. Two-sample, two-tailed t tests were used to assess potential baseline differences in average age, baseline minutes of sleep, minutes of PA and MVPA, hours of video game use, and problematic mealtime behavior scores between the intervention and wait-list control groups. Proportion tests were used to assess potential baseline differences by group in percent male, percent White, percent qualifying for free or reduced-price lunch, and percent taking psychiatric medication associated with weight gain. All analyses were performed in an intention-to-treat manner. Changes in the exercise stage of change by group were assessed using the nonparametric Wilcoxon signed-rank test. Paired t tests were used to assess significant differences in pre-post BMI, BP, total PA (light PA+MVPA), MVPA, sleep duration, problematic mealtime behavior score, and hours of nonexergaming video game use by group. STATA 13 was used for all analyses.

Results

Overview

Participant demographic information is presented in Table 1. The average participant age was 15.1 years (range 12-17); 74% (17/23) of the participants were male, 40% (9/23) were people of color, and 35% (8/23) qualified for free or reduced-price lunch. ADHD was the most common diagnosis (13/23, 57%), followed by ASD (12/23, 52%), anxiety disorders (6/23, 26%), and depression (6/23, 26%). Nearly one-third (7/23, 30%) of the total sample reported taking psychiatric medication that was associated with weight gain. There were no significant differences in demographic characteristics between the control and intervention groups; however, given the small sample size, it is important to note that 5 out of 12 control participants were reported to be taking medication, whereas only approximately 2 out of 11 intervention participants were reported doing so. In addition, the type of medication is unknown, so the potential directionalility of effects on PA, diet, and sleep is unclear (Table 1). However, the average daily MVPA, total PA, exercise stage of change, sleep duration, problematic mealtime behaviors score, and hours of video game use at baseline did not differ significantly between the control and intervention groups.
Table 1. Participant characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All participants (n=23)</th>
<th>Control group (n=12)</th>
<th>Intervention group (n=11)</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>t test (df)(^a)</td>
<td>z test</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>15.1</td>
<td>14.9</td>
<td>15.3</td>
<td>−0.57 (20)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>17 (74)</td>
<td>10 (83)</td>
<td>7 (64)</td>
<td>N/A</td>
<td>−1.58</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>2 (9)</td>
<td>1 (8)</td>
<td>1 (9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Black</td>
<td>2 (9)</td>
<td>1 (8)</td>
<td>1 (9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (13)</td>
<td>2 (17)</td>
<td>1 (9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>White</td>
<td>14 (60)</td>
<td>7 (58)</td>
<td>7 (64)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Declined</td>
<td>2 (9)</td>
<td>1 (8)</td>
<td>1 (9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Qualifies for free or reduced-price lunch, n</td>
<td>8 (35)</td>
<td>3 (25)</td>
<td>5 (45)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Diagnoses, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autism spectrum disorder</td>
<td>12 (52)</td>
<td>7 (58)</td>
<td>5 (45)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>13 (56)</td>
<td>8 (67)</td>
<td>5 (45)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Anxiety</td>
<td>6 (26)</td>
<td>5 (42)</td>
<td>1 (9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Depression</td>
<td>6 (26)</td>
<td>3 (25)</td>
<td>3 (27)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>4 (17)</td>
<td>4 (33)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Taking medication that causes weight gain, n (%)</td>
<td>7 (30)</td>
<td>5 (42)</td>
<td>2 (18)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) Two-tailed t test (age), test of proportion (sex, race or ethnicity, free or reduced lunch, and medication use).

\(^b\) N/A: not applicable.

\(^c\) More than 50% of participants had multiple diagnoses.

Primary Outcomes

Equipment was successfully installed and used by all intervention participants (n=11), who completed an average of 5 out of 6 possible coaching sessions (range 0-6). None of the participants were familiar with the 3 exergames used during the study before the start of the intervention. Including 1 participant who never exergamed or attended coaching sessions after the initial home visit and training session, the intervention group executed an average of 1.7 out of 3 planned exergame sessions per week, averaging 81.2 minutes per week (SD 18.9) of self-reported exergaming and averaging 3559 steps per day over the course of the intervention. Figure 2 shows trends in coaching session and exergame session adherence over time, whereas Figure 3 shows the changes in exercise engagement over the course of the intervention.
Considering the 11 participants, adherence to the coaching sessions exceeded 60% each week—from a high of 10 (91%) attending in weeks 1 and 2 to a low of 7 (64%) attending in week 8 (Figure 2). Exergaming adherence to the prescribed 3 times per week was highest in week 1, with 82% (27/33) of sessions completed; fluctuated between 55% (18/33) and 67% (22/33) in weeks 2 to 8; and then declined to only 27% (9/33) in week 10 (Figure 2). However, the total weekly duration of exergaming increased from about 60 minutes in week 1 to a peak at 104 minutes in week 7, before slowly declining to 51 minutes in week 10 (Figure 3). Finally, PA engagement measured by Fitbit increased from approximately 2100 steps in week 1 to a peak at 2850 in week 7, before slowly declining to 2850 in week 10 (Figure 3). Of the 9 intervention participants who completed exit surveys, 6 reported intention to continue exergaming, 7 reported enjoying coaching sessions, and 8 reported feeling that the coaching sessions were helpful and that the coach gave them tips they could use. Several caregivers noted during live telehealth sessions that the different technologies involved in the intervention (Wi-Fi, Fitbit, Xbox games, Kinect sensor, and Xbox Skype) presented a significant burden and expressed a desire for a more integrated technology delivery system such as a smartphone app.

The average daily MVPA measured by accelerometry declined between baseline and 1 week postintervention for both the control group (−9.3 min, SD 21.5; \(P=0.18\)) and the intervention group (−1.4 min, SD 8.3; \(P=0.62\)); neither change was statistically significant. However, although average daily total PA (MVPA+light PA) significantly decreased for the control group in postintervention period follow-up (−58.8 min, SD 85.7; \(P=0.04\)), it did not significantly change for the intervention group (−5.3 min, SD 55.1; \(P=0.77\)).
Secondary Outcomes

Secondary outcomes included pre-post changes in self-reported exercise stage of change, sleep duration, video game use, mealtime behaviors, BMI, and BP. The exercise stage of change improved significantly for the intervention group (P=.02) but not for the control group (P=.99). None of the treatment participants were in the preparation or action stages before intervention; postintervention, there were 1 participant and 5 participants in the preparation and action stages, respectively. In contrast, although no control group participants were in the preparation stage, 3 were in the action stage before the intervention; postintervention, there were still none in the preparation stage and only 2 in the action stage.

The average daily minutes of sleep decreased by 12 minutes for the control group (P=.91) but increased by 12.9 minutes for the intervention group (P=.55). The intervention group reported a 1.7-hour decrease in weekly nonexergame video game use (P=.28); the control group reported no change. There were no significant changes in BMI, BP, or problematic meal behaviors in either group.

Discussion

Principal Findings

Youth with NPDs are at high risk of unhealthy lifestyle behaviors, including low PA levels [11], poor diet [32], high screen time [10], and poor sleep hygiene [9]. The consequences of these behaviors include elevated chronic disease risks, including obesity; cognitive impairment; and exacerbation of psychiatric symptoms. Barriers to engagement in lifestyle interventions are high among this population [21], and interventions demonstrating long-term engagement in improved health behaviors are scarce. Furthermore, as the COVID-19 pandemic has shown, a remotely delivered intervention using telehealth components can not only reduce barriers to initial participation but also allow flexibility for continued engagement during changing conditions [33], which are particularly important for this population.

The aim of this pilot study is to adapt and expand an existing, evidence-based exergame and telehealth coaching intervention [16] to improve PA, diet, video game play time, and sleep habits among youth with a variety mental health and neurodevelopmental disorders and to assess the program’s initial feasibility and acceptability, including participants’ engagement in PA. An expert working group made preliminary adaptations, which were then beta tested with the target population; feedback was used to finalize the intervention, and telehealth coaches were trained to use positive reinforcement and behavioral redirection techniques. Youth with relevant diagnoses (n=23) were recruited from both a therapeutic school and clinic setting and randomized to either the 10-week intervention or wait-list control.

Although not as high as the original GameSquad intervention that targeted a younger population (10-12 years vs 12-17 years), compliance with planned exergaming was good (participants completed an average of 57% of planned exergame sessions), and attendance at coaching sessions was excellent (participants attended an average of 5 out of 6 coaching sessions), particularly given the unique barriers faced by participants with NPDs and the technological challenges noted by some caregivers.

Despite the short duration and small sample size that limited our power to detect intervention effects, the results indicated potential improvements to PA during the intervention over baseline and smaller declines in MVPA relative to control participants after the intervention had ended. Engagement in both exergame-based and nonscreen-based PA was good; however, it declined in weeks 9 and 10 of the pilot. When combined with a decline in MVPA in both the control and intervention groups after the intervention was completed, this may reflect a seasonality effect. Such an effect could have been because of the school year ending, discontinuation of physical education classes and school sports, or other external factors. However, the decline in duration of exergame sessions after week 7, combined with qualitative feedback from beta-testing participants, may suggest that the adolescent population in this study became bored with the limited menu of exergames available more quickly than the preadolescent population in the original GameSquad study. Alternatively, it may reflect frustration with or dislike of the increasing intensity demands of the exergame menu as the intervention progressed. Further exploration of these factors is required to optimize long-term engagement.

Long-term implementation of AGS might reorient coaching to leverage the early weeks of exergame engagement into a greater emphasis on nonscreen-based PA modalities later in the intervention. Additional game choices and technologies should also be evaluated and included to maintain participants’ interest and better meet the needs of this diverse population. The coaching sessions appeared to fill a psychosocial need for participants, independent of exergaming. Compliance with and acceptability of coaching sessions were higher than those of exergaming, with several participants repeatedly rescheduling sessions to enable them to meet with their coaches around significant clinical events such as inpatient hospital stays.

Secondary Outcome Results

Although the study was underpowered to evaluate secondary outcomes, participants reported increased sleep duration and decreased video game use time, despite the introduction of exergaming sessions. There were no improvements in problematic meal behaviors as a result of participation. Intervention participation also appeared to positively affect the exercise stage of change; although no treatment participants were in the active stage of exercise before the intervention, nearly 50% were in the active stage after the intervention conclusion. It is important to note, however, that although the exercise stage of change improved, the maintenance stage was not evaluated through long-term follow-up.

Limitations and Additional Research Needs

This pilot study has several limitations. The small sample size limits generalizability and decreased power to detect intervention effects; it also precludes stratified examination of differences in outcomes by subgroup. Although participants were randomized to condition, the sample size was small; thus, as
models were not adjusted for potential covariates and confounders, readers need to take caution in interpreting the results. In addition, although the strength of this study was that pre- and post-PA were objectively measured using accelerometers, several measures were self-reported, including duration of exergaming sessions, sleep duration, and video game use. The 10-week intervention design and lack of long-term follow-up prevented the evaluation of sustained engagement and effects of the intervention; this must be the primary aim of any full-scale efficacy study.

This study has several notable strengths. We were able to include youth with a variety of mental health and neurodevelopmental disorders, recruiting participants from both clinical and therapeutic school settings. We believe this heterogeneity improves external generalizability and eventual translation to a variety of clinical and community venues. Next steps should include the development of a mobile health (mHealth) app to seamlessly deliver a wider variety of exergames, telehealth coaching sessions, and parental and participant reminders and integrate mood, health habit, and PA tracking, while eliminating the technical barriers associated with the Xbox-based approach. This will also help minimize disruptions to upscaling caused by changes in commercially available gaming technologies. Additional research should also be conducted with youth with NPDs to evaluate personal mediators of health behaviors, exercise preferences, and barriers to engagement that may inform mHealth app design and intervention optimization.

Conclusions
This pilot study is an innovative example of inclusion team science, a term coined by Rimmer and Vanderbom [18] in their 2016 call to action for health promotion research for children with disabilities. Their commentary urged greater collaboration between disability researchers and intervention scientists working with typically developing populations to more rapidly adapt existing interventions to meet the underserved needs of youth with disabilities [18]. In this study, we began with a proven intervention developed for typically developing youth with overweight and obesity and adapted it for youth with a variety of mental health and neurodevelopmental disorders using a process that included beta testing by the target population and adaptation of intervention components and methods based on their feedback. Although our sample size was too small to evaluate efficacy, the initial feasibility and acceptability results indicate that AGS may be a promising avenue for delivering health behavior interventions remotely to youth with NPDs, an increasingly critical need in light of the significant disruptions to in-person learning and clinical care caused by the COVID-19 pandemic. However, it is important to reduce the technological demands of the intervention on caregivers and increase the number and diversity of exergames used in the intervention to sustain engagement by participants. After additional intervention optimization, future efficacy testing must take place in a large, socioeconomically, racially or ethnically, and diagnostically diverse sample of youth.
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Abstract

Background: Patients with chronic pain who are tapering prescription opioids report a need for greater support for coping with symptoms of pain and withdrawal. Mobile health (mHealth) technologies (SMS text messaging– or app-based) have the potential to provide patients with educational, emotional, and motivational support for opioid tapering beyond what is offered by their health care provider. However, it is not known whether patients with chronic pain who are tapering opioids would be willing or able to engage with technology-based support.

Objective: This study aims to examine patients’ use of mobile technologies in health care, interest in using mHealth support, preferences for the form and content of mHealth support, and potential barriers to and facilitators of engagement with mHealth support for opioid tapering.

Methods: A total of 21 patients (11 women and 10 men; age range 29-83 years) with chronic noncancer pain on long-term opioid therapy who had recently initiated a voluntary opioid taper were recruited from primary and tertiary care clinics in metropolitan and regional Australia for a larger study of patients’ experiences of opioid tapering. Participants had been taking prescription opioids for a mean duration of 13 (SD 9.6; range 0.25-30) years at the time of the study. Survey items characterized participants’ typical mobile phone use and level of interest in mobile technology–based support for opioid tapering. Semistructured interviews further explored patients’ use of mobile technologies and their interest in, preferences for, and perspectives on potential barriers to and facilitators of engagement with mHealth support for opioid tapering. Two researchers collaborated to conduct a thematic analysis of the interview data.

Results: All participants reported owning and using a mobile phone, and most (17/21, 81%) participants reported using mobile apps. The majority of participants expressed interest in SMS text messaging–based (17/21, 81%) and app-based (15/21, 71%) support for opioid tapering. Participants expected that messages delivering both informational and socioemotional support would be helpful. Participants expected that access to technology, mobile reception, internet connectivity, vision impairment, and low self-efficacy for using apps may be barriers to user engagement. Patients expected that continuity of care from their health care provider, flexible message dosing, responsivity, and familiarity with pain self-management strategies would increase user engagement.

Conclusions: The results of this study indicate that patients with chronic noncancer pain may be willing to engage with SMS text messaging–based and app-based mHealth interventions to support opioid tapering. However, the feasibility and acceptability of these interventions may depend on how patients’ preferences for functionality, content, and design are addressed.

(JMIR Form Res 2021;5(5):e25969) doi:10.2196/25969
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**Introduction**

**Background**

Chronic pain is one of the leading causes of disability worldwide, affecting approximately 1 in 5 adults [1-4]. Historically, chronic pain management has relied heavily on prescription opioid analgesics. However, the use of opioids in the treatment of chronic noncancer pain (CNCP) remains controversial. Evidence suggests that long-term opioid therapy has limited effectiveness in the management of CNCP [5,6] and carries significant risks, including physical dependence, tolerance (and associated dose escalation), and hyperalgesia (increased pain sensitivity) [7,8].

Current guidelines recommend that patients on long-term opioid therapy for CNCP should be gradually tapered off these medications under the guidance of a health care provider [5,6]. However, many patients are reluctant to change the way they manage their pain, particularly after long-term opioid use. Prescription opioid tapering is notoriously difficult, but it may be particularly difficult for patients with CNCP [9-11]. After prolonged use, even gradual reductions in opioid dosage may lead to withdrawal symptoms, including disrupted appetite, sleep, and mood (eg, agitation, anxiety, and restlessness); abdominal dysfunction; nausea; and muscle aches [11-13]. In addition to these withdrawal symptoms, patients with CNCP may also experience a temporary flare-up of their pain condition [12]. Faced with the dual challenges of coping with pain and withdrawal symptoms, it is not surprising that many patients with CNCP find it difficult to maintain motivation to continue opioid tapering [7,9-11].

Emerging data suggest that when patients volunteer to taper, a patient-centered, multimodal approach involving pain education, nonpharmacological pain self-management strategies, routine follow-up with a trusted health care provider, and support for coping with pain and withdrawal symptoms may improve outcomes [9,14-18]. However, patients face a number of obstacles in accessing comprehensive opioid tapering support. In addition to cost issues, multidisciplinary pain services are limited, and primary care providers often lack confidence in delivering nonpharmacological pain management advice. Furthermore, patients may be reluctant to admit their need for support with opioid tapering for fear of being stigmatized [6,8,10-12,14,16,19].

Mobile health (mHealth) interventions may be an effective means of overcoming many of these barriers to opioid tapering in patients with CNCP [20]. mHealth interventions have been found to be effective in supporting people to manage a variety of complex chronic health conditions, including diabetes, cardiovascular disease, and obesity [21-25]. mHealth has also been used effectively to support the cessation of addictive substances [26-28], to improve people’s ability to cope with chronic pain, and to enhance perceived quality of life [29-32]. One study found that a narrative (patient testimony) educational video about opioid tapering increased patients’ tapering self-efficacy to a greater degree than a pamphlet with the same information [33]. This study demonstrates how multimedia and digital platforms can play a role in increasing patients’ confidence and motivation to taper opioid medications.

The potential benefit of SMS text messaging–based interventions to support opioid tapering in patients with CNCP is supported by studies investigating the use of telephone-delivered messages to support chronic pain management, on the one hand, and opioid tapering, on the other. First, a 2010 study investigated the effect of delivering automated telephone voice messages to patients to remind them to use pain self-management skills after they completed an 11-week group pain management program. The researchers found that those who received the messages used fewer opioid medications 8 months after the pain management program compared with participants who did not receive digital aftercare [34]. Second, a 2020 study investigated the impact of receiving SMS text messaging–delivered cognitive behavioral pain self-management strategies on pain intensity and opioid use after surgery. Participants who received the SMS text messaging–delivered support reported lower pain intensity 2 weeks after surgery compared with a control group who received treatment as usual [35].

**Objective**

Although these studies point to the potential of mHealth interventions to support prescription opioid tapering in individuals with chronic pain, there is currently no direct evidence that patients with chronic pain would be willing to engage with mHealth interventions as a means of support for opioid tapering and, if so, whether or not they would be able to engage with these technologies. This study aims to explore patients’ access to and use of mobile technology, interest in mHealth support for opioid tapering, preferences for the form and content of mHealth support, and potential barriers to and facilitators of engagement with mHealth support for opioid tapering. Using a combination of survey and interview methods to achieve these objectives, we also aim to elicit consumer perspectives to inform the design, content, and functionality of an mHealth intervention.

**Methods**

**Setting**

Participants were recruited from a private primary care practice in regional New South Wales and a public tertiary pain clinic in a metropolitan area in Australia between September 2019 and March 2020. The Human Research Ethics Committee of the Northern Sydney Local Health District approved the study (study 2019/STE00599).

**Inclusion and Exclusion Criteria**

Eligible participants were those who were aged >18 years, were living with CNCP (pain persisting for ≥6 months), had been taking opioid medications for chronic pain for >3 months, and voluntarily commenced or planned to commence opioid tapering. Exclusion criteria included a history of opioid use...
disorder, major psychiatric conditions, insufficient English proficiency, or inability to provide informed consent. Patients with comorbid opioid use disorder were excluded from the study because the challenges faced by these patients when tapering are potentially more complex, requiring greater medical management, and the needs of this group are not necessarily shared by most patients tapering opioids for chronic pain [36].

**Design and Procedure**

Data for this study were collected as part of a larger investigation into the experience of tapering in patients with CNCP. Patients who met the inclusion criteria were asked if they would be interested in hearing about the study. A researcher (AGM) contacted interested patients to obtain their informed consent to participate. Participants completed a very brief survey before or within the first few weeks of voluntarily tapering prescription opioids. Participants were later (during the first three months of their taper) interviewed (by AGM) and asked to elaborate upon their survey responses. A total of 2 independent researchers (MRM and CEAJ) analyzed the survey and interview data.

**Survey**

The survey was designed to gather descriptive data on the sample of participants’ use of mobile phone technology (specifically SMS text messaging, apps, and health apps) and level of interest in engaging with mHealth support for opioid tapering (Multimedia Appendix 1). Specifically, participants were asked to respond to 2 key questions using a 5-point scale (1=no interest at all and 5=very interested): “How interested are you in receiving text messages with informative and supportive content while reducing your opioid medication?” and “How interested are you in using an app designed to support you in reducing opioid medication?” The survey also recorded demographic and clinical data, including age, gender, education, relationship status, employment status, pain duration, and duration of opioid use.

**Interview**

Semistructured interview questions were designed to further explore patterns of mobile phone and app use among participants in this cohort (eg, “How often do you use your phone?” and “At what times of day do you typically use your phone?”), identify reasons why participants expressed an interest or lack of interest in mHealth support for opioid tapering (eg, “You’ve said you would prefer SMS-based support over app-based support. Why is that?”), elicit participants’ preferences for the form and content of an mHealth intervention (“Do you have any thoughts on what kind of information would be helpful?” and “What advice would be helpful for someone who was about to taper their opioid medication?”), and explore potential barriers to and facilitators of engagement with mHealth support for opioid tapering (eg, “Why do you feel it would not be helpful for you?” and “Is there a time of day you might be more or less likely to look at it?”). An interview guide was prepared as a prompt for interviewers to focus their discussion on issues pertinent to the aims of the study (Multimedia Appendix 1). However, interviewers were trained to use open-ended questions in response to participants’ answers to the stem questions to encourage elaboration (eg, “Tell me more about why you think you would not be interested in this sort of app?”). Data saturation was reached when participants no longer had additional perspectives to share when prompted on the semistructured interview items or open-ended follow-up questions.

**Participants**

A total of 21 participants were recruited for this study. Participants were recruited until sample heterogeneity was achieved in terms of age, tapering experience, gender, education level, employment status, health care setting, pain duration, and opioid use duration. One participant withdrew from the study after completing the survey but before being interviewed for this study (discontinued tapering). Overall, 62% (13/21) of participants were recruited from a tertiary pain clinic, and 38% (8/21) of participants were recruited from primary care. Table 1 provides the demographic and clinical characteristics of the sample, including age, education, relationship status, employment status, pain duration, opioid medication duration, and oral morphine equivalent daily dose before tapering.

Most participants (17/21, 81%) reported prior experience with opioid tapering. Tapering experience was variable, including tapering from a very high dose to a moderate dose, with subsequent tapering to further reduce the dose. Others had successfully reduced or discontinued opioid medications in the past but had resumed opioid use after an accident or injury and were motivated to taper again. Participants were not recruited for this study based on their mHealth use or level of comfort with digital technology.
Table 1. Participant characteristics (N=21).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>55 (12.26; 29-83)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (52)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (48)</td>
</tr>
<tr>
<td>Recruitment setting, n (%)</td>
<td></td>
</tr>
<tr>
<td>Tertiary pain clinic</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Primary care</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Vocational training</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>7 (33)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Data missing or not reported</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Married</td>
<td>10 (48)</td>
</tr>
<tr>
<td>In a relationship</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Data missing or not reported</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Unemployed or not working</td>
<td>16 (78)</td>
</tr>
<tr>
<td>Data missing or not reported</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Pain duration (years), mean (SD; range)</td>
<td>13 (9.6; 0.25-30)</td>
</tr>
<tr>
<td>Duration of opioid treatment (years), mean (SD; range)</td>
<td>9.3, (7.5; 0.25-30)</td>
</tr>
<tr>
<td>Oral morphine equivalent daily dose (mg), mean (SD; range)</td>
<td>150 (229.29; 20-1080)</td>
</tr>
</tbody>
</table>

Data Analytic Technique

Interview data were audio recorded and then transcribed verbatim into NVivo 12 (QSR International), a software platform for the qualitative coding and analysis of data [37]. A total of 2 researchers (MRM and CEAJ) conducted a mixed inductive-deductive thematic analysis. Thematic analysis was chosen as it provides a stepwise procedure for identifying the key features of a qualitative data set and is an appropriate methodology when there are clear research questions [37]. Furthermore, the data were considered to be generally of a manifest nature, in that the literal interpretations of the responses were deemed to accurately reflect the participants’ perspectives. Interview excerpts were coded, and initial themes were identified. The researchers independently completed conceptual mapping and thematic grouping of the data and collaboratively identified emergent higher-order themes and subthemes. The findings were discussed with a wider research group, in particular, as other members of the team had conducted the interviews and confirmed that accurate interpretation of results was imperative. Participants were not asked to review the results, as interview data were not of a complex phenomenological nature, and as such, it was considered that participant responses were reasonably clear and straightforward to interpret.

Results

Survey Results

All participants (21/21, 100%) reported using a mobile phone. Most participants (17/21, 81%) reported using mobile apps, including health and wellness apps (10/21, 47%). Overall, 81% (17/21) of participants reported being interested or very interested in SMS text messaging support for opioid tapering, and 71% (15/21) reported being interested or very interested in app support for opioid tapering (Table 2).
Table 2. Survey results.

<table>
<thead>
<tr>
<th>Survey item and response option</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use a mobile phone</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>21 (100)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Interest in SMS text messaging support for opioid tapering</strong></td>
<td></td>
</tr>
<tr>
<td>Not interested at all</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not interested</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Neither interested nor disinterested</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Interested</td>
<td>16 (76)</td>
</tr>
<tr>
<td>Very interested</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Use of mobile apps</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (81)</td>
</tr>
<tr>
<td>No</td>
<td>4 (19)</td>
</tr>
<tr>
<td><strong>Use of health and wellness apps</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10 (48)</td>
</tr>
<tr>
<td>No</td>
<td>9 (43)</td>
</tr>
<tr>
<td><strong>Interest in app support for opioid tapering</strong></td>
<td></td>
</tr>
<tr>
<td>Not interested at all</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Not interested</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Neither interested nor disinterested</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Interested</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Very interested</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Missing responses</td>
<td>2 (9)</td>
</tr>
</tbody>
</table>

**Interview Results**

**Patterns of Mobile Phone Use**

During interviews, participants revealed that they most commonly used their mobile phones to communicate with others and did so via phone calls, SMS text messaging, and apps (eg, WhatsApp and Facebook Messenger). Participants reported using apps, including internet browsers, calendars, web-based booking platforms, games, banking, news, and social media. One participant reported using apps to record and listen to sessions with a psychologist for pain management support. The frequency of phone use varied. Participants indicated that they had access to their phones all the time (“They’re kind of attached to you,” P18, male, 41 years, pain clinic, regional area), even if they did not always use them (“It’s just for emergencies,” P13, male, 51 years, pain clinic, metropolitan area). Some participants reported using their phones mostly in the morning, whereas others reported more frequent phone and app use in the afternoons and evenings. One participant attributed reduced phone use in the morning to pain- and medication-related issues: "I struggle to get out of bed in the mornings because I don’t sleep well and that’s generally the point of time where the medication has worn off from the night before." [P18, male, 41 years, pain clinic, regional area]

**Interest in mHealth Support for Tapering**

The proposed delivery of support via SMS text messaging or an app was perceived generally as positive: "I think just getting the support no matter what form it is in is helpful." [P08, female, 32 years, pain clinic, metropolitan area]

Some participants reported that electronic delivery of motivation and encouragement would be welcome: "I think any form of motivation is helpful." [P10, male, 64 years, pain clinic, metropolitan area]

A primary benefit of an mHealth intervention reported by participants was increased access to support for opioid tapering during periods when other services were not available (ie, out of office hours): "That’s where messages are going to work well...these [worries] can [come] at two in the morning and you need a response...It can be an automated thing." [P01, male, 60 years, pain clinic, regional area]

One participant reported that an mHealth intervention would be beneficial as she had “nobody checking in to see how I am” over the Christmas period:
I think the mobile system would be good for that because it feels like you have some way of reaching someone or some way of someone reaching you to check in. [P08, female, 32 years, pain clinic, metropolitan area]

Although participants were, in general, interested in using SMS text messaging–based or app-based support for opioid tapering, they also expressed a strong preference for clinician-delivered support either face-to-face or over the phone:

I like being able to I guess just talk...I tend to kind of ignore my texts sometimes if I’m busy. [P12, male, 46 years, pain clinic, metropolitan area]

No I think it’s better to talk to somebody...No, I’d sooner talk over the phone. [P11, female, 83 years, primary care, regional area]

I think the phone call thing is better than any social media, better than anything you just type in or anything because it’s human. [P04, male, 57 years, pain clinic, metropolitan area]

There were concerns about how this would be interpreted if it was clear that the support was computer delivered:

If it’s just a text message, I’m not dumb, I know it’s just a computer sending it. If it gets sent out the same time every day, it’s a computer sending it. [P06, female, 59 years, pain clinic, metropolitan area]

Participants reported some skepticism that automated messages would feel genuine:

If I think I’m getting just some random “great you’re doing well” and I know it’s been automatically generated, I probably wouldn’t be that tickled by it. [P02, female, 61 years, pain clinic, metropolitan area]

Participants who did not express an interest in an mHealth intervention to support opioid tapering reasoned either that they had a strong desire for face-to-face support (“I think personally you need to be human to human,” P21, male, 53, primary care, regional area) or a preference for alternative sources of information and support:

I would probably prefer just reading information or just talking to someone before using an app. If there was a web page, I’d probably be likely to use the web page more. [P02, female, 61 years, pain clinic, regional area]

However, one participant reported a preference for SMS text messaging rather than a phone call or face-to-face check in:

The text messaging I think would be really good because the thing that probably scares me most is to speak to someone about it. [P08, female, 32 years, pain clinic, metropolitan area]

Preferences for mHealth Design and Functionality

In line with the preference for face-to-face and nonautomated services outlined earlier, several participants recommended that an option for personal follow-up be built into the service:

I think the mobile system would be good for that because it feels like you have some way of reaching someone or some way of someone reaching you to check in. [P08, female, 32 years, pain clinic, metropolitan area]

Most participants did not express a strong preference for either SMS text messaging–based or app-based support. Participants who expressed a preference for SMS text messaging–based support indicated a higher level of familiarity with text messaging:

I can use [SMS] easier...because I don’t use my phone much for that sort of thing [apps]. [P09, male, 61 years, primary care, regional area]

Participants who expressed a preference for app-based support reasoned that apps may provide access to more content:

I’m guessing inside that app there would be probably more information than in the texts. [P18, male, 41 years, pain clinic, regional area]

One participant stated that, although they were willing to read texts, they did not like to respond to them:

I just hate texting. [P16, female, 46 years, pain clinic, metropolitan area]

Recommended Content of mHealth Support

Participants provided recommendations for content that they believed would be helpful in an mHealth intervention. Specifically, they expressed interest in receiving information about pain management during flare-ups and about withdrawal from opioid medications (informational support and reassurance) and messages of encouragement, motivation, and validation (socioemotional support and reassurance).

Several participants expressed a desire for information related to pain self-management strategies:

I think it would be really useful to have maybe different things on there like techniques to help. “If you’ve got really bad pain, why don’t you try this?” [P08, female, 32 years, pain clinic, metropolitan area]

I think it would be nice to have like an app or texting or whatever that did embody like the mindfulness and the meditation and the feedback, so it’s all in one place. [P20, female, 63 years, pain clinic, metropolitan area]

It’s about thought and relaxation...thought management. [P03, female, 29 years, pain clinic, regional area]

One participant recommended tailoring the information to reflect the user’s stage of tapering to reassure them that what they were experiencing was normal:

Maybe “You’re on week 4 of your taper and you’re on this dose. Be mindful that you may experience this, this, and this.” So, give them a bit of warning. And “good ways to deal with those things are...” Then people know that they’re normal. Once people go “oh okay this is normal,” you take the fear out of it. [P08, female, 32 years, pain clinic, metropolitan area]
Another participant agreed that knowing what to expect, particularly with regard to withdrawal symptoms, would be empowering:

> I didn’t know what to expect. I thought it might just get worse and worse and worse for weeks. If I just had a time frame and it might be different...If I had been warned that you could get constipation and you’ll need to take precautions. [P02, female, 61 years, pain clinic, regional area]

A number of participants commented more generally on the importance of social support when tapering, either from friends and family, a group within a treatment program, or clinicians. One participant recommended integrating electronic social support for patients who were tapering their opioid medication:

> If you can push for a forum or something, I think that would be awesome. [P16, female, 46 years, pain clinic, metropolitan area]

Participants’ views regarding the acceptability of mHealth interventions for opioid tapering were influenced by factors such as the frequency of the messages and pattern of delivery. One participant preferred receiving messages at night (“Probably early evening just as you’re winding down, to help me to wind down properly,” P04, male, 57 years, pain clinic, metropolitan area), whereas another was concerned about receiving too frequent or too repetitive messages. Their suggestion to counter this was for the digital service to be responsive to the needs of the user:

> So maybe there is a text that’s in response to a word we send out. Like we need some affirmation...It could be geared to that more. [P01, male, 60 years, pain clinic, regional area]

**Potential Barriers to and Facilitators of mHealth Engagement**

Several participants described perceived barriers toward phone-based digital interventions including limited phone reception or access to internet:

> I don’t have Wi-Fi. I can’t afford it. [P06, female, 59 years, pain clinic, metropolitan area]
> I don’t think my old phone will support it. [P14, male, 56 years, primary care, regional area]

Some participants spoke about vision impairment:

> I use glasses and my phone is a very cheap phone. If it’s in the middle of the day I can’t read them. [P14, male, 56 years, primary care, regional area]
> For the older ones they can’t see stuff on their phone properly. [P16, female, 46 years, pain clinic, metropolitan area]

Some participants reported that low confidence in using mobile devices and apps may be an obstacle to engagement with app-based interventions:

> No, I wouldn’t know how [to use apps]...I’m not tech savvy. [P09, Male, 61 years, primary care, regional area]

Relatively, some participants suggested that ease of use and simplicity of content would facilitate engagement:

> If it’s not too time consuming and it’s not complicated...your average person isn’t [so tech savvy] so it can’t be complicated. [P05, female, 58 years, pain clinic, metropolitan area]

At the same time, one participant suggested that their confidence in using mHealth interventions could be improved if provided with technical support (P20, female, 63 years, pain clinic, metropolitan area).

Participants in the study had varying levels of familiarity and experience with pain self-management strategies, and one participant suggested that it may be difficult to engage with digitally delivered pain self-management advice if one is not already experienced in using them:

> You don’t go driving on your own for the first time. You have to get the license. You need your lessons first...I would hate to have to do this [pain self-management] and not know how. [P01, male, 60 years, pain clinic, regional area]

Participants predicted that their level of interest and engagement with mHealth support may fluctuate over the course of their taper depending on their mood, pain, and state of mind:

> Whether I looked at it or not would depend I guess on my mood—how I’m feeling, where I am. [P18, male, 41 years, pain clinic, regional area]
> At the time you receive it you mightn’t be that open to it but in a few hours’ time when you’re starting to struggle a bit or the next day it may be something you open up again and read through. [P10, male, 64 years, pain clinic, metropolitan area]

Whether the content was automated, personalized, and integrated with face-to-face treatment was identified as a potential barrier to engagement. Participants were concerned that receiving impersonal (automated and standardized) messages may not have the same impact as receiving individualized messages from a person in real time:

> The text message, in reality that’s still a computer sending it, there’s not someone at the end of it that’s sending it. I don’t know whether it would just get irritating after a while because I know nothing is going to come of it, like there is no one at the other end. Or whether it would just jolt me out of feeling sorry for myself or something. I guess it depends how it’s worded. [P06, female, 59 years, pain clinic, metropolitan area]

**Discussion**

**Principal Findings**

The results revealed that all participants owned and used mobile phones. Most participants reported using smartphone apps. The majority of participants expressed interest in SMS text messaging–based and app-based support for tapering prescription opioids. Mostly, participants held no strong preference for either SMS text messaging or app support.
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Variables potentially influencing acceptability included message simplicity, messaging frequency, time of delivery, responsibility to user needs, individual stage of tapering, and mental state. There was a strong preference for clinician-delivered, individualized, real-time support over automated and standardized mHealth support. At the same time, however, a perceived benefit of mHealth was increased accessibility of opioid tapering support. Content recommendations included pain self-management and opioid withdrawal information as well as encouragement, motivation, and validation. Perceived barriers included limited phone or internet reception and low confidence in using mobile devices and apps. These results suggest that SMS text messaging–delivered or app-delivered support may be acceptable, feasible, and even helpful to individuals living with CNCP who are tapering opioids. However, participants identified a number of barriers to engagement that may be critical to address in the development of such an mHealth intervention.

**Implications for Design and Functionality**

mHealth interventions are typically delivered via an app or SMS text messaging. Participants identified barriers such as access to technology, mobile reception, internet connectivity, vision impairment, and low confidence in using apps. Most of these obstacles can be overcome by using an SMS text messaging–based intervention rather than an app-based intervention. SMS text messaging–based interventions are very simple and easy to use and do not require an internet connection, and messages tend to be shorter and therefore less burdensome to read.

Participants suggested a number of factors that might influence engagement with mHealth interventions for prescription opioid tapering. In particular, participants expressed a desire to continue to receive care from their health care provider, pointing to the importance of ensuring that mHealth interventions are used as an adjunct to, rather than a replacement of, the patient-provider communication. Relatedly, some participants expressed concern that support received via text messages would feel impersonal or ingenuine. In response to this (common) concern, many mHealth interventions now personalize SMS text messaging content by, for example, addressing users by their preferred name or by tailoring messaging to the interests of the user (eg, “Hi Sam, doing things we enjoy helps us to feel good, so we feel less pain. Make plans to go for a hike, or perhaps meet a friend for coffee.”) These personalization strategies have been found to increase engagement with mHealth interventions [21,38].

Participants also indicated that their engagement with text messages may fluctuate and suggested that flexible message dosing—the ability to change the frequency of messages they receive depending on their mood, symptoms, coping, and need—may enhance the acceptability of an mHealth intervention for opioid tapering. It was also suggested that responsibility—the ability to request support on demand—would enhance the acceptability of an mHealth intervention. These concerns are not uncommon, and research suggests that user engagement can be enhanced by allowing users a degree of control over the frequency of messages they receive, either up front (initially) or after a standardized loading dose [21].

Another method of tailoring the frequency of messages to user demands is to allow users to text prompts to the program when they wish to receive a message. The content of on-demand messages can be determined by the user based on established keywords. For example, in response to texting *pain*, the user might receive a message offering pain coping strategies (eg, “breathe in slowly to a count of four, breathe out for six”) or informational reassurance (eg, “pain may flare up for many reasons—not necessarily due to tapering”). This functionality is common and feasible in mHealth technology [28,30].

**Implications for mHealth Intervention Content**

Participants made 2 key recommendations for the content of an mHealth intervention to support people similar to them who were tapering opioids that were prescribed for CNCP. First, they recommended that users would benefit from messages about chronic pain management, opioid tapering, and strategies for coping with pain and withdrawal symptoms. This perspective concords with research demonstrating the positive association between giving patients informational or cognitive reassurance and pain management outcomes. The results of a systematic review found that patients who were provided with an explanation for their pain condition and reasons for their treatment advice experienced less distress and showed greater symptom improvement [39,40].

At the same time, however, participants also noted that it may be difficult to understand and engage with information about coping with pain and symptoms of withdrawal via text if one does not already have some familiarity with these concepts. This concept is in line with previous research that demonstrated reduced opioid medication use in a group of patients who received automated telephone voice messages following an 11-week group pain management program [34]. This highlights the value of mHealth reminders in using prelearned skills. This perspective also aligns with research demonstrating that people are more likely to remember messages that are familiar and messages that they agree with [41,42]. People tend to ignore information they do not understand or that conflicts with their existing beliefs and attitudes [43]. Hence, engagement with informational messages may require users to first have foundational pain and opioid tapering education covering concepts such as “what is pain?,” “how is pain managed?,” “reasons for tapering opioids,” and “what to expect.” Although there is some evidence that SMS text messaging–based mHealth support alone may reduce pain intensity and opioid use after surgery [35], it is likely that a pre-educational video would be of benefit [33].

Participants also suggested that messages offering social or emotional support may be beneficial and expressed a need for encouragement and validation. This is consistent with research demonstrating that validation—having one’s feelings and experience acknowledged without judgment—significantly reduces distress, elevates positive mood, and increases pain tolerance [44]. It is theorized that by reducing the levels of physiological arousal, validation sets the stage for behavior change [45]. Hence, the inclusion of messages of validation and...
support for emotional distress in the content of an mHealth intervention may indirectly help to facilitate behavior change.

Limitations

A key limitation of this study is that participants reported their expectations of the feasibility and acceptability of mHealth interventions to support prescription opioid tapering rather than their actual experiences with an mHealth intervention. Likewise, the experience of tapering that an individual participant had, both their previous experiences of tapering and the stage of tapering when they were interviewed, may have influenced their responses regarding perceptions toward mHealth support. It is possible that participants’ expectations are not congruent with their experience [46], and future research will be needed to evaluate the experience of using mHealth to support prescription opioid tapering in people with CNCP. However, as a first step, the results of this study suggest that in our sample of people living with chronic pain who have been on long-term opioid therapy, there is an interest in piloting this mHealth intervention to support them in their efforts to taper prescription opioids.

We acknowledge that the interview guide contained prompt questions that were closed ended (eg, “Would you be interested in receiving SMS messages with informative and supportive content when you are reducing your opioid medication?”). Although interviewers were trained to follow up any closed-ended questions with an open-ended question, it is possible that closed-ended or leading questions may have biased patients’ responses.

This study was conducted within the context of a larger study, which determined the sample size of this study. Certainly, the results of our descriptive (quantitative) survey would be strengthened with further sampling. However, the goal of qualitative data collection was to canvas a variety of perspectives on mHealth support for opioid tapering rather than to evaluate the proportion of people living with chronic pain who share certain perspectives. For this purpose, our sample size was adequate.

This study was conducted before the COVID-19 pandemic in Australia. As a result of the pandemic and associated social distancing measures, Australians have become more familiar with digital health technologies (ie, telehealth). It is possible that in the interests of maintaining social distancing and leveraging some of the efficiencies of digitally delivered health care, Australians may be more willing to engage with digital health interventions now more than ever.

Future Directions

The results of this study will be used to inform the development of a user-centered mHealth intervention to support people who are tapering prescription opioids for CNCP. Consistent with the existing guidelines for the development of mHealth interventions, the next stage of our research will involve co-designing and testing of intervention content (messages) in partnership with clinical experts as well as end users [38]. Table 3 summarizes the key findings regarding barriers to and facilitators of patients’ engagement and suggests implications of the design, content, and functionality of an mHealth intervention to support prescription opioid tapering.
Table 3. Summary of perceived barriers to and facilitators of patients’ engagement with implications for mobile health design, functionality, and content.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Implication</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Barriers to engagement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet access</td>
<td>Functionality</td>
<td>SMS text messaging–based intervention may be more feasible than app-based intervention for this population</td>
</tr>
<tr>
<td>Access to smartphone technology</td>
<td>Functionality</td>
<td>SMS text messaging–based intervention may be more feasible than app-based intervention for this population</td>
</tr>
<tr>
<td>Digital literacy or confidence in using SMS text messaging versus apps</td>
<td>Design and functionality</td>
<td>SMS text messaging–based intervention may be more feasible than app-based intervention for this population</td>
</tr>
<tr>
<td>Vision impairment</td>
<td>Design</td>
<td>SMS text messaging–based intervention may be more feasible than app-based intervention for this population</td>
</tr>
<tr>
<td>Reservation about app use</td>
<td>Design</td>
<td>SMS text messaging–based intervention may be more feasible than app-based intervention for this population</td>
</tr>
<tr>
<td><strong>Facilitator of engagement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintaining contact with health care provider</td>
<td>Functionality</td>
<td>Communicate to users that the purpose of the intervention is to provide support in addition to that delivered by the health care provider</td>
</tr>
<tr>
<td>Fluctuating dose (support) needs</td>
<td>Design</td>
<td>User controls frequency of messaging after an initial standardized dose</td>
</tr>
<tr>
<td>Fluctuating content needs</td>
<td>Functionality</td>
<td>User can request support with specific issues by texting keywords to the server (eg, “crave,” “anxious,” or “pain”)</td>
</tr>
<tr>
<td>Familiarity with pain management strategies</td>
<td>Design</td>
<td>Standardized pre-education may be needed to ensure that patients have a basic understanding of pain management and reasons for opioid tapering before they receive supportive messages</td>
</tr>
<tr>
<td>Desire for individualized care</td>
<td>Functionality and content</td>
<td>Personalization of SMS text messaging content. Use of name and message tailored to demographic details of user</td>
</tr>
<tr>
<td>Predictability</td>
<td>Functionality</td>
<td>Variability in the time of day the messages are sent can increase attention and engagement</td>
</tr>
<tr>
<td>Socioemotional reassurance</td>
<td>Content</td>
<td>Validating message content that aims to normalize concerns that participants may have in their tapering (eg, “It’s natural to worry about pain increasing”)</td>
</tr>
<tr>
<td>Informational reassurance</td>
<td>Content</td>
<td>Informational message content to educate on nonopioid pain management (eg, “opioids are proven to relieve acute pain but not chronic pain”)</td>
</tr>
</tbody>
</table>

**Conclusions**

The results of this study indicate that patients with CNCP expressed interest in engaging with an mHealth intervention to support prescription opioid tapering. Interviews with this diverse group of potential users revealed barriers to feasibility and acceptability to be addressed and offered insights into factors that may increase engagement with this mHealth intervention. Future research will evaluate whether mHealth interventions improve patients’ confidence in their ability to manage their pain and maintain their quality of life while tapering opioid medications.
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Abstract

Background: Crowding can negatively affect patient and staff experience, and consequently the performance of health care facilities. Crowding can potentially be eased through streamlining and the reduction of duplication in patient history-taking through the use of a digital symptom-taking app.

Objective: We simulated the introduction of a digital symptom-taking app on patient flow. We hypothesized that waiting times and crowding in an urgent care center (UCC) could be reduced, and that this would be more efficient than simply adding more staff.

Methods: A discrete-event approach was used to simulate patient flow in a UCC during a 4-hour time frame. The baseline scenario was a small UCC with 2 triage nurses, 2 doctors, 1 treatment/examination nurse, and 1 discharge administrator in service. We simulated 33 scenarios with different staff numbers or different potential time savings through the app. We explored average queue length, waiting time, idle time, and staff utilization for each scenario.

Results: Discrete-event simulation showed that even a few minutes saved through patient app-based self-history recording during triage could result in significantly increased efficiency. A modest estimated time saving per patient of 2.5 minutes decreased the average patient wait time for triage by 26.17%, whereas a time saving of 5 minutes led to a 54.88% reduction in patient wait times. Alternatively, adding an additional triage nurse was less efficient, as the additional staff were only required at the busiest times.

Conclusions: Small time savings in the history-taking process have potential to result in substantial reductions in total patient waiting time for triage nurses, with likely effects of reduced patient anxiety, staff anxiety, and improved patient care. Patient self-history recording could be carried out at home or in the waiting room via a check-in kiosk or a portable tablet computer. This formative simulation study has potential to impact service provision and approaches to digitalization at scale.

(JMIR Form Res 2021;5(5):e26402) doi:10.2196/26402
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Introduction

Background

Crowding in health care facilities occurs when the number of patients seeking care exceeds the care facility’s capacity in a given time period. Long queues of patients can lead to delayed care delivery, increased health risk for urgent cases, higher rates of hospital-borne infections, increased stress, and avoidable staff burden [1,2]. Crowding has also been associated with increased occurrence of preventable medical errors and with negative effects on clinical trial outcomes [3-5]. Many studies
have shown that crowding in emergency departments (EDs) lowers satisfaction of patients [6], increases stress on staff, leads to less adherence of staff to guidelines, leads to less rapport between patients and health care professionals, and ultimately to a less “soft” interaction between patients and health care professionals [7]. Health care system performance can be measured in terms of patients’ waiting time and quality of the service, among other variables such as cost [8]. One method that can help analyze the performance of the whole system is patient flow modeling, which can aid decision-making in planning capacity, resources, and appointment scheduling [9].

Methods to improve the flow of health care delivery include eliminating unnecessary and duplicate activities, performing activities in parallel, and identifying alternative process flows [9]. History-taking and recording of patients’ symptoms by skilled health care professionals are often duplicated activities during triage and treatment in both urgent care centers (UCCs) and EDs [10].

Redundancy in data capture has been reported to reduce the quality of patient care [11], and a resultant practice recommendation was to take steps to resolve this issue. Similarly, a clinical study of randomly selected practices found that repetitive clinical notes can hinder coordination of patient care between health care professionals [12].

In the ED setting, a waiting room–based patient self-symptom and history-taking app (Ada Health, Germany) facilitated patient-to-health care professional communication, and triage nurses perceived this app as also having a workflow benefit by saving time [13]. The tool uses a probabilistic reasoning engine to collect demographic information, medical history, and symptoms. In a previous usability study, 97.8% (511/522) of patients found the symptom-taking system easy to use in the primary care waiting room [14]. A clinical vignette study showed that the system’s reasoning engine has similar levels of coverage, accuracy, and safety as human general practitioners [15], which is important for gathering comprehensive primary care histories. Symptom-taking and assessment tools from other providers have been judged by patients to provide useful diagnostic advice and to be easy to use [16,17]. However, the potential workflow benefits that might be experienced by using this tool in a more urgent setting remain unclear.

The term UCC can refer to several types of services, including walk-in centers, minor injury units, and urgent treatment centers, all with different levels of service [18-21]. As modeled in this study, a typical UCC is led by a physician (general practitioner), is open every day of the week, and is equipped to diagnose and treat common ailments. In the United Kingdom, this type of unit is known as an “urgent treatment center” [22]. Most prior research on triage, waiting, and consultation time distributions has been carried out in primary health clinics [23-25] or the ED [26-29]; thus, relatively little, with the exception of one study [30], has been reported for UCCs.

System Simulation for Workflow Efficiency

We used a system simulation approach to understand the potential UCC flow and efficiency effects of a patient self-symptom and history-taking app. We specifically tested the hypothesis that waiting times and crowding in a UCC could be reduced through the introduction of a digital history-taking tool, and that system efficiency would be greater with use of the tool than through the addition of staff.

Methods

Simulation Development

We compared a scenario in which there was no patient self-system and history-taking tool to a scenario in which every patient entering the UCC waiting room had used the tool. Patient usage of the tool could be either: (i) at home (using a webpage or phone app); (ii) using check-in kiosks in a colocated ED waiting room, before fast-track redirection to the associated UCC; or (iii) using check-in kiosks at the UCC. In each case, it was modeled that the assessment report’s questions, answers, demographics, and symptoms would be transferred to the UCC’s electronic medical record system.

Parameter Development: Clinical Setting

We simulated a typical UCC in the first 4 hours of its opening. At the start of the patient journey (see Figure 1), a triage nurse assesses the symptoms of the patient. The patient then visits the doctor and then either visits the examination/treatment room (with probability λ) or is discharged (with probability 1 – λ). If a patient visits the examination/treatment room, they are either redirected to the doctor for further investigations (with probability ω) or discharged (with probability 1 – ω). Triage duration, consultation duration, number of staff in service, and arrival rate of the patients all affect the patient flow in the UCC. The baseline scenario of staffing of the UCC was taken from previous reports [18-21], and professional experience of one author (SU) and another colleague (Adel Baluch, Medical Director, Ada Health GmbH) who have each worked for over 5 years in National Health Service general practices, UCCs, and EDs. We assumed that there were two triage nurses, two doctors, one nurse for examination/treatment, and one administrator responsible for discharge (Table 1). We simulated the effects of the history-taking tool on queue size, waiting time for triage nurses, idle time, and utilization of triage nurses and doctors. Waiting times were modeled based on data collected from the ED setting [26,27].
Figure 1. Illustration of the urgent care center, where patients arrive without any planned appointment. In the first step, a triage nurse runs a symptom assessment, and then patients are directed to the doctor. Depending on their situation, they may be examined/treated by another nurse and then discharged, sent back to a doctor, or discharged immediately by administrative staff.

<table>
<thead>
<tr>
<th>Parameter Development: Time Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our model required a parameter for how much time could be saved through digital history-taking. A 2017 pilot implementation of a symptom app assessment in a busy (10,000 patients) UK primary care practice saved an estimated 1.9 minutes, as reported by doctors from over 300 primary care consultations (personal communication of unpublished pilot report, Dr. Vishaal Virani, Business Development &amp; Client Success Director, Ada Health GmbH). A 2019 pilot involving structured interviews with 5 ED clinicians who viewed the handover report produced by the app estimated a time saving between 4 and 6 minutes (personal communication by email of unpublished product development data, Joseph Wolanski, Ada Health GmbH). Finally, in an observational study, time savings in the ED were estimated in the range of 2.5-5 minutes by triage nurses and physicians [13]. Based on these data, a range of potential time savings were modeled in this study.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Setting Model Parameters: Crowding</th>
</tr>
</thead>
<tbody>
<tr>
<td>First, we simulated the flow with different arrival rates to cause crowding, defined as more than 5 patients waiting for staff. We simulated the patient trajectory starting with an arrival rate of 0.1 patients per minute. Solutions were found to reach stability after 5000 simulations.</td>
</tr>
<tr>
<td>An arrival rate of 0.2 patients per minute (ie, one new patient every 5 minutes) was used, as described in further detail in Multimedia Appendix 1.</td>
</tr>
<tr>
<td>To explore our hypothesis that crowding can be reduced through the addition of a digital tool, we simulated what-if scenarios. Alongside this, we varied staffing from the baseline settings, as our hypothesis recognized that crowding can also likely be reduced by provision of more staff. We measured queue status, waiting time for the triage nurse, idle time, and utilization of triage nurses and doctors. Waiting time was defined as the interval between patient readiness for nurse triage and the end of the triage consultation, excluding the consultation duration. Idle time was defined as the period when one or more health care professionals is unoccupied. Utilization was defined as the ratio of the time the health care professionals are occupied to the total simulated time. Based on the previous study [13], we used a range of time savings by the app for triage (2.5, 3, 3.5, 4, 4.5, and 5 minutes) and for consultation (1.5, 2, 2.5, 3, and 3.5 minutes) to parameterize the model. We simulated 33 scenarios, including the baseline setting.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistical Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>We used the package Simmer (version 4.4.0) [31], a process-oriented and trajectory-based discrete-event simulation (DES) package for R. Measures are reported after 5000 simulation runs as the overall mean and 95% CI, with the exception of utilization, which is reported as the median and IQR (as is standard in the DES package). The baseline case scenario was a UCC staffed with two triage nurses, two doctors, one treatment nurse, and one administrator responsible for discharge. We assumed that patient arrivals, triage, consultation, and discharge (all events in the patient flow through the UCC) follow a Poisson distribution and therefore the time interval distribution between all events follow exponential distributions. This approach stochastically models the variable duration of each event, including the variable patient-to-patient time-saving potential of the symptom and history report.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect of Additional Staff</td>
</tr>
<tr>
<td>Table 2 shows how different staffing scenarios and use of the symptom and history-taking app could alter crowding.</td>
</tr>
</tbody>
</table>
Table 2. Effect of adding extra staff or using a digital symptom and history-taking app on queue sizes, idle time, and utilization of staff members, and patient waiting time for the triage nurse.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Queue size for triage nurses (number of patients), mean (95% CI)</th>
<th>Queue size for doctors (number of patients), mean (95% CI)</th>
<th>Idle time of triage nurses (minutes), mean (95% CI)</th>
<th>Idle time of doctors (minutes), mean (95% CI)</th>
<th>Utilization of triage nurses (%), median (IQR)</th>
<th>Utilization of doctors (%), median (IQR)</th>
<th>Waiting time for triage nurses (minutes), mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>8.47 (8.44-8.49)</td>
<td>5.44 (5.42-5.46)</td>
<td>13.99 (13.50-4.50)</td>
<td>24.10 (23.40-24.80)</td>
<td>96.9 (92.8-98.9)</td>
<td>93.3 (86.9-97.1)</td>
<td>34.05 (33.90-34.21)</td>
</tr>
<tr>
<td>Baseline + triage nurse + doctor</td>
<td>3.47 (3.46-3.48)</td>
<td>5.57 (5.55-5.58)</td>
<td>59.78 (58.63-60.94)</td>
<td>40.34 (39.55-41.13)</td>
<td>47.3 (31.3-66.2)</td>
<td>90.2 (84.8-94.5)</td>
<td>13.54 (13.46-13.62)</td>
</tr>
<tr>
<td>Baseline + digital tool (assuming minimum time saving)</td>
<td>6.29 (6.27-6.31)</td>
<td>6.82 (6.80-6.84)</td>
<td>22.74 (22.05-23.43)</td>
<td>19.32 (18.72-19.92)</td>
<td>94.4 (88.4-98.2)</td>
<td>94.4 (89.5-97.6)</td>
<td>25.44 (25.32-25.56)</td>
</tr>
<tr>
<td>Baseline + digital tool (assuming maximum time saving)</td>
<td>3.84 (3.82-3.85)</td>
<td>8.2 (8.17-8.22)</td>
<td>41.73 (40.80-42.6)</td>
<td>17.04 (16.54-17.53)</td>
<td>88.0 (79.1-94.7)</td>
<td>95.1 (90.5-97.9)</td>
<td>15.5 (15.48-15.64)</td>
</tr>
</tbody>
</table>

Addition of an extra nurse reduced the queue length for triage nurses by around 60% but led to an approximately 75% increase in the queue length for the doctors. Providing one additional doctor could reduce the number of patients waiting for doctors to a similar situation as the baseline case (see Figure S1 in Multimedia Appendix 1). Adding one extra triage nurse resulted in a 336% increase of triage nurses’ idle time and a 44% decrease of the doctor’s idle time as more patients would be transferred to consultation in a shorter time (see Figure S2 in Multimedia Appendix 1). Adding one extra doctor led to a 67% increase of the mean idle time of doctors (Figure S2 in Multimedia Appendix 1). In the baseline case, the median triage nurses’ utilization was 96.9% and adding one extra triage nurse reduced this value to 40.5% (Figure 2). The median utilization of doctors was consistently maintained at a level of 90% or above. Adding a triage nurse led to a 61.23% reduction in the average waiting time for triage nurses (see Figure S3 in Multimedia Appendix 1).
Figure 2. Utilization of triage nurses (A and B) and doctors (C and D) in percentage. A and C represent the idle time of the staff in scenarios where no app is used, which is the baseline case setting, and in scenarios with extra staff. B and D indicate the idle time of triage nurses and doctors in 30 different scenarios combining different time savings by the app in the triage and consultation processes. In B, the X-axis labels show triage time as the baseline triage time (TT) subtracted by time saved by the app (2.5, 3, 3.5, 4, 4.5, and 5 minutes). In D, the X-axis labels show the consultation time as the baseline doctor’s consultation time (DrT) subtracted by the time saved by the app (1.5, 2, 2.5, 3, and 3.5 minutes).

Effect of the Symptom and History-Taking App

Figure S1 in Multimedia Appendix 1 shows the impact of applying the symptom and history-taking app on the queue sizes of triage nurses and doctors in comparison to the baseline setting and the addition of extra staff. For the scenario where the time saved per patient by the app was modeled as 5 minutes, the time-saving impact of the app was equivalent to adding one triage nurse. Even when the app consultation time saving was modeled as 2.5 minutes per patient, this reduced patient queue length for triage by 25.73%. However, when nurse-led triage took less time per patient, the rate of flow to doctors increased.
with a consequent increase in doctors’ queue size (see Table S1 in Multimedia Appendix 2).

Idle and Utilization Time of Triage Nurses and Doctors

Longer triage times and shorter consultation times led to longer idle times for the doctors (Figure S2 in Multimedia Appendix 1). Assuming maximum app time saving, the triage nurses’ idle time almost doubled, whereas the doctors’ idle time was reduced by 30%. By contrast, assuming minimum app time saving, the average triage nurses’ idle time increased by about 62% and the average doctors’ idle time reduced by less than 20% (Table 2 and Table S2 in Multimedia Appendix 2). Median triage nurses’ utilization dropped only moderately, by about 9%, when modeling maximum app time savings. For minimum modeled app time saving, this drop in utilization was only 2.5%. Conversely, the median utilization of doctors was less dependent on the amount of time saved and was always above 93% (Figure 2, Table 2, Table S3 in Multimedia Appendix 2).

Waiting Time for Triage Nurses

The more time saved by the app, the less time the patient needed to wait for a triage nurse (Figure S3 in Multimedia Appendix 1). When maximum app time saving was modeled, waiting time for a triage nurse dropped by 54.88%. (Table 2 and Table S4 in Multimedia Appendix 2). When minimal app time saving was modeled, the waiting time for triage dropped by 25.28%.

Discussion

Principal Findings

We simulated patient flow of a UCC in three conditions: (a) baseline, (b) with extra staff, and (c) with a digital symptom-taking tool. The shortest queue size and waiting time for triage nurses were achieved with the provision of one extra triage nurse (ie, a total of three triage nurses) and one additional doctor (ie, a total of two doctors). However, this approach may not be feasible due to limitations of available staff and high costs. Therefore, we hypothesized that use of a symptom and history-taking app before the triage process could be another possible solution. These apps have the potential to improve the patient flow in health care facilities such as hospitals, primary clinics, EDs, and UCCs [7], where a long queue of patients not only places substantial pressure on the health care workers but also on patients.

Our results suggest that for all measured variables, the amount of time saved by the app is an important determinant of the patient waiting time and system efficiency improvement. We found an amplification of time efficiency, through which relatively modest time savings per patient consultation accrued into substantial reduction in queuing time overall. The shortest modeled time saving from the app (2.5 minutes per patient) reduced the patient waiting time for triage by 25.28% and the longest time modeled from the app (5 minutes per patient) led to a 54.88% reduction in patient waiting time for a triage nurse.

Although crowding can also be resolved by additional staff, the simulation suggested that simply adding triage nurses may be inefficient as additional staff are only required at the busiest times. A digital symptom tool that could save 5 minutes per patient led to a reduction in waiting time equivalent to employing one extra triage nurse. Adding a triage nurse would have lowered staff utilization from 88% to 40%.

Simulation for Improving Health System Efficiency

Simulation is an accepted and powerful method for hypothesis generation for the effects of new health care interventions on overall system efficiency. Simulation methods such as system dynamics, agent-based simulation, and discrete event simulation have gained substantial attention as helpful methods to tackle the complexities of analysis of patient flow in different areas. These applications include: (i) the detection of bottlenecks of the patient flow in health care facilities, (ii) optimizing flow management strategies such as scheduling and resource allocation rules, and (iii) estimating treatment cost in terms of the lengths of stay of patients [9,32,33]. Results of many simulation-based studies have already been implemented in real-world settings for better management of patient flow. One example evaluated scheduling, process flow, and resource levels in an oncology center [34], where the implementation of the changes proposed by the simulations resulted in improvement of the center’s system-wide performance. Another example applied the techniques explored here to a military outpatient primary care clinic. Simulation revealed a hybrid appointment/walk-in model for improving patient flow and optimized care provider utilization [35]. A final example applied a simulation model to identify factors contributing to flow blockage in an outpatient clinic, and its application led to significant improvements in real-life patient waiting time and physician utilization [36].

Comparisons to the Wider Literature

One of the principal reasons that patients choose to go to a UCC is that they perceive waiting times to be lower than those experienced in general practitioner clinics or in the ED [37]. However, we were unable to identify any time-series studies that reported waiting times or other clinical processes in UCCs, and there has been little systematic data gathering on UCC clinical efficiency [18]. There is more substantial health service delivery and clinical efficiency research for the ED setting [38]; although time-series studies have been performed, the length of recording clinical history and symptoms, and how much time can be saved through digital history-taking tools have not been reported with certainty. We found no studies investigating the benefit or performance of self-assessment with a digital assessment tool in the UCC; however, some studies have reported the potential of self-triage for optimizing flow in subsections of EDs or in primary care units. Investigation of a bilingual self-triage kiosk in a pediatric ED showed that the system enabled parents to provide symptoms and history faster and more accurately than routine nurse-led triage [39].

Unanswered Questions and Future Research

It is widely recognized that many promising digital innovations in health care are ultimately not adopted in practice, or are abandoned soon after limited local pilot utilization [40]. Often, it is not the limitations of the technology or difficulties in implementation that ultimately determine the success of the pilots and wider adoption, but rather the dynamic interactions
between many of these factors [41]. This study explored the potential effects of a patient digital symptom and history-taking tool on patient flow and queuing, but did not explore the wider implications of the technology for the quality-of-care delivery, patient experience, patient safety, or the working experience of health care staff. These interlinked phenomena will be addressed in future studies.

ED crowding is mainly caused by patients who do not require urgent treatment [5] but whose medical history must be documented, accounting for approximately 41% of ED doctors’ time [10]. Crowding also leads to interruptions, which impair history-taking and documentation, particularly for inexperienced junior physicians who are overstretched [5].

Future research (including simulation studies, clinical investigations, and technology rollouts) should seek to understand the potential of such tools in reducing documentation burden, facilitating fast tracking, increasing patient safety, improving documentation accuracy, and ultimately reducing crowding.

Strengths and Limitations

We used DES to simulate a queue of events. The choice of modeling technique, model structure, and parameter values limited the generalizability of the results as the nature of UCCs varies substantially [18]. In our model, we only considered a UCC without any planned appointments. We also assumed a first-in-first-out flow, irrespective of the urgency of treatment of individual patients. Patients and staff were all treated as passive, and we did not consider any ongoing learning that can influence patient and health worker interactions. We also assumed that there were enough digital devices available such that digital symptom assessment would not itself lead to another queue. We simulated 33 UCC setups, which were modified from a representative UCC baseline scenario (taken from experience and literature descriptions [18-21]) and cover a wide range of realistic UCC staffing scenarios. These 33 scenarios provide a balance between the range of real-world scenario coverage and study complexity, and also provide a reasonable basis of extrapolation of results. As UCCs vary substantially in terms of their staffing, resources, busyness, and layout, future studies should build on our results and simulate several real UCCs and include actual time measurements to substantiate the parameters.

We modeled under the assumption that the time spent taking history leads to a time saving for both the triage nurse and for the treating physician. One example from the literature highlights the level of duplication in a typical ED setting [10], where a history was taken by: (i) the triage nurse, (ii) clerking (student) physician, (iii) second clerking on transfer to the acute medical unit, (iv) at history review in the general ward round, and (v) at history retaking on admission to a specialty ward. In the ED setting, the retaking of clinical history provides no clinical benefit, with the history often recorded nearly verbatim to the previous history, as part of a recognized “futile clinical cycle” [10]. However, we acknowledge that in some cases, the histories taken by the triage nurse and the treating doctor have different purposes. We assumed that the information queried and the time spent in both cases overlapped to a large degree. Finally, we assumed that nurses and doctors could assess the recorded symptoms within their standard workflow.

Conclusions

This simulation showed that even a small reduction in the time taken to assess symptoms can lead to a substantial reduction in the time patients wait for triage nurses, which could in turn lead to reduced patient anxiety, lower staff anxiety, and improved patient care. Compared to baseline, the use of a digital symptom-taking tool shortened the average patient waiting time to the same extent as adding an additional triage nurse to the UCC, with the additional advantages of higher staff efficiency. Such approaches have the potential to streamline service provision and accelerate approaches to digitalization in urgent care settings.
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Abstract

Background: There is a need for medical education on health care transitions for youth with special health care needs. The Texas Transition Toolkit (the tool) supports providers through a one-stop shop for researching literature on care transitions, a catalog of care transition tools, and guides for developing care transition programs.

Objective: This study aims to assess the functionality and usability of the tool with providers working with transition-aged children and youth with special health care needs (representative users).

Methods: The tool was evaluated using a triangulated mixed methods case study approach consisting of a concurrent think-aloud phase, a satisfaction survey, and a survey of problem relevance and task performance to operationalize and capture functionality and usability. Our mixed methods deep dive into the functionality and usability of the tool focused on 10 representative users from one medical home in Texas and 5 website design experts.

Results: Representative users found the tool to be highly relevant, as demonstrated by the satisfaction score for relevance (138/150, 92%). According to the users, the tool provided comprehensive information related to health care transitions for youth with special health care needs, with a satisfaction score of 87.3% (131/150) for comprehensive. Overall satisfaction with the tool was high at 81.92% (1065/1300) with a cutoff score of 73.33% (953.4/1300) indicating high satisfaction, but users reported relatively lower satisfaction with search (114/150, 76%) and navigation (ease of use: 114/150, 76%; hyperlinks: 163/200, 81.5%; structure: 159/200, 79.5%). They experienced search- and navigation-related problems (total problems detected: 21/31, 68%) and, based on quality checks, had a relatively low task completion rate for tasks involving finding information (60/80, 75%), which required searching and navigation. The problems identified around search and navigation functionality were relevant (relevance scores ranging from 14.5 to 22, with a cutoff score of 11.7 indicating relevance).

Conclusions: The tool may help bridge the gaps in training on health care transitions for youth with special health care needs in US medical education. The tool can be used to create structured protocols to help improve provider knowledge, collaboration across pediatric and adult care providers, and the continuity of care as youth with special health care needs transition from pediatric to adult care. The results provided a road map for optimizing the tool and highlighted the importance of evaluating eHealth technologies with representative users.

(JMIR Form Res 2021;5(5):e22915) doi:10.2196/22915
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Introduction

Background

Pediatric to adult health care transitions are a health promotion priority for youth with special health care needs in the United States [1]. Youths with special health care needs have chronic physical, developmental, behavioral, or emotional conditions that require health care and other services beyond typical use [2]. These youths need a higher level of well-coordinated health care, often across multiple providers and specialty types, to realize optimal health and wellness [3,4]. Common conditions among youth with special health care needs include a range of diagnoses that necessitate an even broader range of types and intensities of health care transition support. Diabetes, sickle cell disease, autism, and spina bifida are examples of the diversity of diagnoses among youth with special health care needs. They may need differing care transition support for a variety of aspects of their health care, such as medication management, health status monitoring, physical therapies, and behavioral therapies.

An estimated 5 million youths with special health care needs in the United States are between 12 and 17 years old—the transition age, during which health care transition planning should begin [5]. Seamlessly moving from pediatric to adult health care is a critical aspect of transitioning from childhood to adulthood for youth with special health care needs, and structured pediatric to adult care transition programs are associated with positive outcomes [6-8]. Without appropriate health care transition services, youths with special health care needs are vulnerable to adverse outcomes, such as loss of continuity of care [9,10], preventable morbidity, emergency department visits, and hospital visits [11,12].

Pediatric to adult health care transitions should be characterized by having an organizational policy in place that supports care transitions, developing tracking and monitoring processes that follow youths with special health care needs as they transition, assessing youth transition readiness, and transferring care [13]. According to the care transitions consensus statement by the American Academy of Pediatrics, the American Academy of Family Physicians, and the American College of Physicians, providers who care for youth with special health care needs should “(1) understand the rationale for transition from child-oriented to adult-oriented care; (2) have the knowledge and skills to facilitate that process; and (3) know if, how, and when transfer of care is indicated” [14]. It is also vitally important for health care institutions to have organizational policies that support care transitions at the pediatric and adult care levels. The adult team is crucial in supporting care engagement post transfer of care, but much of the emphasis is placed on the pediatric team.

Most youths with special health care needs do not receive adequate care transition services. Across the United States, only 17% of youths with special health care needs received appropriate care transitioni ng support [15], and access to health services decreased as the youths aged into adulthood [16]. Lack of adequate care transition support may be exacerbated by barriers to care. Although many barriers to care transitions exist for youth with special health care needs, providers also experience barriers to providing care transition services. These barriers can include lack of communication and coordination between the pediatric and adult sides of care, the perceived difficulty of working with youth with special health care needs, and provider hesitation to be involved in the care transition process [17,18]. Provider hesitation may be because of discomfort in providing care transition services, perceived lack of knowledge, lack of training on providing care for youth with special health care needs, and lack of resources (time and low or no reimbursement) associated with providing care transition services [17,19-22].

To assist in addressing issues related to lack of information, communication, and limited resources surrounding care transitions for youth with special health care needs, we tested the functionality and usability of an internet communication technology developed to assist health care providers in transitioning youths from pediatric to adult care. Funded by the Texas Department of State Health Services under the auspices of the federal Maternal and Child Health Bureau, this particular internet communication technology, the Texas Transition Toolkit [23], is an eHealth initiative providing three main services: a one-stop shop to research literature on transition care, a catalog of relevant tools to assist providers in creating care transition plans, and steps for how to develop and communicate a transition program. This tool is a state-level initiative that complements the federal Got Transition program [24] and is in line with the Health Resources and Services Administration Maternal and Child Health Bureau Title V Services Block Grant Program’s transition performance measure, specifically advocating for increasing the number of youths receiving appropriate care transition services [25].

Internet communication technologies such as this tool have the potential to provide rapid access to health and medical knowledge. Under one of the many definitions of eHealth, these health care system–oriented applications can improve access to quality health care at lower costs. Through eHealth applications, health-related information and knowledge can reach rural, isolated, low-population, or impoverished communities with very little marginal cost to the community or health service provider [26]. As these benefits of eHealth internet communication technology are mitigated by the quality of the application, it is important to evaluate the functionality and usability of eHealth internet communication technology with end users. Functionality assesses whether the technology works the way it is intended to work and delivers the expected results, whereas usability assesses users’ reactions to and interactions with the technology (including perceived utility and satisfaction) [27].

Objective

This paper describes the formative evaluation of the functionality and usability of this eHealth internet communication tool using a mixed methods usability test. As pragmatic researchers, we determined our research method through our research question: do representative users find the tool functional and usable? [28]. The project was exempted...
from the institutional review board of the Texas A&M University.

**Methods**

**Study Design**

The usability test used a triangulated mixed methods case study approach consisting of a concurrent think-aloud phase, a satisfaction survey, and a survey of problem relevance and task performance to operationalize and capture functionality and usability [29,30]. The triangulation mixed methods design uses quantitative and qualitative methods to study an issue [29]. Triangulation considers the qualitative and quantitative aspects of a single study separately during the discovery and analyses stages but integrates the findings of each paradigm to develop new knowledge [31]. This approach examines multiple cases, in this case, multiple representative users, to more fully understand the phenomenon of interest—the functionality and usability of the tool [32]. The evaluation of the functionality and usability of the tool involved assessing for two aspects of the experiences of representative users: a qualitative exploration of problems encountered and a quantitative assessment of satisfaction. To confirm the outcomes of the usability test and further measure the functionality of the tool, the research team explored the relevance of the detected problems and representative users’ task performance. If the number and type of tasks and associated quality checks successfully completed or failed aligns with the concurrent think-aloud and the satisfaction analyses, it supports both the robustness of the results and indicates functionality and usability issues for representative users. Similarly, the presence of high-relevance problems in the concurrent think-aloud and satisfaction analyses adds further support to the robustness of the results in detecting important problems and where the functionality and usability of the tool possibly fails. Relevance, in this context, is how connected the type of problem is to the functionality and usability of the tool. It consists of the likelihood of the problem occurring combined with the impact the problem has on the functionality and usability of the tool for representative users, should the problem occur.

**Participants**

Two groups of participants were recruited for the usability test. One group consisted of representative users—providers working with youths with special health care needs as they transitioned from pediatric to adult care. This group participated in the concurrent think-aloud phase of the usability test and completed the satisfaction survey, thus providing information on problems encountered when using the tool and end user satisfaction with the tool. The second group consisted of website design professionals with experience in designing informational websites for governmental organizations. This group provided information on the relevance of the problems encountered by the representative users.

On the basis of the criterion sampling, 10 representative users were recruited from a medical home in Texas [33]. As the think-aloud method provides a rich source of data, a small sample of subjects generally suffice to discover individual (rather than population) knowledge and experiences [34]. The medical home was an opportunity sample that met the usability trial criterion established a priori, that is, the medical home expressed an interest in a care transition program for youth with special health care needs, had the ability to implement a care transition program, provided care for at least 25 youths with special health care needs, and was able to suggest a champion of care transitions. Through this champion, we were able to recruit a full sample of representative users during a professional conference on care transitions held at the medical home. To be eligible to participate as representative users, the providers must have experience working with youth with special health care needs on the pediatric or adult side of care.

Five website design experts from a research organization affiliated with higher education and a robust history of government website design were recruited to provide expert assessment of the relevance of each problem encountered by representative users during the concurrent think-aloud phase of the usability test. The experts were recruited via snowball recruitment, starting with a government website design consultant familiar with internet communication technology. These experts included software application developers (n=2), web application developers (n=2), and a web and information designer (n=1) with experience in the field ranging from 11 to 17 years.

**Qualitative and Quantitative Assessments**

**Qualitative: Exploring Problems Encountered Through the Concurrent Think-Aloud Method**

eHealth internet communication tools can be evaluated using a variety of techniques; most originate from the fields of human-computer interaction and media design, which can be broadly grouped into two modes: expert-focused methods and user-focused methods. One example of a user-focused method is the think-aloud usability testing method [35]. This approach, which originates in the evaluation of physical tasks and then used primarily for software evaluations, is also frequently used for evaluating websites [36,37]. A form of the think-aloud approach, the concurrent think-aloud method, is an evaluation method that involves representative users completing tasks using the tool and simultaneously verbalizing their thoughts. During the recorded sessions, representative users completed tasks according to a predetermined scenario (a vignette) while verbalizing their experiences. Analyses of these verbal reports provided detailed insights into the functionality and usability problems encountered by representative users.

To evaluate the functionality and usability of the tool using the concurrent think-aloud method, the research team developed a set of tasks related to the intended purpose of the tool. For example, representative users were asked to find a peer-reviewed article focusing on care transitions for youth with type 1 diabetes and to denote the completion of the task (yes or no). All tasks could be carried out independently to minimize dependency bias and reduce the risk that users would stall after one or two tasks. When applicable, a task contained an associated quality check. The quality check served to determine if the user actually completed the task successfully, in addition to perceived successful completion. These quality checks
consisted of asking representative users to write down and speak aloud a few words from the completed subtasks—for example, when asked to find a peer-reviewed article on care transitions for youth with type 1 diabetes, users were subsequently asked to write and speak aloud the first three words of the article title. The tasks were introduced by a vignette, which explained the context and provided the details necessary to perform the tasks. The vignette described a youth with type 1 diabetes poised to graduate high school, transition to attending university, and transition to adult health care without the support of family. Each task represented an action that representative users were likely to perform when using the tool to provide care transition assistance for the youth in the vignette: navigating to pages containing information on care transitions, finding and downloading articles from the evidence base, locating care transition tools, and gathering information on key aspects of developing a care transition program (Multimedia Appendix 1).

During the conference intermission, representative users received concurrent think-aloud tasks and oral instructions on how to carry them out. These instructions, which the facilitator read out loud from a script for consistency, instructed each user to “think aloud while performing your tasks, and pretend that the facilitator is not there. Do not turn to them for assistance. If you fall silent for a while, the facilitator will remind you to keep talking aloud. Finally, remember that it is the T3 Website, and not you, that is being tested.” All interactions between the representative users and the tool were recorded.

**Quantitative: Assessing Satisfaction With the Website Evaluation Questionnaire**

To assess satisfaction with the tool, representative users completed the Website Evaluation Questionnaire upon finishing the concurrent think-aloud phase of the usability test. The Website Evaluation Questionnaire is a 26-item Likert-type scale (Multimedia Appendix 2). Items from the questionnaire load onto one of eight dimensions: ease of use, hyperlinks, structure, relevance, comprehension, completeness, layouts, and search options. For each item, participants circled the response that best characterized their attitude on the item statement: strongly disagree, disagree, neither agree nor disagree, agree, and strongly agree. Each dimension also contained one reverse-coded item. Responses to these items thus represented a disagreement, meaning disagreement with a negative statement about the tool (in other words, satisfaction with the tool along that measure; see Elling et al [35] for the structure of the Website Evaluation Questionnaire).

The Website Evaluation Questionnaire was specifically designed for the evaluation of government websites and is based on user attitudes toward three global factors: the interaction process, the outcomes of the interaction process, and the esthetics of the website [38]. Each of these global factors provided the conceptual foundation for the four main quality factors assessed by the Website Evaluation Questionnaire. The first factor is navigation, which assesses user satisfaction regarding the process of seeking information via the tool. This is particularly relevant to measure the functionality and usability of the tool, given that the purpose of the tool is to assist representative users in finding information on care transitions for youth with special health care needs. Navigation is assessed through the dimensions of ease of use, hyperlinks, and structure, each of which was measured by three (ease of use) or four (hyperlinks and structure) items. The items interrogate users on, for example, whether the website is user friendly (“I consider this website user friendly”), whether they could find the information they needed via the hyperlinks (“under the hyperlinks, I found the information I expected to find there”), and whether the structure of the website supports information-seeking (“the convenient set-up of the website helps me find the information I am looking for”). The second dimension, content, measured the outcomes of the process of seeking information and contained the construct relevance, completeness, and comprehension. Each of these constructs was measured by three items per construct that focused on the perceived utility of the website (ie, “this website offers information that I find useful”), how easy it is to understand the website (“I find the information in this website easy to understand”), and whether the website provides enough information (“this website provides me with sufficient information”). The third dimension was layout, which assesses the esthetics of the website through three items, which focused on the appeal and attractiveness of the website (ie, “I like the way this website looks”). The fourth and final dimension, search options, contained three items assessing the usefulness of information retrieved through the search process (ie, “the search option on this website gives me useful results”). The Website Evaluation Questionnaire was tested in controlled and real-life settings and found to be valid and reliable [35].

**Quantitative: Assessing the Relevance of Problems Encountered and Task Performance**

To assess the relevance of problems encountered with the tool, the web design experts participating in this aspect of the study were asked to evaluate the detected problems in terms of likelihood and impact. Our research team explained to the web design experts that we analyzed recordings of a usability test of the tool and identified verbal indicators of problems experienced by representative users, such as expressions of doubt, task difficulty, incomprehensibility, or annoyance related to the use of the tool. We further explained that to measure the relevance of the problems detected, we asked them, as experts in web design, to rate each problem on a scale of 1 to 5 using two Likert-type scales—one for likelihood and one for impact. Likelihood was defined for the experts as how likely a typical user would experience the problem detected. Impact was defined as how much impact the detected problem would have on the functionality and usability of the website, should that problem occur. We included quotes from the representative users as examples of the detected problems and provided the tool website address for reference (Multimedia Appendix 3).

**Analysis**

Once the usability test was completed, the research team transcribed the verbalizations, abstracted data from the surveys, and charted the participants’ navigation through the tool. The functionality and usability of the tool were understood through a thematic analysis of the concurrent think-aloud data using NVivo 12 (QSR International) [39], and descriptive analyses...
of the Website Evaluation Questionnaire, task performance, and relevance data using Microsoft Excel [40] and Stata 15 (StataCorp) [41].

**Qualitative: Concurrent Think-Aloud Method**

This analysis identified the number and types of problems detected through deep readings of recordings of the usability test sessions. To analyze the data obtained from the concurrent think-aloud aspect of the usability test, the researchers (DJM and JO) used a summative content analysis to identify and quantify the content of the data and understand the contextual use of words and phrases within the content [42]. These words and phrases were synthesized into salient categories (problem types). During this analysis, the researchers interpreted and assigned meanings to the synthesized categories [42]. Problems identified were confirmed through team discussions.

**Quantitative: Satisfaction With the Tool**

Data from the Website Evaluation Questionnaire were coded based on the range of numerical values of each Likert-type item (1-5). Each numerical value in the range weighted the responses to produce a weighted score with strongly disagree weighted with 1 and strongly agree weighted with 5 and with negative items reverse coded. The weighted score was used to generate a satisfaction ratio based on the sum of the 26 items through a ratio of the total score to the highest possible score, with the highest possible score representing unanimous strong agreement across all representative users. The ratio was then multiplied by 100 to generate the overall satisfaction score. A dimension satisfaction score was similarly generated for each of the eight dimensions.

Cutoff points were determined by subtracting the lowest score on the Likert scale (260) from the highest score on the scale (1300) and dividing by the number of levels of satisfaction (3—for low, medium, and high satisfaction), thus creating an interval value of 346.6. This value was added to each score to create three categories of satisfaction: low (260-606.6), medium (606.7-953.3), and high (953.4-1300). By applying these cutoff scores to the ratio of the total score to the highest possible score, we determined that a satisfaction score of 73.33% (953.4/1300) is the cutoff for high satisfaction. The same process was repeated across dimensions for satisfaction cutoff scores of low (30-70), medium (71-111), and high (112-150) for three item dimensions and low (40-93.3), medium (93.4-146.7), and high (146.8-200) for four item dimensions. The resulting high satisfaction cutoff score was 74.6% (112/150) for the three item dimensions and 73.4% (146.8/200) for the four item dimensions. Sensitivity analyses were conducted using cutoff scores based on mean and mode with no changes to the results.

**Quantitative: Relevance of the Problems Encountered and Task Performance**

The relevance score for each problem was created through the square root of the multiplied likelihood and impact scores [43]. Likelihood and impact scores were created by weighting each numerical value in the range of the responses to produce a weighted score with unlikely or no impact weighted with 1 and highly likely or high impact weighted with 5. The weighted score was used to generate a likelihood or impact score for each problem through a ratio of the total score to the highest possible score, with the highest possible score being 25. Cutoff points were determined by creating a three-level (low, medium, and high) interval value. A score of 5 to 11.6 indicated low likelihood, low impact, or low relevance. A score of 11.7 to 18.3 was indicative of likely, impactful, and relevant. A score of 18.4 to 25 signified that the problem type was highly likely, had high impact, or was highly relevant. Task performance was understood through the completion rate for each task and the associated quality checks.

**Results**

**Representative Users**

Given the small sample size and potential for identification, demographic data of representative users were fuzzed. Approximately 90% of the representative users who participated in the usability test were White, non-Hispanic women. Every user worked with at least one youth with special health care needs, and approximately 90% had a professional caseload where more than half of the patients were youths with special health care needs. More than one-third of the users worked solely with youths with special health care needs. Almost all (approximately 80%) of the representative users transitioned youths from pediatric to adult care. Half of the users worked with youths with special health care needs on both ends of the continuum—pediatrics and adult care. Approximately one-fourth of the users were physicians and approximately another quarter were nurse practitioners. The remaining representative users were social workers (approximately one-fourth), nurses, and transition specialists (clinical team coordinators, youth service specialists, and transition coaches). Some users served multiple roles (eg, nurses and certified educators for a particular chronic condition).

**Qualitative: Problems Encountered Through the Concurrent Think-Aloud Method**

Table 1 displays the number of problems detected, the different types of problems detected, and the frequency of each type of problem. A total of 31 problems were detected through the analysis of the concurrent think-aloud transcripts. These problems were aggregated into 10 categories or type of problem, most of which (29/31, 93%) focused on issues associated with finding information on health care transitions, such as the utility of search criteria, finding the search bar, finding disease-specific resources, and finding resources blocked by a firewall. Among these problems, approximately one-fourth (8/31, 26%) centered on the utility of search criteria, meaning representative users found it difficult to create search terms that would return resources on a particular topic in health care transitions:

> Still looking...self-care management, maybe I'm looking in the wrong place. Care transition, EPIC transition planning tool...uh I'm not finding the self-care. Okay, I'll probably give up on that.
Table 1. Frequency of detected T3 problems by type (N=31).

<table>
<thead>
<tr>
<th>Problem type</th>
<th>Examples</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility of search criteria</td>
<td>“Okay so if I type in the wrong thing it makes it more difficult. Still looking...self-care management, maybe I’m looking in the wrong place. Care transition, EPIC transition planning tool...uh I’m not finding the self-care. Okay, I’ll probably give up on that.”</td>
<td>8 (26)</td>
</tr>
<tr>
<td>Finding the search bar is difficult</td>
<td>“I’m looking for that, scrolling. Hmm, is there a search bar? That would have been easy, oh here we go, I found it.”</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Finding disease-specific resources</td>
<td>“So, I still think that it would be better to organize this page by general versus...and then also you could have some general articles and then you could have some disease-specific articles and the disease-specific articles could be in alphabetical order to make it easier to find because I kinda gave up on that one.”</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Email of website contact opens email software or application</td>
<td>“Oh okay, so you have to add an account, so you have to actually put your email in? Okay can I close that?”</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Cannot locate the email of the website contact person</td>
<td>“Copy any contact email address. Let’s see. Okay so I’m going to the wrong place and I’m going back to look. Okay, so it has a contact person but no email address.”</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Need clarity on who to contact for an article behind a firewall</td>
<td>“I can’t really find who to talk to about getting this article.”</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Some windows blocked by a firewall or files won’t open</td>
<td>“There were, I’m going to score it a four because there were some windows blocked by a firewall.”</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Search bar is missing</td>
<td>“Is there a search bar here? That would be helpful under the tools, search for articles and tools.”</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Clicking on aspects of the webpage results in no action</td>
<td>“I should not be doing this because when I click on it, it doesn’t work.”</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Difficulty returning to a previous page (going back)</td>
<td>“Do I hit back-arrow or close?”</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

In total, 19% (6/31) of the problems resulted from the difficulty in finding the search bar. The representative users found the placement of the search bar confusing to the point that some thought the search bar was missing:

Is there a search bar here? That would be helpful under the tools, search for articles and tools.

Approximately 10% (3/31) of the problems were associated with users encountering difficulties finding disease-specific resources:

So, I still think that it would be better to organize this page by general versus...and then also you could have some general articles and then you could have some disease-specific articles and the disease-specific articles could be in alphabetical order to make it easier to find because I kinda gave up on that one.

When attempting to access resources behind a firewall, users encountered a number of problems, including blocked windows, software application openings, and an inability to access the contact information of the website manager:

I can’t really find who to talk to about getting this article.

Quantitative: Satisfaction With the Tool

The overall satisfaction score for the tool was 81.92% (1065/1300), indicating high satisfaction based on the overall satisfaction cutoff score of 73.33% (953.4/1300). The tool scored highest in relevance (138/150, 92%), followed by comprehension and layout (both 131/150, 87.3%), and the lowest in search options (114/150, 76%) and ease of use (114/150, 76%; Table 2 [35]). Satisfaction was high for each dimension.
Table 2. Representative user satisfaction with the tool based on the Website Evaluation Questionnaire.

<table>
<thead>
<tr>
<th>Dimension and item&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Satisfaction scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dimension score, n (%)</td>
</tr>
<tr>
<td><strong>Relevance</strong></td>
<td>138 (92)</td>
</tr>
<tr>
<td></td>
<td>I find the information in website helpful.</td>
</tr>
<tr>
<td></td>
<td>Website offers information I find useful.</td>
</tr>
<tr>
<td></td>
<td>Information in this website is of little use to me.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Comprehension</strong></td>
<td>131 (87.3)</td>
</tr>
<tr>
<td></td>
<td>Language used in website is clear to me.</td>
</tr>
<tr>
<td></td>
<td>I find the information in website easy to understand.</td>
</tr>
<tr>
<td></td>
<td>I find many words in website difficult to understand.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Layout</strong></td>
<td>131 (87.3)</td>
</tr>
<tr>
<td></td>
<td>I like the way this website look.</td>
</tr>
<tr>
<td></td>
<td>I find the design of this website appealing.</td>
</tr>
<tr>
<td></td>
<td>I think this website looks unattractive.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Structure</strong></td>
<td>159 (79.5)</td>
</tr>
<tr>
<td></td>
<td>I know where to find information I need on this website.</td>
</tr>
<tr>
<td></td>
<td>I find the structure of this website clear.</td>
</tr>
<tr>
<td></td>
<td>I was constantly redirected on this website.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>The convenient set-up of the website helps me find the information I am looking for</td>
</tr>
<tr>
<td><strong>Hyperlinks</strong></td>
<td>163 (81.5)</td>
</tr>
<tr>
<td></td>
<td>Homepage clearly directs me towards information I need.</td>
</tr>
<tr>
<td></td>
<td>Homepage immediately points me to information I need.</td>
</tr>
<tr>
<td></td>
<td>Under hyperlinks, I found information I expected to find.</td>
</tr>
<tr>
<td></td>
<td>It is unclear which hyperlink leads to information I need.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Completeness</strong></td>
<td>115 (76.6)</td>
</tr>
<tr>
<td></td>
<td>This website provides me with sufficient information.</td>
</tr>
<tr>
<td></td>
<td>I find the information in this website precise.</td>
</tr>
<tr>
<td></td>
<td>I find the information in this website incomplete.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Search options</strong></td>
<td>114 (76)</td>
</tr>
<tr>
<td></td>
<td>Search option helps me find the right information quickly.</td>
</tr>
<tr>
<td></td>
<td>Search option gives me useful results.</td>
</tr>
<tr>
<td></td>
<td>Search option gives me too many irrelevant results.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Ease of use</strong></td>
<td>114 (76)</td>
</tr>
<tr>
<td></td>
<td>I find this website easy to use.</td>
</tr>
<tr>
<td></td>
<td>I consider this website user friendly.</td>
</tr>
<tr>
<td></td>
<td>I had difficulty using this website.&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

---

<sup>a</sup>Item wording truncated for parsimony. Please see the Website Evaluation Questionnaire for complete item wording.

<sup>b</sup>Reverse-coded items. The score represents a disagreement score, meaning disagreement with a negative statement about the tool (thus satisfaction with the tool along that measure).
Quantitative: Relevance of the Problems Encountered and Task Performance

Table 3 shows task performance. This is the number of tasks and quality checks successfully completed. Overall, 89% (89/100) of all the tasks and 75% (60/80) of the quality checks were completed successfully. Participants were least likely to find a specific tool for early adolescence, with a 70% (7/10) completion and a 70% (7/10) quality check success rate.

Table 3. Participant (n=10) task performance and associated quality checks.a

<table>
<thead>
<tr>
<th>Task and checkb</th>
<th>Completion, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Navigate to page contains a database of peer-reviewed articles.</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Write the first 3 words of the database page title.</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Find peer-reviewed article on care transition for T1 diabetes.</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Write the first 3 words of the article title.</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Download the article and view the abstract.</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Navigate back to the homepage.</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Find the contact information of someone from the T3.</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Copy the contact’s email here.</td>
<td>5 (50)</td>
</tr>
<tr>
<td>A tool by Parent to Parent provides a timeline and action items for parents of youth with special health care needs. Find and view this tool.</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Write the first 3 words of the tool title.</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Find a tool to discuss level of distress around chronic disease self-management.</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Write the first 3 words of the tool title.</td>
<td>9 (90)</td>
</tr>
<tr>
<td>You are charged with improving care transition for youth with special health care needs for your institution. Find the page that would be the most useful.</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Write the page you found this on.</td>
<td>8 (80)</td>
</tr>
<tr>
<td>According to the T3, is a champion important?</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Write the page you found this on.</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Find a tool specific for early adolescence.</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Write the first 3 words of the tool title.</td>
<td>7 (70)</td>
</tr>
</tbody>
</table>

aAggregating by tasks and checks, we found an 89% (89/100) and 75% (60/80) completion rate, respectively.
bItem wording truncated for parsimony.

Table 4 provides the likelihood, impact, and relevance scores of each problem type. Focusing on relevance, every problem type was found to be relevant based on a cutoff score of 11.7 for relevance, and 60% (6/10) of the problems were found to be highly relevant to the functioning of the tool based on a cutoff score of 18.4 for highly relevant. Problems that interrupted the ability of end users to locate information because of the layout or mechanical workings of the tool were rated as having the highest relevance to the functioning of the tool. These involved the tags programmed on search terms (trouble finding search criteria that result in what user wants: relevance=18.4), organization of information (hard to find articles by disease: relevance=21.5), and inability to access information (email of website contact opens email software: relevance=20.4; need clarity on who to contact for article behind a firewall: relevance=21; some windows blocked by a firewall or files will not open: relevance=22).
Discussion

Principal Findings

The functionality and usability testing of the tool with representative users highlighted the usefulness of this eHealth internet communication technology among providers working with youth with special health care needs. Representative users found the tool to be highly relevant, as demonstrated by the satisfaction score for the dimension relevance (138/150, 92.0%). According to the users, the tool provided comprehensive information related to health care transitions for youth with special health care needs, with a satisfaction score of 87.3% (131/150) on the comprehensive dimension. This is important, as it suggests that the tool may help bridge the gaps in training on health care transitions for youth with special health care needs in US medical education [44]. Gaps in education on health care transitions exist at all levels of medical education [44], and providers often express concerns about the lack of knowledge on transitioning care for youth with special health care needs [45,46]. Furthermore, youths transitioning from pediatric to adult care also want access to medical education on health care transitions [47], which can be provided through the tool. There is also a need to provide information on health care transitions among youth with special health care needs to adult providers, who may lack knowledge of the process [48]. An eHealth internet communication technology such as the tool, which includes evidence-based literature on health care transitions and templates for transition protocols, can be used to create a structured tool to help improve collaboration across pediatric and adult care providers and continuity of care [49]. The tool does not rely on the ability of a health care organization to integrate the tool into their system; it can be implemented within an organization or external to an organization. Although integration within the systems of care is ideal [50], in other studies of educational transition tools, health care providers expressed concern over the ability to integrate tools, given the characteristics and deficits of health care systems [51].

Although the tool was well received by representative users, the usability test results identified areas of concern regarding functionality and usability. Users reported the most difficulty in two areas of functionality and usability: search and navigation. This was reflected in both the concurrent think-aloud and satisfaction survey results and was supported by the task performance and relevance analyses. Representative users reported lower satisfaction with search and navigation dimensions, relatively high number of search- and navigation-related problems and low task completion for tasks involving finding tools that require searching and navigation. The problems identified around the search and navigation functionality were also found to be relevant by web design experts. Each of these areas of analyses triangulates on search and navigation issues, suggesting the robustness of the results and allowing researchers to fine-tune the tool to optimize performance.

Uncovering these inefficiencies and subsequently optimizing the tool improves its functionality and usability, which may drive the future use of the technology for its specified purpose [52]. Studies of commercial technologies show that end users are more likely to utilize a technology if it is easy to use [53-55]. This is especially important for eHealth internet communication technology, such as the tool, which is intended to improve health outcomes in the long term through the dissemination of information and best practices. Although the results from the usability test provide a clear road map for optimizing the tool, they also highlight the importance of evaluating eHealth and internet communication technology with representative users. Often, internet communication technology evaluations focus too intensely on the technical aspects of the technology rather than the needs and expectations of end users [56]. Conducting functionality and usability assessments before widespread implementation is essential for forecasting usage and ensuring that internet communication technology has the intended impact [57].

Table 4. Relevance of each problem type (n=10).

<table>
<thead>
<tr>
<th>Problem type</th>
<th>Relevance[^a] [x], weighted scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trouble finding search criteria result in what user wants</td>
<td>20 17 18.4</td>
</tr>
<tr>
<td>Finding the search bar is difficult</td>
<td>18 17 17.5</td>
</tr>
<tr>
<td>Hard to find articles by disease</td>
<td>21 22 21.5</td>
</tr>
<tr>
<td>Email of website contact opens email software or application</td>
<td>19 22 20.4</td>
</tr>
<tr>
<td>Cannot locate the email of the website contact person</td>
<td>17 17 17</td>
</tr>
<tr>
<td>Need clarity on who to contact for article behind a firewall</td>
<td>20 22 21</td>
</tr>
<tr>
<td>Some windows blocked by a firewall or files won’t open</td>
<td>22 22 22</td>
</tr>
<tr>
<td>Search bar is missing</td>
<td>20 24 21.9</td>
</tr>
<tr>
<td>Clicking on aspects of the webpage results in no action</td>
<td>14 18 15.9</td>
</tr>
<tr>
<td>Difficulty returning to a previous page (“going back”)</td>
<td>15 14 14.5</td>
</tr>
</tbody>
</table>

[^a]: Relevance = or the square root of the likelihood score x the impact score (Van den Haak et al [43]). Cutoff scores were 5-11.66 for low relevance, 11.67-18.33 for relevant, and 18.34-25 for highly relevant.
Limitations and Future Research

Although the concurrent think-aloud methodology and the satisfaction survey provided a robust way to ascertain the functionality and usability of this eHealth internet communication technology, there are certainly other acceptable methods. In fact, even with the growing interest in website functionality and usability and the growing use of internet communication technology for eHealth applications, there is no consensus on the definition of usability. There exists a multitude of possible dimensions and measurement techniques in the field of internet communication technology research. Choosing between these dimensions and techniques to evaluate the technology involves a certain amount of bias, which could result in the website performing better in the laboratory than in a real-life setting. However, this usability test followed quality measures for usability studies of eHealth applications [58]. We used a valid and reliable tool, chose our study design based on the objectives of the study, used across-method triangulation, and included both representative users and experts in assessing usability.

Few evaluated measures exist that can be used to understand the impact of eHealth technology on health outcomes [59], which has potentially contributed to the limited evaluation of eHealth [60]. This is a particularly important limitation when the website is eHealth internet communication technology and is expected to affect health outcomes. Thus, further research is needed on the effect of the tool on care transition outcomes, particularly in isolated or resource-poor communities. Evaluation research on holistic care transition tools and programs is limited, with the majority of outcomes-focused evaluations targeting narrow, disease-specific populations of youth with special health care needs [6]. Although disease-specific instruments fall under the triple aim domain of population health [61], considering that most youths with special health care needs experience multiple comorbid conditions across their lifetime, more empirical evidence is needed on tools dedicated to broader care transitions. This tool, with its broad focus, answers calls to assist care providers in transitioning youth with special health care needs using a biopsychosocial model [62].
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Abstract

Background: Digital imaging of dermatological patients is a novel approach to remote assessment and has recently become more relevant since telehealth and remote decentralized clinical trials are gaining ground.

Objective: We aimed to investigate whether photographs taken by a smartphone are of adequate quality to allow severity assessments to be made and to explore the usefulness of an established atopic dermatitis severity assessment instrument on photograph evaluation.

Methods: During scheduled visits in a previously published study, the investigating doctor evaluated the severity of atopic dermatitis using the Scoring AD (SCORAD) index and took photographs of the most representative lesions (target lesions) with both a smartphone and a digital single-lens reflex camera (DSLR). The photographs were then assessed by 5 dermatologists using the intensity items of the SCORAD (iSCORAD), which consists of erythema, oedema/papulation, excoriations, lichenification, oozing/crusts, and dryness (scale 0-3, maximum score 18). The mean iSCORAD of the photographs was calculated and compared with in-person assessments using Pearson correlation and Bland-Altman plots. Intraclass correlation coefficients were used for interrater reliability.

Results: A total of 942 photographs from 95 patients were assessed. The iSCORAD based on smartphone photographs correlated strongly with the evaluations performed in person (iSCORAD: r=0.78, P<.001; objective SCORAD: r=0.81, P<.001; and total SCORAD: r=0.78, P<.001). For iSCORAD specifically, a Bland-Altman plot showed a difference in mean score of 1.31 for in-person and remote iSCORAD. In addition, the interrater agreement between the 5 rating dermatologists was 0.93 (95% CI 0.911-0.939). A total of 170 lesions were photographed, and the difference in mean scores was 1.32, 1.13, and 1.43 between in-person and remote evaluations based on photographs taken by a DSLR camera, a smartphone without flash, and a smartphone with flash, respectively.

Conclusions: In terms of quality, remote atopic dermatitis severity assessments based on photographs are comparable to in-person assessments, and smartphone photos can be used to assess atopic dermatitis severity to a similar degree as photographs from a DSLR camera. Further, the variation in how the dermatologists in this study rated the iSCORAD based on the photographs was very low.

(JMIR Form Res 2021;5(5):e24766) doi:10.2196/24766
Introduction

Digital imaging of dermatological patients is a novel approach to remote assessment and has recently become more relevant since telehealth and remote clinical trials are gaining ground. Clinical trials are a cornerstone of drug development and provide scientific evidence on safety and efficacy of a new pharmaceutical drug. However, traditional clinical trials take a long time to complete and are expensive and inefficient in terms of high dropout rates [1]. Fully decentralized virtual clinical trials (VCTs) that incorporate remote outcome assessments may accelerate clinical trials, increase adherence, reduce dropout rates, and bring new treatments to the market faster [2]. Teledermatology has grown over the last two decades, and the visual nature of dermatology makes it ideal for the practice of telemedicine. Teledermatology is cost-effective [3], effective in managing dermatologic diseases [4], has better diagnostic accuracy [5], and is satisfying for both patients and providers [6].

The foundation for both VCTs in dermatology and teledermatology is remote assessment, including digital assessment of photographs of skin conditions. However, little is known about remote assessment of many dermatological diseases including atopic dermatitis (AD).

Several assessment tools have been developed to grade AD severity in the clinic. Although many of these tools have been validated when used in in-person settings, it is unknown to what extent they can be applied to assess photographs remotely. To our knowledge, only one study by Hughes et al [7] has investigated the concordance between assessment of AD in person compared to a standardized set of full-body digital photographs captured by a clinical research coordinator. They reported an excellent agreement between in-person assessment and remote assessment of photographs with respect to body surface area, Eczema Area and Severity Index, and Scoring AD (SCORAD) scales. However, to better accommodate the promises of VCT in which most of the study tasks are conveniently performed on participants’ smartphones from the comfort of their own home, the number of photographs required from participants in dermatological trials should be minimized.

The primary objective of this study was to investigate whether photographs taken by a smartphone are of adequate quality to allow severity assessment to be made. The secondary purpose was to determine whether SCORAD can be applied to the evaluation of photographs.

Methods

Data Collection

The data used in the present study were from a previously published study (Atopisk Dermatit Eksem Studie [ADES]) [5]. The study was originally designed to investigate adherence to treatment using a memory button with an associated smartphone app (Klikkit. The HabLab ApS) among patients with AD. Although not originally designed for this purpose, data from in-person severity assessments together with digital photographs of lesions taken by the doctor have been evaluated for further analysis. A medical doctor trained in AD assessment by a certified dermatologist evaluated AD severity using SCORAD [8,9] during 2 scheduled in-person visits in the clinic. The doctor took digital photographs of AD lesions using both a smartphone (with and without flash) and a digital single-lens reflex camera (DSLR). These photographs were used for severity assessment by 5 blinded dermatologists for the purpose of this analysis.

The number of target lesions from each patient was selected based on the overall number of active lesions present as determined by the investigator during the first ADES visit. If a patient had 2 active lesions, both of these were photographed. In cases of >2 active lesions, the investigator made an overall judgment of which ones to photograph based on lesion size and the presence of the following clinical signs: (1) excoriation, (2) oozing, (3) erythema, (4) lichenification, (5) dryness, and (6) swelling.

Photograph-Based Severity Assessment

Elements from SCORAD were used to determine the severity of AD from all of the individual photographs. SCORAD is a clinical scoring tool composed of both a subjective (itch and sleep quality) and an objective part (objSCORAD) [10]. ObjSCORAD consists of evaluations of both disease intensity and extent. The intensity part of the SCORAD (iSCORAD) is based on the rating of the following 6 items: erythema, oedema/papulation, excoriations, lichenification, oozing/crusts, and dryness. These items were used to assess all the photographs to obtain a remote iSCORAD. Each item can be graded on a scale of 0 to 3, and the overall intensity score can therefore vary from 0 to 18. Each photograph was presented independently and in a random order to 5 blinded dermatologists on an iPad, on which the dermatologists would rate each of the 6 items on a scale from 0 to 3 and thereby assign a remote iSCORAD. In cases when one item could not be rated from the photograph, the dermatologist would choose “not applicable” for that specific item and the entire photo was consequently discarded.

Statistical Analysis

To calculate one single iSCORAD per patient, the mean of all available photographs for a patient was calculated. This iSCORAD was compared with the clinical assessment performed in person. To investigate the concordance between in-person and photo-based severity assessments, Pearson correlation and Bland Altman plots were performed. To examine the relationship between photo-based assessments and the total severity scoring performed in person, Pearson correlations were used to compare photo-based iSCORAD vs in-person iSCORAD, objSCORAD, and total SCORAD, respectively. Bland-Altman plots were constructed to calculate the average bias and limits of agreement between the methods. To investigate the interrater reliability of the photo-based severity ratings, the intraclass correlation coefficient (ICC) was used. This was performed using the icc
function from the irr package in R (The R Foundation) [11] and included 95% CI values. For interrater reliability, the ICC estimates were based on two-way random-effects models, absolute agreement, and average measure. An ICC >0.90, 0.75-0.90, 0.50-0.75, and <0.50 indicate an excellent, good, moderate, and poor agreement, respectively [12]. Statistical analyses were performed using the computing environment R (R Core Team) and RStudio (RStudio, PBC).

Results

Of the 95 participants who were assessed by the investigator using the SCORAD in clinic, 50 (52%) were categorized as having mild AD, 36 (38%) as having moderate AD, and 10 (10%) as having severe AD. From these, a total of 942 photos were evaluated by all 5 dermatologists. The median number of photographed lesions per patient was 3 (range 2-4).

In-Person Assessment vs Remote Assessment

The smartphone-based iSCORAD correlated strongly with the iSCORAD rated in person (r=0.78, P<.001). In addition, the remote iSCORAD correlated strongly with the objSCORAD (r=0.81, P<.001), and total SCORAD (r=0.78, P<.001) obtained in person (Figure 1).

The difference in mean scores for the Bland-Altman plot for the comparison between in-person and remote iSCORAD was 1.31 (Figure 2).

The interrater agreement between the 5 dermatologists assessing the photographs remotely was 0.93 (95% CI 0.911-0.939) (Table 1).

Figure 1. Correlation between the intensity items of Scoring AD (iSCORAD; 0-18) assessed from photos and in-person assessments based on (A) the intensity items of SCORAD, (B) the objective SCORAD (objSCORAD), and (C) total SCORAD.
Figure 2. A Bland-Altman plot analyzing the difference between the intensity items of Scoring AD (iSCORAD) assessed in person and from photographs taken via smartphone. The solid line represents the mean difference, the broken line the 1.96 SD, and the dotted line represents zero.

Table 1. Interrater agreement for the remote assessments done by 5 dermatologists for the intensity items of Scoring AD (iSCORAD) for different camera types.

<table>
<thead>
<tr>
<th>Camera Type</th>
<th>ICC&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All photographs</td>
<td>0.926 (0.911-0.939)</td>
</tr>
<tr>
<td>DSLR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.932 (0.913-0.947)</td>
</tr>
<tr>
<td>Smartphone without flash</td>
<td>0.919 (0.894-0.938)</td>
</tr>
<tr>
<td>Smartphone with flash</td>
<td>0.926 (0.908-0.941)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICC: intraclass correlation coefficient.
<sup>b</sup>DSLR: digital single-lens reflex.

Comparison of the Different Camera Types

In total, 170 lesions were photographed with all 3 camera types (ie, DSLR camera, smartphone without flash, and smartphone with flash). The difference in mean scores was 1.32 (95% CI –3.08 to 5.71), 1.13 (95% CI –3.27 to 5.53), and 1.43 (95% CI –3.05 to 5.92) between in-person evaluation and remote evaluation based on photographs taken by a DSLR camera, a smartphone without flash, and a smartphone with flash, respectively.

The difference in mean scores for the Bland-Altman plot for the comparison between remote evaluations based on the different camera types was as follows: −0.2 for the DSLR camera and the smartphone without flash, 0.1 for the DSLR camera and the smartphone with flash, and 0.3 for the smartphone with and without flash (Figure 3).
Figure 3. A Bland-Altman plot of the difference between the intensity items of Scoring AD (iSCORAD) remotely assessed based on (A) digital single-lens reflex camera (DSLR) camera and smartphone without flash, (B) DSLR camera and smartphone with flash, and (C) smartphone with and without flash. The solid line represents the mean difference, the broken line the 1.96 SD, and the dotted line represents zero.

Discussion

Principal Findings

In a setup where clinical assessments are conducted remotely, it is important to be certain that the assessments and clinical decisions made are similar to conventional clinical practice (in-person assessment). In this study, we showed that smartphone-based severity assessments are strongly correlated with in-person assessments. Further, photographs taken with a smartphone are similar to DSLR photographs in the assessment of AD severity using iSCORAD.

It has been demonstrated that the Psoriasis Area and Severity Index can be determined with moderate to good accuracy by dermatologists using standardized digital photos to assess the
severity of psoriasis [13]. In patients with acne, Total Inflammatory Lesion Count was found to be the most reliable way to remotely track progress over time [14], whereas the Leeds technique and the Investigator’s Global Assessment designed to grade acne during in-person visits were not reliable in the assessment of digital photos of acne [14]. Further, a pilot study showed that a clinician viewing 3D photos could accurately measure and assess a diabetic foot ulcer remotely [15].

The assessment of AD severity relies on the assessment of clinical manifestations and subjective symptoms, as there is no specific and adequate serological or laboratory test to diagnose or monitor AD. A systematic review performed by Hill et al [16] found 62 different AD severity scales used in clinical trials, of which SCORAD was among the most commonly used. The level of agreement between different raters to give a consistent assessment of AD severity for the same patient has been investigated previously for SCORAD. Bozek et al [17] reported an ICC value of 0.66 for the intrarater reliability for objSCORAD with 10 trained dermatologists assessing 10 adult patients with AD. Zhao et al [18] also investigated in-person reliability for objSCORAD where 12 patients with AD were assessed by 5 trained dermatologists. In that study, an ICC of 0.498 (95% CI 0.234-0.785) and 0.446 (95% CI 0.037-0.730) for intrarater and interrater reliability, respectively, was reported. In another study with full-body photographs of 20 patients with AD of different skin colors assessed by 5 assessors showed that the intrarater ICC for objSCORAD was −0.089 for highly pigmented patients, 0.588 for mildly pigmented patients, and 0.586 for nonpigmented patients [18].

In our study, there was a strong and significant correlation between in-person severity assessment and the 5 dermatologists’ remote assessments of photographs. Further, the degree of severity assessed remotely based on smartphone photographs was similar to those based on DSLR photographs. The widespread use and ownership of smartphones in the general public may suggest that, with the right training, patients may be able to use their own devices in clinical trials to photograph lesions without compromising the clinical evaluations.

Strengths and Limitations

Our study has both important strengths and limitations that need to be addressed. It is a large study with 5 dermatologists rating hundreds of photographs remotely. The extent to which different camera types influence severity assessments based on photos has been investigated for the first time. In real-life settings, the photographs will often be taken by a smartphone and not a DSLR camera due to the ubiquity of smartphones in today’s society. In VCTs and teledermatology, the photographs will often be taken by the patients themselves and not by the clinician. Therefore, it is important to demonstrate that smartphones are valid tools to collect photographs that can be used to assess severity to the same degree as photographs taken by a DSLR camera. An important limitation is that the photographs used in this study are from a previously conducted study and therefore not collected for the purpose of this research. This explains why only iSCORAD was assessed remotely in our study, since information on disease extent, itch, and sleep quality was not available for remote assessments. Lastly, on average, the in-person intensity ratings were 1 point higher than the ones based on photographs. The trend appears to be linear, meaning that patients with greater severity are increasingly not being scored as “severe” in the remote assessments as they are in person. This could be due to lack of experience by the clinician rating the patients in person since the physician was not a trained dermatologist and the remote assessors were certified dermatologists with at least 5 years of experience in the field. Another explanation could be that the global overview the in-person physician has is lacking when remote assessments are done based on photographs. Future studies should therefore investigate interrater and intrarater reliability between in-person assessment and smartphone photographs taken by the patient at home to investigate the real-world scenario of future virtual trials and use in teledermatology.

Conclusion

In conclusion, this large study based on 5 dermatologists’ assessments of hundreds of photographs showed that remote severity assessments are strongly associated with in-person assessments. We also found that smartphones are valid tools to collect photographs and can be used to assess AD severity to the same degree as photographs from a DSLR camera. Further, variation in how the dermatologists rated the iSCORAD based on the photographs was very low. Although this study clearly demonstrates the potential for remote severity assessment of AD, the validity and reliability of the photograph-based methodology should be investigated in a properly designed method-comparison study before implementation.
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Abstract

Background: As the need for effective scalable interventions for mental health conditions such as depression, anxiety, and stress has grown, the digital delivery of mindfulness-based stress reduction (MBSR) has gained interest as a promising intervention in this domain.

Objective: This study aims to evaluate the changes in perceived stress following a 10-week digital MBSR program that combined an app-based digital program with weekly one-on-one remote sessions with a health coach.

Methods: This study used a retrospective, observational design. A total of 229 participants with moderate-to-high perceived stress scores as assessed by the Perceived Stress Scale (PSS)-10 enrolled in the 10-week Vida Health MBSR program. The program included weekly remote sessions with a certified health coach and digital content based on concepts fundamental to mindfulness practice. The PSS-10 was used to evaluate perceived stress. Of the 229 participants, 131 (57.2%) were considered program completers and provided at least one follow-up PSS-10. A secondary analysis examined the changes in stress scores at 6 months. This analysis was restricted to participants who had been enrolled in the program for at least 6 months (n=121). To account for random and fixed effects, linear mixed effects modeling was used to assess changes in stress scores over time. An intention-to-treat approach was used to evaluate the changes in perceived stress across the entire study cohort, including those who were lost to follow-up. In addition, a reliable change index was computed to evaluate the changes in scores from the baseline.

Results: The findings revealed a significant positive association between program time and stress reduction (B=−0.365; P<.001) at 12 weeks. We observed an average reduction in stress scores of 3.17 points (95% CI −3.93 to −2.44) by program week 6 and 4.86 points (95% CI −5.86 to −3.85) by program week 12. Overall, 83.2% (109/131) of participants showed a reduction in stress scores by week 12, with 40.5% (53/131) of participants showing reliable improvement at 12 weeks and 47.8% (56/131) of participants showing a shift to a lower stress level category (ie, moderate-to-low stress). The intention-to-treat analysis revealed a significant, although attenuated, reduction in stress scores at 12 weeks (B=−0.23; P<.001). Participants who completed more lessons had an increased likelihood of moving down at least one stress level category (odds ratio 1.512, 95% CI 1.056 to 2.166; P=.02). In assessing medium-term outcomes, among participants who had completed at least 6 months in the program, 48.8% (59/121) of members provided a 6-month assessment. We observed a significant reduction in stress scores at 6 months (t58=10.24; P<.001), with 61% (36/59) of participants showing reliable improvement.

Conclusions: The findings of this retrospective, observational study suggest that a blended, digital mindfulness-based intervention may support program uptake and meaningful, sustained reduction in stress outcomes.

(JMIR Form Res 2021;5(5):e25078) doi:10.2196/25078
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Introduction

Background

It is without question that the demand for mental health services has substantially increased in recent times, given the health, social, and economic ramifications of the COVID-19 pandemic [1,2]. Estimates suggest that nearly 40% of the US population will need treatment during their lifespan for anxiety, depression, or other common mental health conditions [3,4]. Most mental health concerns are psychiatric disorders, including anxiety, depression, and other stress-related conditions, that are treatable and, in some cases, preventable [5-7].

Barriers to seek care that are unique to mental health have been well documented in the literature. Digital mental health interventions (DMHIs) delivered via apps, web-based platforms, or text messaging have shown promise in addressing these concerns. They appear to reduce barriers to access conventional forms of mental health services, including cost, mental health stigma, and accessibility [8-10]. In addition, although DMHIs can be heterogeneous in terms of their approach, area of focus, and method of delivery, they appear to be as effective as traditional forms of in-person treatment interventions [11-13].

More recently, there has been a growing interest in the clinical utility of mindfulness-based interventions (MBIs) in improving mental health, stress management, and well-being. Mindfulness meditation is the act of purposefully paying attention to the present moment and being aware of mental states and processes with a sense of openheartedness, curiosity, and kindness in a nonjudgmental manner [14,15]. It has been proposed that increased awareness and nonjudgmental acceptance of experience facilitate emotional regulation and overall well-being [16,17]. Mindfulness-based stress reduction (MBSR) was originally developed as a treatment intervention for reducing continual stress that accompanies chronic pain [14,18]. However, growing evidence suggests that MBIs are as effective in improving both physical and mental health outcomes [16,19,20].

Research on MBIs and mental health outcomes has spanned two decades, and the general consensus has been that MBIs have a significant effect on improving stress and anxiety [21]. However, research focused on the efficacy of app-based or digitally delivered MBIs is still nascent. Recently, in a randomized controlled trial, Flett et al [22] reported short-term improvements in depressive symptoms among college students assigned to a digital mindfulness intervention compared with a control group. Despite the abundance of mindfulness-based DMHIs, Mani et al [23] noted that part of the challenge in evaluating these programs is that they differ substantially in content, particularly with respect to supporting core mindfulness practices, such as acknowledgment of thoughts and emotions, guided meditations, breath awareness techniques, body scans, and yoga movements. This content variability limits efforts to systematically evaluate the efficacy of mindfulness-based DMHIs. Indeed, a recent study by Cavanagh et al [24] observed improvements in perceived stress, anxiety, and depression among university staff and students who participated in a 2-week self-guided MBI compared with a wait-list control. However, the study found no differences in mental health outcomes between the type of treatment intervention: the intervention arm that incorporated guided mindfulness practice and psychoeducation was no more effective than the psychoeducation-only treatment group. These findings suggest that digital MBIs may differ in their effectiveness from their traditional counterparts because they use different subsets of activities and practices. Despite these inconsistencies, MBIs appear to be effective in stress management and well-being.

In their meta-analytic review of web-based MBIs, Spijkerman et al [25] observed a moderate effect of MBIs on stress (g=0.51), suggesting that digital MBIs can be effective in reducing perceived stress. However, the review also noted that most digital MBI studies include brief interventions, ranging from 2 to 8 sessions, with adherence rates between 35% and 92%. A subgroup analysis observed a larger effect size when comparing provider-supported interventions (g=0.89) with those lacking therapist guidance (g=0.19). These findings suggest that digital interventions that incorporate support by a therapist or coaching may facilitate program efficacy and adherence.

Health coaching has recently emerged as a promising behavioral intervention for improving health outcomes and adherence to mobile app platforms [26,27]. Defined as “a patient-centred process that is based upon behavior change theory and is delivered by health professionals with diverse backgrounds” [26], health coaching is a supportive model in teaching evidence-based interventions, which improve health outcomes by providing individuals with the knowledge, skills, and confidence to manage their health conditions [28-31]. Several frameworks are used by health coaches in their intervention approach, frequently including motivational interviewing and solution-focused goal setting [32-34].

In summary, although there exists an established body of research evaluating the effectiveness of digital MBIs, there has been less focus on the emerging trend of exclusively remote individualized health coaching combined with digital mindfulness tools. Furthermore, there is considerable variability in the structure of digital mindfulness interventions (e.g., guided practice vs psychoeducation only and intervention duration). In this study, we evaluated the Vida Health MBSR digital intervention for moderate-to-high perceived stress. Vida Health is a commercially available app that offers tailored digital health programs paired with one-on-one coaching with health education specialists or licensed therapists. The Vida Health app is available in all 50 states with program offerings, including MBSR, cognitive behavioral therapy for depression and anxiety, and chronic disease management.

Objective

The purpose of this study is to evaluate the effect of a mindfulness-based DMHI program delivered via a smartphone on perceived stress. The program pairs individualized remote health coaching, with tailored lessons and tools to introduce and facilitate the practice of mindfulness. Our primary hypothesis was that participants enrolled in the Vida Health MBSR program would show improvements in perceived stress scores at the end of the program. In addition, we predicted that program engagement, as measured by the extent of coach
interaction or program content completed, would be positively associated with reductions in perceived stress scores.

**Methods**

**Study Design**

This study used an observational, retrospective design to evaluate changes in perceived stress among participants who completed Vida Health app-based and coach-supported MBSR program. Individuals from across the United States were invited to use the Vida platform, paid for by their employers. Participants joined the Vida MBSR program between March 2018 and May 2020. The institutional review board (Western IRB) waived the requirement for informed consent because the study was determined to have minimal risk, and the data were fully anonymized before analysis.

**Outcome Measure**

Stress was assessed using the clinically validated 10-item Perceived Stress Scale (PSS-10) [35]. The PSS-10 is an industry-standard assessment instrument designed to measure the perception of stress and how a variety of life situations may occur to them as uncertain, unmanageable, or overburdening. PSS-10 also tracks clients’ feelings and thoughts during the intervening periods between assessments [36].

The delivery of the PSS assessment occurred via the Vida app (an example of the assessment is shown in Figure 1). The PSS-10 was sent every 2 weeks during the 10-week program intervention and every 3 months in the postintervention phase. Although participants were encouraged to complete the survey on the day on which it was received, they had the option to complete the assessment up to 2 weeks after receipt. After that point, the next scheduled assessment became available in the app.

**Study Population and Recruitment**

The study included adults aged ≥18 years, who owned a smartphone or tablet, were fluent in English, and had a score indicative of moderate perceived stress or higher at program intake, as measured by the PSS (PSS-10 ≥14). Participants were recruited between March 2018 and May 2020 from employers that offered the Vida Health MBSR program to employees and spouses as part of their health plan. They were recruited through a combination of email announcements, paper flyers, and onsite events at their employer and were directed to download the Vida Health app from the App Store (iOS version) or Google Play Store (Android version). On downloading the app, participants enrolled in the program by completing a brief set of registration.
questions that included name, contact information, basic demographics (age, gender, height, and weight), existing health conditions, and main health goals (flow shown in Figure 2).

After enrolling in the program, study participants were paired with a certified health coach. Coaches were required to have professional health and wellness coach training from a National Board for Health and Wellness Coaching (NBHWC) accredited program. Coaches performed a video call–based intake in which they determined whether the client was still a good fit for the program. Participants excluded from the study were referred to Vida Health Care Navigators, licensed mental health professionals, who then performed a psychosocial assessment, based on which the participants were referred either internally to the Vida Health Therapy program or external local resources. Conditions that led to exclusion criteria included self-reported moderate-to-severe depressive or anxiety symptoms, reports of suicidality, homicidality or presenting psychosis, active posttraumatic stress disorder, addiction to substances or alcohol, or significant health problems exacerbated by breathing exercises or yoga. Participants scoring in the high perceived stress range (PSS-10 >27) were also offered the option of completing an assessment with a licensed mental health professional to discuss treatment options (remain in the MBSR program, transfer to the Vida cognitive behavioral therapy program for anxiety or connect with external resources to mental health services).

Figure 2. Program screens showing flow into the Vida Health mindfulness-based stress reduction program.

Study Intervention

Following enrollment, participants received the Vida Health MBSR program, a 10-week digital therapeutic intervention for moderate perceived stress. The intervention was delivered via a mobile app. The evaluated program had three core components: (1) remote personal health coaching with licensed providers, (2) educational lessons and meditation or mindfulness practices, and (3) progress tracking.

At the start of the MBSR program, participants were asked to select a health coach with whom they would have 30-minute weekly video call sessions throughout the course of the 10-week intervention. During the video call sessions, the coach and participant routinely discussed progress, set goals, and reviewed strategies for applying learned concepts and skills to the participants’ daily lives. In addition to weekly video calls, participants had unlimited app-based messaging support from their coaches. Digital content, which was based on MBSR techniques and could be audio-, video-, or text-based, was automatically sent to participants’ mobile apps every few days. The materials reviewed core concepts of MBSR, including the mind-body connection, meditations, body and breath awareness, and yoga and mindfulness techniques. Health coaches could also send additional content depending on the participants’ needs. Participants were asked to engage with the lessons and practices as they came, but they had access to all of the content throughout the program. Finally, participants were asked to track their stress levels every 2 weeks via the PSS-10 survey. Examples of how the participants experienced these core program components are shown in Figure 3.

The core intervention involved lessons and tools built on concepts fundamental to integrating daily mindfulness-based approaches. These lessons and mindful practices focused on building mindful awareness, establishing healthy relationships with existing stress or stressors, and integrating skills to increase a participant’s autonomy of control over managing and responding to stressors. The lessons and practices were designed for consumption in short intervals, and participants had the option of completing the same lesson or tool multiple times. Were there lessons that were not part of the core?

In addition to the core components of the program, participants received access to various app features to support them in reducing their stress. This included graphs detailing the participant’s progress over time and a home screen that used machine learning models to recommend helpful actions for the participant to take or useful information for the participant to know. These models could prompt the participant to read a
specific piece of content, send a message to their coach, log their stress, or view their progress in relation to other members using the Vida app. Participants could also generate habits, or actions to take in real life, that the app reminded them to complete. Participants were able to access and engage with all the functionality of the Vida app during their leisure time.

Figure 3. Features of the mobile app available to participants completing the mindfulness-based stress reduction program.

Statistical Analyses

All data preparation and analyses were performed using Python version 3.7.9 (Python Software Foundation) and STATA version 16.1 (StataCorp LLC). Baseline was defined as the PSS-10 score completed on the program intake. The week of follow-up assessment completion was computed as the difference in weeks between the survey completion date and the program start date. Baseline differences in stress scores between program completers and noncompleters were assessed using a two-tailed t test. As participants were drawn from multiple employers, a Kruskal-Wallis test was performed to assess any potential differences between organizations.

The assessment schedule allowed the participants to complete the PSS-10 survey at any time in a 2-week period. In other words, a participant could complete the survey on the day of receipt or 10 days thereafter. Owing to this inconsistent cadence of completion, only a subset of participants completed the survey in any given week. We used curve fitting, a previously described data imputation technique [37], which can be used to address data sparsity. In brief, we first compiled the time series of PSS-10 scores for each participant. Using the curve_fit function from the SciPy library for Python version 3.7.6 [38], 3 different functional forms (linear, quadratic, and sigmoidal) were fit to each participant’s data. The fit that yielded the lowest root mean squared error was selected for that participant. This procedure was applied to all participants, and the resulting curves yielded data for all weeks that the participant was in the program.

Program engagement was operationalized as two variables: the number of coach consultations and the number of core lessons completed during the intervention. The program engagement factors were each scaled. As described in an earlier paper [39], to adjust for a significant right skew, the number of completed lessons and the number of messages sent were right Winsorized at the 99th percentile. This method retains superusers who may complete many lessons during the program but prevents any one participant from excessively influencing the analyses.

To determine the effect of program time and engagement on changes in perceived stress scores, we used a linear mixed effects model (MLM). Linear MLMs address potential heterogeneity in the data because of possible differences across organizations and provider effectiveness. In this analysis, employer organization and health coaches were entered into the model as random effects. Change in PSS-10 scores from the baseline was entered into the model as the outcome variable. Fixed factors included baseline PSS-10 scores, program time in weeks, gender, number of lessons completed, and number of coach consultations. The reliable change index was computed to estimate the proportion of participants who experienced a reliable improvement in stress outcomes at the end of the intervention and at 3 months post intervention [40]. All analyses were performed using the StatsModels module of Python version 3.7.6 [41] and STATA version 16.1.

Results

Overview

A total of 229 participants with a baseline PSS score ≥14 (moderate stress or higher) were enrolled in the Vida MBSR program between March 2018 and May 2020. Study enrollment was restricted to participants who completed at least one in-app program lesson or had at least one coach interaction (video consultation or text message to coach) during the study period. The PSS-10 score reported at program intake was used as the baseline PSS-10 score. A schematic of the participant flow is shown in Figure 4. Of the enrolled participants, 42.7% (98/229) failed to complete at least one follow-up PSS-10 assessment after the first month of the program. In the absence of follow-up...
assessment, these participants were considered program noncompleters and were excluded from all subsequent analyses. Unless otherwise noted, analysis was restricted to the treatment cohort, defined as participants who completed at least one follow-up PSS assessment within 5 to 12 weeks from the start of the program. Overall, 57.2% (131/229) of the participants met the inclusion criteria in the treatment cohort.

To address potential systematic baseline differences between program noncompleters and the treatment cohort, we performed a two-tailed t test that showed a nonsignificant difference in baseline PSS-10 scores between groups ($P=0.10$). However, a two-tailed chi-square test suggested that more program noncompleters scored in the higher perceived stress range (PSS-10 $\geq 27$) than participants in the treatment cohort ($\chi^2 = 5.1; P = 0.02$). This is expected, as participants scoring in the higher severity range were typically referred to external services or Vida Health Therapy rather than remaining in the MBSR program. There were no significant gender ($P=0.20$) or age-based baseline differences between groups ($P=0.45$). As noted earlier, participants were drawn from employer-based organizations. The results of the Kruskal-Wallis test showed no significant differences in baseline PSS-10 scores between organizations ($P=0.38$).

**Figure 4.** A schematic of participant flow. PSS: Perceived Stress Scale.

---

**Baseline Characteristics**

The treatment cohort comprised 131 participants. Baseline characteristics are presented in Table 1. Of 131 participants, 121 (92.4%) reported experiencing moderate stress at baseline, with 10 (7.6%) reporting high perceived stress at baseline. The study included more women than men. There was a marginally significant trend, suggesting that women reported higher levels of perceived stress than men at baseline ($t_{129} = 1.93; P=0.06$). All participants engaged with their coach either via text messages or remote consultations. Of 131 participants, 96 (73.3%) participants had completed at least one consultation with their coach during the intervention period and 130 (99.2%)
participants had messaged their coach during the program intervention. A summary of program engagement is presented in Table 2.

### Table 1. Demographic characteristics of treatment cohort (N=131).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>82 (62.6)</td>
</tr>
<tr>
<td>Male</td>
<td>49 (37.4)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>38.02 (10.92)</td>
</tr>
<tr>
<td>Male</td>
<td>40.75 (10.72)</td>
</tr>
<tr>
<td>Baseline Perceived Stress Scale -10, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>38.02 (10.92)</td>
</tr>
<tr>
<td>Male</td>
<td>40.75 (10.72)</td>
</tr>
</tbody>
</table>

### Table 2. Summary statistics for program engagement (N=131).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Consultations (mean 3.87, SD 3.29)</th>
<th>Messages (mean 28.57, SD 5.35)</th>
<th>Lesson completions (mean 10.56, SD 8.21)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation coefficients</td>
<td>P value</td>
<td>Correlation coefficients</td>
</tr>
<tr>
<td>Consultations</td>
<td>1.0</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.040</td>
</tr>
<tr>
<td>Messages</td>
<td>0.040</td>
<td>.64</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

**Perceived Stress Outcomes**

Overall, 83.2% (109/131) of participants experienced a reduction in PSS-10 scores from baseline by program week 12. Of 131 participants, 56 (47.8%) moved down at least one perceived stress level (ie, moderate-to-low stress) and 53 (40.5%) had a reliable improvement in perceived stress scores. There was a significant effect of program week on reduction in PSS-10 scores relative to baseline (B=-0.365; P<.001) such that increased program time was associated with greater perceived stress reduction (Figure 5). We observed an average reduction of 3.17 points (95% CI −3.93 to −2.44) by program week 6 and a reduction of 4.86 points by week 12 (95% CI −5.86 to −3.85). In addition, the analysis revealed a significant inverse association between baseline PSS-10 scores and average reduction (B=-0.402; P<.001). Higher baseline scores were associated with greater reductions in PSS-10 scores by program week 12. We observed a nonsignificant trend, suggesting that women showed a greater reduction in perceived stress than men (B=-0.362; P=.09).

**Figure 5.** Estimated marginal means of changes in 10-item Perceived Stress Scale as a function of program time. PSS: Perceived Stress Scale.
Engagement-Based Outcomes
The number of coach consultations had no significant effect on the perceived stress scores ($P = .69$). However, there was a significant effect between core lesson completion and reduction in stress scores by program week 12 ($B = -1.420; P < .001$). Participants who completed a higher number of core lessons had an increased likelihood of achieving at least one-level reduction in perceived stress scores (odds ratio 1.512, 95% CI 1.056-2.166; $P = .02$).

Medium-Term Perceived Stress Outcomes
In addition, we examined the three-month postintervention outcomes. A total of 92.4% (121/131) of participants had completed at least 6 months from the start of program enrollment. Of this cohort, 48.8% (59/121) provided a follow-up PSS-10 assessment at month 6. A paired $t$ test revealed a significant reduction in PSS-10 scores from baseline ($t_{38} = 10.24; P < .001$). By 6 months, participants showed an average reduction of 6.77 points (95% CI 5.45 to 8.09) in perceived stress scores relative to baseline. A reduction of at least one stress level was observed in 57% (34/59) of participants, and 61% (36/59) of the participants showed reliable improvement in stress outcomes relative to baseline. A Hedges' $g$ calculation suggested a large effect size ($g = 1.37; 95%$ CI 0.97 to 1.77).

Discussion
Principal Findings
The Vida Health digital MBSR program is an app-based mental health intervention that combines one-on-one weekly remote video sessions with a coach along with tailored digital content based on core concepts of mindfulness practice. The goal of this study is to assess changes in stress outcomes following this MBSR intervention among participants with moderate-to-high perceived stress scores at baseline. The results showed a significant and reliable reduction in perceived stress scores within 12 weeks, which seemed to be maintained at month 6. Higher program engagement, as measured by the completion of core lesson content, was associated with an increased likelihood of a shift to a lower stress-level category (ie, moderate-to-low stress). Although our findings suggest that the Vida Health digital MBSR intervention is associated with improvements in perceived stress, the study design (ie, lack of a control or comparison group) limits our ability to draw causal inferences from these results.

The results of this study are consistent with previous research [12,13,21] that has observed improvements in mental health metrics following digital, app-based interventions. In their meta-analysis, Spijkerman et al [25] observed a stronger effect size for mindfulness interventions that included therapist guidance compared with self-guided interventions. In this study, the frequency of coach consultations was not associated with changes in perceived stress. However, program content completion showed a significant, positive relationship with stress reduction such that participants who completed more core lessons had a greater likelihood of a one-level reduction in stress scores. Coach consultations were not correlated with lesson completion; in other words, participants who had more consultations did not appear to complete more lessons. We observed a modest, positive association between the number of messages sent to the coach and lessons completed. Although the Vida MBSR program can be self-guided and completed independently of a coach, it is important to note that all participants included in the study had engaged with their coach (either via text messaging or video consultation) during the intervention period, with 73.3% (96/131) having completed at least one consultation. Although not directly evaluated in this study, it is possible that the benefit of coach guidance was in facilitating program uptake and adherence. It has been noted in earlier research that program adherence or retention is a commonly observed challenge of DMHIs, with uptake rates for DMHIs ranging from 0.5% to 28.6% [40]. In this study, we observed that participants who had more coach consultations were more likely to complete postintervention PSS-10 assessments (odds ratio 1.88, 95% CI 1.39 to 2.54; $P < .001$), suggesting that perhaps the coaches serve as a program anchor. In summary, this study observed a significant reduction in perceived stress scores following a 10-week digital MBSR intervention. In addition, the study provides preliminary insight into the role of program content engagement as a possible moderator of this effect. Together, they lend support to the utility and possible efficacy of digital DMHIs that incorporate sound-validated mental health interventions, adding MBSR to the arsenal of options.

Limitations
This study used a retrospective observational design that lacked a comparison group. The possibility of self-selection bias and the lack of randomization limit the generalizability of our findings and the ability to draw causal inferences regarding the effect of the digital MBSR intervention on stress reduction. As noted earlier, 42.7% (98/229) of the enrolled participants failed to provide an assessment after their initial intake. Although we did not observe any significant systematic demographic differences across program nonstarters and those who remained in the program, it is possible that the groups differed on factors not assessed in this study, such as the presence of other comorbid mental health conditions. We did note that more program nonstarters scored in the high stress range than participants who remained in the program. Although participants with high stress scores were eligible to enroll in this study, participants scoring in the high perceived stress range (PSS-10 >27) were offered the services of a Vida Health Care Navigator to assess the suitability of the MBSR program in addressing their mental health concerns. Indeed, as shown in Figure 4, 22% (22/98) of the program noncompleters had a care navigation consult for external resources to care or switched to a different program. Nevertheless, over three-fourth of program nonstarters failed to engage in the program and provide follow-up assessments. Overall, the observed retention in this study is consistent with previous research that reported an adherence rate ranging from 35% to 92% [25].

Perceived stress was the key outcome metric assessed in this study. However, MBSRs have been associated with improvements in additional measures of mental health, such as depression, anxiety, mood, and well-being [21,22,24]. Additional research is warranted to better define and measure the impact of DMHIs on the treatment of stress management.
Future research should incorporate more comprehensive measures of mental health and well-being to better evaluate the possible benefits of digital MBSR interventions. Although we observed a significant positive association between lesson completion and reduction in perceived stress scores, it is possible that participants who experienced improvement were more motivated to complete additional lessons. Moreover, factors not assessed in this study, such as frequency of mindful meditation practice, may account for the observed association between lesson completion and stress scores. In addition, the lessons incorporated psychoeducation and guided practice. It has been suggested that MBSR interventions that incorporate guided lessons may be no more effective than psychoeducation alone [24]. Although research suggests that therapist-supported DMHIs can be as effective as conventional in-person forms of therapy [12,13], further clarity is needed on the role of certified health coaches in MBI programs. Additional research unpacking patterns of engagement in digital interventions, consumption of program content, and their association with mental health outcomes is warranted.

DMHIs through the integration of mindful awareness lessons, practices, and health coaching can be effective in improving mental health care accessibility, cost-effectiveness, and increasing support services to a larger demographic. Future research should involve equivalence trials comparing DMHIs and in-person behavioral health interventions on MBIs for stress management, further examining the importance of the role of health coaches in DMHIs.

Conclusions

The recent growth and accessibility of smartphones has facilitated the continual development and deployment of mobile-based apps, making it practical for individuals to access the DMHI. Mobile phones facilitate the ability for interventions to enter into the daily lives of individuals, allowing unobtrusive monitoring of activities and contexts, and promote the possibility for interventions at opportune moments, that is, when most needed or desired [42]. Mobile phones are particularly beneficial for mental health care accessibility, as their ownership is largely unrestricted by socioeconomic or demographic status. In addition, they are the preferred form of communication among younger populations, the age group with a decreased likelihood of seeking treatment or support services when affected by mental health conditions [43,44]. MBSR interventions have been shown to be effective in improving mental health outcomes. In this study, adults with moderate-to-high perceived stress completed a 10-week digital MBSR intervention. The intervention paired one-on-one coaching sessions with tailored, guided digital content based on the core concepts of mindfulness practice. We observed significant and reliable postintervention reductions in perceived stress at 12 weeks and 6 months. Although the nonrandomized study design, participant attrition, and the lack of a control group are study limitations, the findings of the study suggest that mindfulness-based digital intervention may be effective in the treatment and management of mental health.
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Abstract

Background: Health systems in low- and middle-income countries face considerable challenges in providing high-quality accessible care. eHealth has had mounting interest as a possible solution given the unprecedented growth in mobile phone and internet technologies in these locations; however, few apps or software programs have, as of yet, gone beyond the testing phase, most downloads are never opened, and consistent use is extremely rare. This is believed to be due to a failure to engage and meet local stakeholder needs and the high costs of software development.

Objective: World Health Organization Basic Emergency Care course participants requested a mobile point-of-care adjunct to the primary course material. Our team undertook the task of developing this solution through a community-based participatory model in an effort to meet trainees’ reported needs and avoid some of the abovementioned failings. We aimed to use the well-described Lean software development strategy—given our familiarity with its elements and its ubiquitous use in medicine, global health, and software development—to complete this task efficiently and with maximal stakeholder involvement.

Methods: From September 2016 through January 2017, the Basic Emergency Care app was designed and developed at the University of California San Francisco. When a prototype was complete, it was piloted in Cape Town, South Africa and Dar es Salaam, Tanzania—World Health Organization Basic Emergency Care partner sites. Feedback from this pilot shaped continuous amendments to the app before subsequent user testing and study of the effect of use of the app on trainee retention of Basic Emergency Care course material.

Results: Our user-centered mobile app was developed with an iterative participatory approach with its first version available within 6 months and with high acceptance—95% of Basic Emergency Care Course participants felt that it was useful. Our solution had minimal direct costs and resulted in a robust infrastructure for subsequent assessment and maintenance and allows for efficient feedback and expansion.

Conclusions: We believe that utilizing Lean software development strategies may help global health advocates and researchers build eHealth solutions with a process that is familiar and with buy-in across stakeholders that is responsive, rapid to deploy, and sustainable.

(JMIR Form Res 2021;5(5):e14851)  doi:10.2196/14851
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Introduction

eHealth in Low- and Middle-Income Countries

Health systems in low- and middle-income countries continue to face considerable challenges in providing high-quality affordable accessible care [1]. Simultaneously, they have experienced an unprecedented increase in the number of users of mobile phone and internet technologies, as well as a decline in the price of devices and services [2]. Furthermore, most medical professionals report that smartphone and mobile technologies are useful for training and education [3]. As a result, many health program implementers and policy makers are exploring the extent to which eHealth, defined as “the use of information and communication technologies for health” [4], can help address the challenges faced by resource-constrained health markets in terms of the availability, quality, and financing of health care [5-10].

However, few of these initiatives succeed as hoped or progress past the pilot phase. Although eHealth has the potential to strengthen health systems worldwide, consistent use is extremely rare and the evidence base is immature [11]. Consequently, the opportunities to advance knowledge remain limited in scope [12]. Limitations in adoption are likely multifactorial, but they often fail to address the needs of diverse stakeholders [13]. eHealth apps often have unique end-users, and health care scientists and researchers are not often well-versed in how software engineers operate as traditional scientific measures may be too rigid to identify the nuanced differences between user subgroups [14]. Lastly, software and apps are expensive to develop, averaging between a cost of US $23,000-28,000 (with minimal features) to $270,000 (for robust apps)—a cost many community-based projects simply cannot afford [15-17].

These limitations in software development are not new, however. Early in the history of software product development and the expansion of the internet, there was concern over excessive amounts of money being spent to develop technologies that did not meet user needs. Years were sometimes spent building apps which would later be found to have been based on false assumptions, were uselessly developed for an outdated technology, or the demand for a solution disappeared by the end of the software production cycle. Development cycles were too long and rarely had early stakeholder buy-in or feedback. In response, developers looked for strategies to remain responsive to an ever evolving market while building solutions as quickly and efficiently as possible.

One of the most commonly employed methods evolved from the Toyota Production System, later coined as Lean, a systematic method for waste reduction [18]. The aim of employing Lean in software development was to use this approach to build solutions that created value for customers, eliminated waste, empowered the developers, and allowed for continuous improvement. Not only has Lean methodology become commonplace in software development, its use has been growing in global health care and as a validated method to employ evidence-based practices and continuous quality improvement in diverse of practical settings [18-20].

Basic Emergency Care

The 2015 Global Burden of Disease Study [21] found that emergency medical diseases contributed to more than half of all years of life lost globally. While this continues to be a global burden, it is most acutely felt by low- and middle-income countries, which have 4.4 times the disease burden of high-income countries [21]. Moreover, it is estimated that over half of all deaths in these countries are potentially addressable by emergency care [22]. Well-organized emergency care systems play an important role in the delivery of emergency services to and the health outcomes of patients in low-resource settings [23]; however, frontline providers in low- and middle-income countries often lack the basic training to recognize and treat life-threatening conditions [24], and the accessibility of adequate emergency care in low-resource settings is limited [25]. The burden of acute diseases, coupled with the lack of emergency care training in low- and middle-income countries, begets unnecessary mortality.

Prioritizing an integrated approach to early recognition and resuscitation substantially reduces morbidity and mortality associated with emergent medical conditions [26,27]. As such, the World Health Organization developed an open-access Basic Emergency Care course to provide standardized training in basic assessment and life-saving techniques using a traditional lecture format. The course covers the Airway, Breathing, Circulation, Disability, and Exposure approach to pediatric and adult emergencies, trauma, respiratory distress, shock, pregnancy, and altered mental status. The Basic Emergency Care course is not, in itself, an eHealth intervention. It is traditional didactic training, consisting of a 5-day series of classes, aimed at teaching participants how to recognize and intervene in a number of emergent conditions (the most significant causes of morbidity and mortality

Participants are trained to conduct a primary survey of emergency situations they may encounter situation, using the mnemonic Airway, Breathing, Circulation, Disability, and Exposure, which is, in itself, a concise and standardized algorithm; however, many branch points and deviations as well as condition-specific interventions are possible. But while there are a large number of emergent medical conditions annually, each practitioner may only encounter a few of any particular type in a given year. Diagrammatic representations of the possible emergency situations that one might encounter contained multiple decision points and branches; thus, their complexity made them too unwieldy to be useful. Furthermore, not all emergent conditions take place in a hospital, with many occurring in the field and being managed by emergency medical technicians. Thus, a mobile point-of-care reference was suggested as a means to help individuals recall Basic Emergency Care course training.

https://formative.jmir.org/2021/5/e14851
While there are many software development models to choose from, such as Waterfall or Scrum, we believe that the breadth of use and familiarity of Lean across health care administration, the software industry, and global health make it the ideal model to be used to address some of the inherent difficulties of global health software development and implementation (Figure 1) [28,29]—each is necessary for developing eHealth interventions and each has robust familiarity with this methodology [19,30,31]. Global health experts and their stakeholders are necessary to understand the landscape of issues needing to be addressed within a community. Software developers need to be able to communicate with global health experts to understand those needs and the scope of technological solutions. Finally, health care administrators must be able to respond to their community and clinician needs as well as implement the developed solutions to work within their institution.

Figure 1. Stakeholder overlap with Lean methodologies.

Given that the Lean process makes use of limited resources, empowers local stakeholders, and facilitates remote development, it may prove to be a successful model for wide-scale implementations [30]. We aimed at employing a standardized Lean software development strategy to quickly develop and iterate a community-based global eHealth initiative for diverse stakeholders.

Methods

Lean Strategy

Lean software development has 7 core elements [32]: seeing the whole, empowering the team, building integrity in, amplifying learning, deciding as late as possible, delivering as fast as possible, and eliminating waste (Figure 2).
Seeing the Whole

Complex systems are composed of networks of interconnected components that influence each other, often in a nonlinear fashion [33]. Health care, specifically global health care, is a complex system. Problems are rarely simple and rarely have clear boundaries [34,35]. In order to develop broad and novel solutions, teams must be able to see the whole and avoid a hammer-looking-for-nails approach. In global health care, this is often exacerbated by a tendency to focus on squeaky wheels [36] that distract from the true underlying issue—which may be more difficult to address. To address this problem, Lean systems use root-cause analyses. While there are many different types of analyses, one simple approach is called The 5 Whys (Figure 3) [37,38]. This is an iterative interrogation technique used to explore the cause-and-effect relationships underlying a particular problem with the goal of determining the root cause by repeating the question “Why?”

Empowering the Team

Team empowerment strategies have been shown to improve many elements of health care, from individual management of disease, public health strategies, or improving partnership and sustainability in global health [39,40]. Team empowerment requires: (1) enhancing meaningfulness of work, (2) fostering participation in decision making, (3) facilitating goal accomplishment, and (4) providing autonomy and freedom from bureaucratic restraints that can cause unnecessary delays and bottlenecks [41].

Initial project planning using this approach began in early 2016 with input from health care providers and software developers. Because groups tend to overestimate the importance of their particular skill set, solutions to a root-cause analysis must be derived from stakeholders without a priori assumptions. For the Basic Emergency Care app, it was participants who referenced their access and regular use of mobile phones for medical purposes which guided the solution.
For the Basic Emergency Care app, team empowerment began in mid-2016 with a shared vision of both the problem and solution. Developers, who lacked the experience of emergency department care or global health initiatives, spent time with those who had, in the form of structured meetings and ongoing email communication, throughout the app development and testing process. Efforts were made to make videoconferencing available to developers whenever possible during testing so that helpful features and hurdles to use could be identified and addressed in real time. Participation across the development team was fostered through a variety of free and secure resources, such as Slack (a collaboration hub for projects which allows document sharing and conferencing) and GitHub (a version control system widely used in software engineering which allows for shared to-do lists and assignment of tasks). By fostering shared decision making through open communication and regular feedback, team members were able to develop a plan for addressing their tasks, which was then shared with the team, and suggest changes as necessary based on their role in the team. This allowed for participation in decision making and autonomy in areas of subject-matter expertise.

**Building Integrity In**

In the software engineering, *integrity* is described as a freedom from flaw, defect, or decay [42]; a solution should have internal and external consistency. That is, it should make intuitive sense to the end user how to interact with the solution (ie, perceived integrity), and the internal functioning of the solution should be the appropriate use of engineering and organization resources (ie, conceptual integrity). Software is usually expected to evolve gracefully as it adapts to the future. Solutions with integrity have a coherent architecture; score highly on usability and fitness for their purpose; and are maintainable, adaptable, and extensible. Research has shown that integrity comes from wise leadership, relevant expertise, effective communication, and healthy discipline [32]. Thus, integrity is achieved through excellent detailed information flow—from users to the development team and between the development team members (Figure 4) [43].

**Achieving integrity for the Basic Emergency Care app first required an empowered team capable of communicating and receiving feedback as described above. During app development from September 2016 through January 2017, all team conversations and amendments to software were recorded using Slack and GitHub, allowing for easy sharing with new members as they joined the team smoothing onboarding and preventing delays when team members transitioned. Furthermore, feedback channels for remote team members and site leads or prototype testers were maintained to easily provide feedback and suggestions to optimize the solution’s fit.**

**Amplifying Learning**

Gathering information is an important step in solving new problems. For complex problems, the preferred approach to a solution is to use the scientific method: observe, create a hypothesis, devise an experiment to test the hypothesis, run the experiment, and see if the results are consistent with the hypothesis [32,44]. Today it is widely accepted that software
design is a problem-solving process that involves discovering solutions through short repeated cycles of investigation, experimentation, and results validation. In Lean development, this is considered the sum of 2 other steps—waiting to as long as possible to finalize a decision or acting quickly and soliciting feedback.

Learning from past interventions has been difficult in prior eHealth initiatives. This is sometimes due to rigid statistical measures that attempt to measure the effect of the software itself rather than how it corresponds to the principles on which it is based [45]. Furthermore, many initiatives do not even make it past the pilot stages, thus limiting the broad awareness of their successes and failures due to publication bias [7,45]. Implementation science measures such as reach, effectiveness, or acceptance are rarely reported, making it difficult to learn from prior endeavors or predict successful strategies. Incorporation of theory-informed frameworks for understanding factors associated with adoption and nonadoption are essential for evaluating eHealth software and generating knowledge that can be applied to other settings [46].

Given that we expected the Basic Emergency Care app to be used in many different settings, we aimed to develop the app with avenues of concomitant feedback that would allow for product improvements and implementation improvements. This included readily available and standardized survey methods and a grounded theory approach to leading focus groups. We conducted these sessions, in Tanzania and South Africa from January 11, 2017 through February 5, 2017. Feedback from each session was used to modify the app; iterative changes to the app were tested in subsequent groups.

**Deciding as Late as Possible**

Development practices that provide for late decision making are effective in domains that involve uncertainty because they provide an option-based approach. A key strategy for delaying commitments when developing a complex solution is to build a capacity for change into the system. Delayed decisions are valuable because they can be made based on facts rather than speculation. This is also sometimes referred to as concurrent development or just-in-time production [47,48]. Concurrent development allows for a breadth-first approach, to discover big costly problems early on in the development process (before it is too late). Concurrent development, as opposed to sequential development, means a team starts programming the highest value features as soon as high-level conceptual designs have been determined; detailed requirements may still be undergoing investigation. In addition to ensuring against costly mistakes, concurrent development is considered to be the best method for dealing with changing requirements [32]. This is because not only are the big decisions deferred while considering all options, but the little decisions are deferred as well. When change is expected, concurrent development reduces delivery time and overall cost, while improving the performance of the final product. But concurrent software development also has costs. It requires having developers with enough expertise in a particular domain (ie, mobile, machine learning, etc) to anticipate where the emerging design is likely to lead and having collaboration between customers and analysts [32].

During initial user feedback sessions for the Basic Emergency Care app, some participants suggested only allowing the user to progress linearly through the entire pathway thus forcing users to complete the entirety of the primary survey every time they use the app, but a particular subgroup requested the ability to simply search course material as soon as they identified a problem. Given that whether users would be allowed to jump through the app or progress linearly would require significantly different interfaces and functionality (ie, a search bar and the ability to bypass certain checkpoints), it was necessary to test both options and delay decision, until the options had been vetted by domain experts or one had to be deployed. During the first iteration of this process in February 2017, engineers examined the product roadmap to determine whether this feature would even be possible, while end users provided feedback about feature necessity and value.

**Delivering as Fast as Possible**

While seemingly contradictory, delivering as fast as possible complements deciding as late as possible. The faster a change or feature can be delivered, the longer decisions can be delayed before testing. Furthermore, without speed, it is not possible to have reliable feedback. In software development, the discovery cycle—design, implement, feedback, improve—is critical for learning. The shorter these cycles, the more can be learned.

For the Basic Emergency Care app navigation, a software solution that made both options possible, was chosen early during app development (in late 2016). Team members tested this solution for bugs. Both options were later deployed to determine the impact of each option on user satisfaction, app use, or recall of the course material.

**Eliminating Waste**

As the name implies, eliminating waste is the core concept of the Lean development strategy. Waste can come in many forms; from monetary to time. Anything that does not directly add value to the end-user is a waste. There are some particular methods that have been described to see and eliminate waste in software development, called the 7 wastes: partially done work, extra processes, extra features, task switching, waiting, motion, and defects [49]. Eliminating waste is a central tenant of the Lean development strategy. Most authors suggest starting with an approach to eliminate waste. However, in global health, eliminating waste requires a holistic view of the problem, an understanding of what is possible, and stakeholder involvement as well as feedback before assumptions are made. Thus, we have this pivotal step at the end as a reminder to assess the prior work in context. Many of the strategies to eliminate waste are addressed by the other 6 core elements of Lean. Solutions with integrity limit motion and task-switching by allowing for bidirectional feedback from users to the engineering team so that workflows may be taken into account in the solution. Partially done work is limited when decisions are made only when absolutely necessary. Waiting is minimized by delivering as fast as possible. Defects are identified by amplifying learning. Finally, extra features and processes are only identified by seeing the whole and understanding the purpose or utility of each within the greater context of addressing the problem at hand.
For the Basic Emergency Care app, waste could be considered in 2 dimensions: cost and time. Waste in both of these dimensions could result from unnecessary features or delays in feedback or delivery of requested features. Thus, we utilized continuous feedback from stakeholders and iterative testing to ensure that we were not expanding the scope or necessary elements of our solution. This helped us to limit engineering demands and to give directed instructions to developers, which helped to limit costs and time. We were able to create our pilot app (Figure 5) for the cost of a single Android and iOS app developer (who was hired for a per-project fee of $3000) and web-hosting ($96 annually). Development took 6 months (from initial scope description until pilot completion).

**Figure 5.** Screenshot of the Basic Emergency Care app.

### Results

In a convenience sample of participants from across all levels of training, the majority (56/59, 95%) believed that the Basic Emergency Care app was “useful for their practice.” Responses included that it was an effective means to help “remind (me) to complete the primary survey on all patients” and prevented “missing steps.” A subgroup of physicians trained in emergency medicine (9/30, 30%) reported that they would prefer if the tool allowed “searching conditions” or references for “specific interventions” rather than a rigid algorithm as “I already know what the problem is, but now I want to know how to address it.” This feedback was used to design the subsequent versions of the app to improve acceptance and usability for all target providers.

### Discussion

**General**

Our goal was to develop a mobile app through the use of a model that was well-known to each participant stakeholder in a global health initiative: global health, health care administration, and software engineering. We found that in this setting, the Lean software development model was effective for limiting costs, addressing stakeholder needs and local practices, and bringing solutions to scale quickly.

Online calculators estimated a cost between $11,700 to $71,000 to develop an app such as the Basic Emergency Care app with similar data and infrastructure needs [50,51]. However, we were able to build our pilot app for a fraction of that cost at total...
monetary cost of $3096 for software development and annual web-hosting. Of course, we recognize that there are other costs associated with development that must be taken into account. While the monetary cost of our app was low, it took much longer to develop than the estimates given for professional app development. But we believe that this speed was likely balanced by the benefit of continuous feedback in a participatory model which helped to empower the team and build integrity [52-55]. The participatory model emphasized by the Lean software development model is particularly helpful in global health app development where needs span geographic, linguistic, and technological barriers.

There is a poignant need for mobile solutions in low- and middle-income countries. Many health care providers there have mobile devices, and there has been an increase in the development of apps to support care in these locations [2]. However, global health systems are complex and have different practices, system needs, and user demographics [13]. Thus, meaningful resources should not be built entirely external to the primary stakeholders, as many have been to date. However, access to software engineers can be limited for global health interventions that do not often have long-term scalability, need for full-time engineering services, or typical funding. When professional engineering services are employed, time with the engineers is often limited, due to cost or access, and familiarizing them with local needs can take time, limiting their contributions.

However, we do not believe this must necessarily be the case. Given that the Lean model allows for robust stakeholder involvement, rapid iteration, and a holistic approach to problems while sharing a common language for global health, software development, and health care administration, we believe that it should be the model of choice for software development in low- and middle-income countries.

Limitations

This study had several limitations that need to be considered. First, the communities of Tanzania and South Africa may not be representative of other low- and middle-income countries outside of sub-Saharan Africa. The goal is for the Basic Emergency Care app to be available worldwide, though it is currently only available in English-speaking countries. However, part of utilizing a model such as Lean is to promote the practice and skills necessary to generalize solutions to any community. We believe that the process of seeing the whole, in conjunction with the other core elements, make this model particularly well-suited to communities that may be different from those in which we tested our model and software.

Additionally, while our primary university affiliation is in the heart of a major metropolitan software and technology development area (ie, Silicon Valley), other programs may not find it as easy to engage a rounded team of health professionals, engineers, and stakeholders locally in their community. The Lean iterative process requires the timely engagement of team members to effectively suggest, implement, and revise eHealth software. This can be especially challenging when team members operate in different time zones and with different cultural backgrounds. However, as training and education for computer engineers continues to increase, with accessibility in-person and online, there continues to be growth of local engineering capabilities across the globe. The model utilized above is meant to be agnostic to the problem being addressed and the particulars of coding languages.

Similarly, new software development strategies, such as Scrum, continue to gain popularity, and newer models evolve all the time. It’s possible that these strategies will prove to be even more efficient than Lean for producing and iterating software products. However, Lean has gained broad acceptability in a multitude of industries across borders and specialties since it was first introduced. This makes it particularly well-suited to maintaining the robust source of knowledge and integrity necessary for consistent global health interventions.

Conclusion

Lean processes have become a standard in the software development industry, but the methodology also has a proven track and has gained broader acceptance in the health care administration and global health communities. Thus, the Lean methodology presents a particularly suited framework which is already available to most of the parties involved in developing global eHealth solutions. Furthermore, its ideals—such as empowering the team, eliminating waste, and having a big-picture view, are implicitly aligned with those of global health interventions. We believe Lean strategies applied to software development for global health initiatives, particularly for low- and middle-income countries, may address some of the concerns regarding the prior limitations of these interventions.
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Abstract

Background: Understanding social media use and digital literacy among young Canadian children is an increasing area of concern, given the importance of digital inclusion for full and informed participation in evolving educational, civic, corporate, social, and economic spaces.

Objective: The aim of this study was to explore internet and social media knowledge as well as social media use among Canadian children aged between 6 and 10 years.

Methods: We conducted interview surveys with 42 children aged between 6 and 10 years who participated in an after-school health promotion program in an urban community in Southwestern Ontario to understand their digital literacy skills and social media use. The data were analyzed using both quantitative and qualitative methods.

Results: Of the 42 children who participated in this study, 24 (57%) reported that they used social media, specifically YouTube (19/24, 79% reported use), Snapchat (16/24, 67% reported use), and Facebook (8/24, 33% reported use). While using social media, children reported sharing personal information, including videos or pictures of themselves (12/24, 50%), videos or pictures of others (8/24, 33%), and their birthday (12/24, 50%), whereas only one-third (9/24, 38%) of the children believed that only close family and friends had access to the content they shared. When reporting on the quality of life in the context of using social media, most (17/24, 71%) children never felt sad, half (12/24, 50%) never had difficulty making new friends, and nearly one-third (7/24, 30%) indicated that they never had difficulty wanting to play outside.

Conclusions: Owing to the rapidly evolving uptake and use of social media among young Canadians, the implementation of childhood digital health literacy education is vital to best support digital inclusion and well-being in Canada. The findings of our study highlight the need for future research to understand where children receive their digital literacy knowledge from and whether this knowledge is gained through self-directed social media use or observation from other actors, such as parents, siblings, or friends.

(JMIR Form Res 2021;5(5):e18771) doi:10.2196/18771

KEYWORDS
child; children; internet; social media; digital literacy; digital inclusion; quality of life; mobile phone
Introduction

Background

The infiltration of digital devices across the age continuum supports the need for widespread attention to digital literacy. In general, digital literacy refers to a person’s knowledge and skills in using digital devices to perform a variety of tasks, including sharing knowledge and information; communicating with others; participating in web-based communities, such as social media platforms; creating digital content; and analyzing digital content from a critical lens [1,2]. The practical value of digital literacy provides the necessary knowledge to optimize the social benefits and opportunities afforded by digital devices. Fostering digital literacy skills is crucial for ensuring digital inclusion and resolving inequities related to the digital divide [3]. Digital inclusion refers to mending the digital divide in terms of enhancing equitable access to digital devices and the internet so that individuals can meaningfully participate in all sectors of a knowledge- and information-driven society [3,4]. Considering North America’s information and data-powered infrastructure, digital literacy skills are, and will continue to be, a crucial component of full and informed participation within evolving educational, civic, corporate, social, and economic spaces [5-7].

Digital literacy and the extent to which someone can effectively use digital devices to navigate and participate in sectors across contemporary society have implications for perceived quality of life, in other words, factors that contribute to life satisfaction among users [8,9]. From a subjective perspective, perceived quality of life is influenced by personality factors and an individual’s perception of their position in life in relation to their goals and concerns, including their sense of self-worth, personal development, and feelings of isolation. From an objective perspective, perceived quality of life is influenced by environmental factors, including one’s family, job, community, and standard of living. It has been noted in the literature that satisfaction with one’s standard of living tends to influence subjective well-being, which is important to keep in mind when considering how advancements in technology and internet connectivity have become material features that contribute to the makeup of one’s standard of living [8]. Advancements in technology, internet connectivity, and social media have fundamentally reshaped the way we work, learn, communicate with others, and cultivate our identities; thus, understanding the relationship between perceived quality of life and technology use is a necessary area of research inquiry. For example, researchers have begun to explore the effects of social media use on life satisfaction among preadolescent and adolescent populations in areas related to social (dis)connectedness, relationship conflict, emotional well-being, sleep quality, physical activity, and school performance [10-12].

In North America, for most American adolescents and young adults, being connected to others through digital devices means engagement with social media platforms, such as Facebook and Twitter [12]. Given the ample uptake of digital devices among American youth, it is not surprising that evidence from an American nationwide survey that asked parents about their children’s social media use found that 72% of children aged ≤8 years had used digital devices for playing games, watching videos, or using apps, whereas 17% of children used mobile digital devices at least once or more on a daily basis [12]. The investigators also reported that 38% of all children aged ≤2 years, 80% of children aged between 2 and 4 years, and 83% of children aged between 5 and 8 years had used a mobile digital device [13].

Recent research also notes that the frequency of social media use among older children, aged 8-11 years, and adolescents, aged 13-17 years, increases with age [14,15]. In particular, patterns of social media use among older children, aged 9-12 years, are seen to be rapidly approaching those of adolescent users [15]. For example, more than one-third of European children aged 9-12 years claimed that they had their own profile for at least one social media site [7]. Research also reports that the types of social media platforms that children and adolescents use evolve with age [15,16]. For example, YouTube was identified as the most popular social media platform for American children, followed by Moshi Monsters and Club Penguin, whereas Facebook, Instagram, and Twitter were identified as the most popular social media platforms for American adolescents [16]. For Canadian adolescents aged 13-17 years, playing web-based games, streaming music or television shows, and connecting with friends were the most common social media activities [17].

Among European children aged 9-12 years, more than one-fourth reported having their social media profile set to public [7]. Although European children aged 9-12 years had fewer social media profiles overall than children aged 13-16 years, they were still more likely to have their profiles set to public [7]. Research shows that children who have their social media profiles set to public are twice as likely to also post personal information than those who have their profile set to private or set to partially private [7]. It may be that children who have their profile set to public are merely unaware of how to change their privacy settings on a particular social media site [7]. As some researchers note, understanding children’s and adolescents’ awareness and use of the privacy settings on social media is essential for identity formation and maturation, as the internet may offer them a space where they can evade and control adult surveillance [16].

In Canada, between 2009 and 2014, 1.1 million adolescents and young adults aged 15-29 years reported experiences of cyberbullying or cyberstalking [18]. Cyberbullying is a global issue [19], and researchers note that using customized privacy settings and blocking features on social media is a strategic way to protect oneself from such harm [20]. When it comes to examining social relationships, conflict, cyberbullying, and personal safety, most research to date has focused only on adolescents and older children, aged ≥12 years, with little insight into younger children [21]. Although evidence shows that older children, preadolescents, and adolescents are engaging with social media alike and suggests that social media is a vital means of communication and reason for their digital device use in North America, there is limited research seeking to understand the rapidly evolving
uptake and use of social media among children aged ≤12 years, which creates a significant gap in knowledge concerning their digital literacy [15,19,22,23]. In particular, research concerning social media use and digital literacy among young Canadian children is lacking. Although Canadian researchers continue to provide growing insight into the uptake and nature of digital device use among children aged ≥12 years, there is limited research on the nature of social media use and digital literacy among younger children. Research focused on this population segment can explore children’s experiences of information sharing, personal safety, cyberbullying, and learning patterns to better understand their concerns, needs, and capabilities associated with digital literacy.

It is important for researchers, educators, and parents to know how young children understand privacy in relation to social media use, given the rise of the privacy paradox: when device users claim to care about their internet privacy but act in ways that contradict this concern. For example, a device user may claim that protecting their personal information is important to them, but then freely give this personal information in exchange for services or convenience. Understanding young children’s views on privacy can provide important insights into their behaviors and the factors that influence their rationale for the choices they make when using social media [24]. By seeking a more thorough understanding of digital inclusion as it relates to younger children, researchers, educators, and policy makers can better support Canadian children to enhance their quality of life within the digital age.

Objectives

This pilot study drew on childhood research theories that privilege children’s perspectives on their social situations, such as their participation and safety in digital spaces, by recognizing their agency and competence on matters that affect them [25-27]. As recent evidence highlights the increased importance of internet connectivity in the everyday lives of North American children and points toward an increased trajectory of use [13,22], it is vital for researchers to learn from children and work directly with them to understand their experiences. To best recognize and respect children as social actors, this pilot study focused on their self-reported digital literacy and social media use. The research questions that informed this study were as follows:

1. What knowledge of the internet and social media do Canadian children aged 6-10 years demonstrate?
2. What types of digital devices and social media platforms do Canadian children aged 6-10 years use, and how often do they use them?
3. How do Canadian children aged 6-10 years navigate personal safety and information sharing when using social media?

This pilot study aims to identify Canadian children’s knowledge of the internet and social media, the types and frequency of social media platforms they use, the types of personal information they share on social media, who has access to the personal information they share on social media, who watches them while they are on social media, who helps them download social media apps, and how they feel about their quality of life in the context of their social media use. This paper documents the findings from a survey administered through one-on-one interviews conducted among primary school-aged children in Southwestern Ontario.

Methods

Study Design

The pilot study used a nonexperimental cross-sectional survey design that focused on children aged between 6 and 10 years who participated in an after-school health promotion program in an urban community in Southwestern Ontario. The goal of the community-based health promotion program was to foster healthy lifestyle knowledge and skills through play. The after-school health promotion program was offered once a week over the course of 8 weeks and took place in a multipurpose room (eg, gym) within several elementary schools and public housing communities in less affluent areas of the community. In this study, social media was defined as “a set of web applications that enable production, aggregation, sharing, and remixing of content from multiple sources by mass, networked participants” [23]. The nonmedical research ethics board at Western University approved the study (file #107798).

Participants

Eligible participants were recruited from those enrolled in the community-based after-school health promotion program and were included in the study if they were children aged 6-10 years, enrolled in primary school grades 1-3, and English speaking. Convenience sampling was used to recruit participants by sending home a letter of information about the research, a parental consent form, and a child assent form with the children. Inclusion in the study required both a signed parental consent form and a child assent form.

Data Collection

Researchers conducted one-on-one interviews with each child lasting approximately 15 minutes in length during the after-school program’s regularly scheduled hours. Interviews were completed in a location away from the after-school program activities to safeguard the children’s confidentiality. Demographic data such as the child’s age, grade, and gender were also collected at this time. A series of closed- and open-ended questions were constructed to explore children’s digital literacy in terms of their knowledge of the internet and social media. Questions about the children’s use of social media captured whether others (eg, parents, siblings, and teachers) facilitated their use of social media (eg, who helped to download apps or access information) and monitored their activity. Questions also asked how often the children used social media, shared personal information, and implemented privacy settings.

A modified version of the Pediatric Quality of Life Inventory (PedsQL) version 4.0 Child Report [28] was used to explore children’s perceived quality of life in relation to their social media use. The original PedsQL child report questionnaire [28] consisted of 23 items encompassing four dimensions: physical functioning (eight items), emotional functioning (five items), social functioning (five items), and school functioning (five items) and was formatted using a Likert-type scale with
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responses ranging from 0 (eg, “it is never a problem”) to 4 (eg, “it is almost always a problem”). This study’s modified version consisted of 18 items: physical functioning (four items), emotional functioning (five items), social functioning (four items), and school functioning (five items). Researchers reverse scored the items using the PedsQL version 4.0 Generic Core Scales [29].

Data Analysis
The data were organized and analyzed using IBM SPSS Statistics [30]. Descriptive analysis of the data was conducted. For categorical variables such as participants’ gender, grade, and types of digital devices and social media participants used, proportions and frequency counts were calculated.

Results
Participants
A total of 42 children were recruited to participate in this study. Overall, 50% (21/42) of the children were identified as male and 50% (21/42) of the children were identified as female. The average age of the children was 7.5 years (SD 0.943). The age range of the children was 6-10 years.

Internet Knowledge
When asked “Do you know what the internet is?” 79% (33/42) of children described the symbols that represent connecting to the internet, including “the symbol with the E” (female participant, age 7 years), “google chrome” (male participant, age 7 years), or “a compass” (male participant, age 7 years). Others described key aspects of digital literacy stating that “you have to be careful” (female participant, age 9 years) while on the internet because it can be “full of strangers” (female participant, age 7 years) inappropriate pictures and a space both “safe and unsafe” (male participant, age 9 years). Furthermore, several of the children noted the functional role of the internet as a bridge between computer hardware and software, as they described it as what “makes the phone and iPad go” (female participant, age 8 years) while also acknowledging that “without it you can’t do much or download stuff” (male participant, age 8 years). The children also described the internet as an educational space “for reading” (male participant, age 7 years), “for homework” (male participant, age 7 years), to “search stuff” (male participant, age 8 years), and to “explore stuff, discover and talk” (male participant, age 8 years). Most predominantly, however, the children described the internet as a source of entertainment, as they considered it fundamental to access “fun games and cool things” (female participant, age 8 years), “watch YouTube” (male participant, age 7 years), or “make videos” (female participant, age 7 years).

Table 1. Children’s reported social media use (n=24).

<table>
<thead>
<tr>
<th>Type of social media</th>
<th>Children who reported use, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YouTube</td>
<td>19 (79)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Facebook</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Musically</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Skype</td>
<td>7 (29)</td>
</tr>
<tr>
<td>Instagram</td>
<td>4 (17)</td>
</tr>
<tr>
<td>MySpace</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Vine</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Twitter</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

Shared Personal Information on Social Media
When asked “What information have you posted or shared on social media?” about the personal information they posted and shared on social media, 54% (13/24) of children reported that they shared their names. Similarly, 50% (12/24) of children reported that they shared videos or pictures of themselves. Table 2 presents the type of personal information reported by the children and the number of children who reported sharing it through social media.
Table 2. Personal information shared by children through social media (n=24).

<table>
<thead>
<tr>
<th>Type of personal information</th>
<th>Children who reported sharing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Videos or pictures of self</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Birthday</td>
<td>9 (38)</td>
</tr>
<tr>
<td>Hobbies</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Videos or pictures of family or friends</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Hometown</td>
<td>5 (21)</td>
</tr>
</tbody>
</table>

When asked “Do you know who has access to what you post?” 38% (9/24) of children believed that only close family and friends had access to the content they posted on social media. When using social media, 38% (9/24) of children also reported that a family member or friend was sometimes present. When asked “Is your teacher with you when you use social media?” 54% (13/24) of children reported that a teacher was never present when using social media at school, whereas 17% (4/24) of children stated that a teacher was sometimes present. Even more so, when asked who helped them download social media apps, 42% (10/24) of children stated that no one helped them. Table 3 presents the type of person who helped the children download apps (downloading assistant) and the number of children who reported that type of person helped them within this context.

Table 3. Children’s reported downloading assistance of social media apps (n=24).

<table>
<thead>
<tr>
<th>Downloading assistant</th>
<th>Children who reported assistance, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Parent</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Sibling</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Friend</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

Quality of Life

Children who reported that they used social media were also asked to complete the PedsQL portion of the survey to explore their perceived quality of life. Overall, 57% (24/42) of children answered this section of the survey. When reporting on emotional functioning in the context of social media use within the past month, 71% (17/24) of children stated that they never felt sad or blue, 63% (15/24) of children indicated that they never felt afraid or scared, and 54% (13/24) of children reported that they never felt angry. Table 4 presents the emotional functioning items of the survey and the number of children who reported that they never had a problem with each item.

Table 4. Children’s reporting on emotional functioning using the Pediatric Quality of Life Inventory (n=24).

<table>
<thead>
<tr>
<th>Emotional functioning item</th>
<th>Children who reported the item as “never a problem,” n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feeling sad or blue</td>
<td>17 (70)</td>
</tr>
<tr>
<td>Feeling afraid or scared</td>
<td>15 (63)</td>
</tr>
<tr>
<td>Feeling angry</td>
<td>13 (54)</td>
</tr>
</tbody>
</table>

When reporting on social functioning in the context of social media use within the past month, 50% (12/24) of children stated that they never had difficulty making new friends, 44% (10/24) of children indicated that they never had difficulty with others wanting to be their friend, 39% (9/24) of children stated that they never had difficulty talking to other children at recess, and 50% (12/24) of children reported that they never had difficulty talking to their parents or siblings. Table 5 presents the social functioning items of the survey and the number of children who reported that they never had a problem with each item.

Table 5. Children’s reporting on social functioning using the Pediatric Quality of Life Inventory (n=24).

<table>
<thead>
<tr>
<th>Social functioning item</th>
<th>Children who reported the item as “never a problem,” n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficulty making new friends</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Difficulty with others wanting to be their friend</td>
<td>10 (44)</td>
</tr>
<tr>
<td>Difficulty talking to others at recess</td>
<td>9 (39)</td>
</tr>
<tr>
<td>Difficulty talking to parents or siblings</td>
<td>12 (50)</td>
</tr>
</tbody>
</table>
When reporting on school functioning in the context of social media use within the past month, 30% (7/24) of children reported that they never had difficulty paying attention in class, 44% (10/24) of children stated that they never had difficulty participating in class, and 48% (11/24) of children indicated that they never had difficulty keeping up with schoolwork. Table 6 presents the school functioning items of the survey and the number of children who reported that they never had a problem with each item.

Table 6. Children’s reporting on school functioning using the Pediatric Quality of Life Inventory (n=24).

<table>
<thead>
<tr>
<th>School functioning item</th>
<th>Children who reported the item as “never a problem,” n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficulty paying attention in class</td>
<td>7 (30)</td>
</tr>
<tr>
<td>Difficulty participating in class</td>
<td>10 (44)</td>
</tr>
<tr>
<td>Difficulty keeping up with schoolwork</td>
<td>11 (48)</td>
</tr>
</tbody>
</table>

When reporting on physical functioning in the context of social media use within the past month, 48% (11/24) of children indicated that they never had difficulty being active at recess, 57% (13/24) of children reported that they never had difficulty participating in gym class, 30% (7/24) of children stated that they never had difficulty wanting to go outside and play at home, and 30% (7/24) of children indicated that they never had difficulty wanting to join any sports teams. Table 7 presents the physical functioning items of the survey and the number of children who reported that they never had a problem with each item.

Table 7. Children’s reporting on physical functioning using the Pediatric Quality of Life Inventory (n=24).

<table>
<thead>
<tr>
<th>Physical functioning item</th>
<th>Children who reported the item as “never a problem,” n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficulty being active at recess</td>
<td>11 (48)</td>
</tr>
<tr>
<td>Difficulty participating in gym class</td>
<td>13 (57)</td>
</tr>
<tr>
<td>Difficulty wanting to go outside and play at home</td>
<td>7 (30)</td>
</tr>
<tr>
<td>Difficulty wanting to join any sports team</td>
<td>7 (30)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

**Overview**

Overall, our principal findings suggest that Canadian children aged between 6 and 10 years are active users of social media. By conducting our survey with one-on-one interviews, we found that Canadian children aged between 6 and 10 years use social media, share their personal information on social media, and download apps without consistent supervision. These findings contribute to the existing knowledge gap in the Canadian literature regarding young children’s digital literacy and social media use by incorporating the perspectives of a largely understudied proportion of the Canadian population, which is vital for understanding digital inclusion in Canada.

**Social Media Use**

Approximately half of the children in the study reported that they used social media. This finding is slightly higher than that reported by Canadian researchers [22], who found that approximately 30% of Canadian students had Facebook accounts and 16% had Twitter accounts. Longitudinal studies in the United Kingdom, which explored child and youth engagement with digital technologies, attest to the rapid growth in social media engagement within the past few years [31]. Most notably, parents from the United Kingdom reported that children aged 3-4 years were using the internet at an average of 8 hours per week, children aged 5-7 years were using the internet for approximately 9 hours per week, and children aged 8-11 years were using the internet at an average of 13.5 hours per week [31].

**Social Media Knowledge**

When asked, children in this pilot study described social media as a commercial product by using proprietary names, such as YouTube, Snapchat, and Facebook. The children’s identification of YouTube as a preferred social media site remains consistent with the preferences of 48%, 71%, and 81% of British children aged 3-4, 5-7, and 8-11 years, respectively [31]. YouTube’s platform may optimize fundamental digital literacy skills and is thus relatively easy for children to navigate, search, and interact with. It also offers children multisensory entertainment, learning opportunities from educational videos, and the ability to create their own content. Multisensory learning activities have been suggested to enhance learners’ knowledge and skills with a multisensory experience, including auditory, visual, and kinesthetic stimulation, which may engage and maintain children’s attention for long periods [32].

**Personal Information Shared on Social Media**

What is perhaps most concerning in this study is the nature of personal information and content shared by the children through social media in addition to their lack of awareness regarding who had access to their posted information. Developing evidence indicates that many parents and children are unaware of internet privacy policies and how third parties can collect and use their personal information [33]. Similarly, a large proportion of Canadian youth believe that personal information cannot be collected by commercial corporations if a privacy policy exists [22]. It may also be that children are unaware of the importance...
of consent when posting content of others and the permanence of their digital traces when trying to delete previously posted content from sites [22]. Although privacy settings on social media sites are purportedly designed to protect users from potential harm, they are more often than not incomprehensible to children and most adults [7]. Nevertheless, it is important to recognize that sharing personal information and self-produced content on social media is a critical part of identity formation for children and, when handled correctly, can strengthen their relationships with others [19].

Parents and teachers of young children play a significant role in the development of children’s digital literacy skills, especially as it relates to personal safety in terms of information sharing, privacy settings, and how to protect oneself from unsolicited or unwanted web-based interactions [22]. The ability of parents and teachers to support the development of digital literacy skills among children is often a limited variable [34,35]. However, the development of effective digital literacy skills among parents is especially relevant, given that young children use digital devices and social media as modeled by their parents [17]. When investigating children’s digital literacy, as it relates to personal information sharing and internet safety, researchers found that many parents tend to use a “do what I say not what I do” strategy, whereby they caution their children regarding internet safety but will engage in unsafe internet behaviors and model excessive device use at home [34].

There are important educational opportunities to increase awareness of role model behaviors in the context of digital literacy and internet safety [34]. Parental behavior, along with the family home environment more generally, are influential factors that socialize and shape children’s habits and, as such, should be optimized to promote best practices when it comes to digital devices and social media use [17]. Furthermore, education policies in Canada created since the beginning of the COVID-19 pandemic promote elementary students’ web-based learning [36,37] and ostensibly increase the influence that teachers have on children’s digital literacy skills. Elementary teachers have an opportunity to integrate digital literacy topics into existing learning activities, such as narrative writing in the first grade, to begin solidifying key concepts at an early age.

Canadian researchers claim that Canadian youth “seek both privacy and publicity at the same time by posting information and then seeking to control the various audiences that can access it” [22]. As Canadian youth seem to approach privacy in digital spaces differently than previous generations, the current Canadian legislation “may not only fail to meet their needs but actually increase the kinds of vulnerabilities they face online” [22]. In terms of web-based supervision at home, approximately one-third of the children active on social media reported that a family member or friend was present while they were on social media, whereas when downloading content from the app store, approximately half of the children reported that no one helped them. This could potentially be because of the understanding that children seek privacy from authoritative figures such as parents while using social media and unknowingly choose self-exploration at the expense of safety [38].

Importantly, unsupervised downloading practices raise concern with respect to the terms and conditions children agree to when they download social media apps, such as the monetary and personal information costs levied on app users to access app content. In granting consent to access the content within popular children’s social media apps, such as those identified by the children in this study, individuals often consent to the app’s collection and sharing of user device information, such as device type identification (eg, smartphone and tablet), device brand identification (eg, Apple and Samsung), device software identification (eg, most up-to-date operating system and previous operating system), device means of connectivity (eg, hardwired internet, wireless modem internet, and wireless cellular internet), and device geolocation to commercialized third parties [33].

The failures of privacy legislation are highlighted in a recent report by the US Federal Trade Commission [33], which documented a significant lack of users’, both parent and child, awareness and concern toward personal information exploitation by third-party commercial enterprises among app users. The report noted that the limited transparency and high digital literacy demands of the privacy policies attached to child-focused social media apps [33]. The existing user agreement and consent jargon make it difficult for most parents to make informed decisions regarding the quality and safety of apps for their children and nearly impossible for a child to comprehend when independently downloading their own apps. There is growing awareness of the educational curriculum regarding the development of digital literacy skills and regulations that safeguard information privacy among social media users.

These findings have further implications for areas of study, such as digital health and, by extension, digital health literacy [39,40]. Digital health accounts for the ways in which digital devices permeate every aspect of daily life, in other words, how digital devices affect our overall well-being. [41] Digital health examines the benefits and drawbacks of various technologies aimed at smartphones, smart objects, social media, wearable technologies, websites, forums, and health-related apps [41]. For example, child health researchers have found that social media serves as a support network for health-related matters and a distraction from chronic illness among older children [5].

To effectively engage with and maximize the health benefits afforded by digital devices, users must have sufficient digital health literacy skills [42]. Digital health literacy, also known as eHealth literacy [43], is defined as “the ability to seek, find, understand, and appraise health information from electronic resources and apply the knowledge gained to addressing or solving a health problem” [44]. Simply put, digital health literacy skills integrate the knowledge of multiple literacies, including traditional (writing, reading, and understanding numeracy), computer (managing data privacy and personal information), media (critically assessing mass media sources), scientific (discerning evidence from opinion), information (searching and retrieving relevant information), and health (comprehending health information and systems) literacies [44]. These intersecting literacies further fall into two skill categories, analytical and context specific, given that some demand more sophisticated skills from a user than others [44]. Traditional,
media, and information literacy comprise the analytical skills necessary for a user to critically analyze various sources of information [44]. However, scientific, health, and computer literacy comprise context-specific skills, as they depend on specific issues (eg, discipline terminology), problems (eg, health issues), or contexts (eg, web 2.0) that require nuanced guidance beyond analytical literacies [44].

Considering North America’s information and data-driven society, sufficient digital health literacy skills are, and will continue to be, a crucial component of full and informed participation within evolving educational, civic, corporate, social, and economic spaces [5-7]. It is, therefore, essential that digital device users of all ages, including young children, develop proficient digital health literacy skills to best support their overall well-being [45]. This is especially pertinent given that emerging evidence suggests digital natives—that is, youth who grow up with digital technology—lack adequate digital health literacy skills [46].

Quality of Life
Research findings related to social media use and children’s emotional well-being, physical activity, social relationships, and school performance are mixed [47-49]. There is ongoing debate in the literature as to whether children’s and adolescents’ social media use enhances or detracts from their emotional well-being [49,50]. Recent research shows that social media use can be used to support adolescents’ self-esteem [50]. The results of this study are consistent with the results of a previous study [50], as more than half of the children who were active on social media reported being happy. As children’s happiness may be related to their learning [51], future research that examines the relationship between children’s social media use, happiness, and learning outcomes may further elucidate the extent to which social media use and digital literacy skills impact children’s well-being.

Regarding physical activity, nearly half of the children in this study reported that they never had difficulty playing outside at recess or participating in gym, which contrasts with previous findings that screen time is negatively associated with physical activity [47]. Half of the children in this study also claimed they did not have difficulty making friends, which is consistent with findings that social media use contributes to friendship development and support among adolescents [52]. However, limited or no access to social media may create an exclusionary social environment in which some children may face inequitable barriers to social or learning opportunities. Thus, further research should examine the role of social media in creating young children’s social environments and how participation in such environments influences children’s digital literacy skills.

Finally, recent evidence shows that screen time, especially during weekend hours, detracts from good academic performance among adolescents [47]. Additional research is needed to further explore the relationship between screen time and academic performance among very young students, given that almost half of the children in this study reported little to no difficulty with schoolwork completion, which supports previous findings [53]. Furthermore, the transition to web-based learning across Canada in response to the COVID-19 pandemic prompts a reexamination of screen time’s effect on children’s academic performance, as elementary students are attending school through the internet from home and thus learning via screen time. Such research may provide insight into the evolving relationship between children’s screen time, digital literacy, and academic attainment while simultaneously providing information that may advance digital literacy pedagogies developed for elementary students.

Limitations
This pilot study has several limitations. In this study, data were collected from elementary students involved in a school-based health promotion program within less affluent neighborhoods in Southwestern Ontario. Children from more affluent neighborhoods may report differently on their use of social media. Only children who spoke English as their first language were included in the study; the use of social media apps may be very different for children whose first language is not English. Cultural differences may influence social media use, which was not a focus of this research. Although the children in this study were active and healthy, children with acute or chronic disease or with physical disability may take up social media differently. This pilot study was conducted in an urban after-school program, which was a necessary geographical limitation because of its exploratory nature. The small sample size of this study was not powerful enough to complete statistical analyses beyond descriptive measures. Finally, the cross-sectional design of the study also limited the analysis of children’s social media use over time and is not necessarily a representative sample of this population.

Future Research
Future research with this population should consider the possible influence that various social determinants of health, such as citizen status (immigrant or refugee), cultural background, disability, geography, and social class, may have on children’s uptake, use, and motivations for engaging with social media. For example, future research that evaluates how children living in a rural community access and use social media is needed to further conceptualize the impact that geographic remoteness and potentially limited access to a reliable internet connection may have on children’s engagement with social media. Social forces such as gender norms should be given further attention, as they may impact a child’s experience with social media at large as well. Future work with this population should also take into consideration the implementation of longitudinal and/or more substantial cross-sectional design, as they can deepen the understanding of children’s relationships with social media and the extent to which this relationship is influenced by social determinants of health, such as age, gender, socioeconomic status, and ethnicity.

This study also has implications for the study of digital health literacy among this population. Although evidence shows youth are engaging with social media, there is limited research seeking to understand the rapidly evolving uptake of, and practices relating to, social media among children aged ≤10 years, which creates a significant gap in knowledge concerning children’s digital health literacy. For example, the context-specific domains of digital health literacy, namely, health and scientific literacy,
should also be considered as further areas of study, as each contains the skills needed to understand discipline-specific terminology, execute effective search strategies, and assess health information quality.

In light of COVID-19 and the shift to remote e-learning, research that aims to explore young children’s digital literacy can contribute to evolving models of preschool and elementary e-learning education by examining inequities and supports in relation to children’s engagement and success within a virtual education context. Moreover, examining children’s digital health literacy competency within the age of COVID-19 can provide further insight into how children manage their health during a pandemic across a digital landscape of various social media platforms and information sources, in addition to how they understand the consequences of public health policy, such as contact tracing and social distancing, which has affected the structure of their learning environment.

Conclusions
Our findings suggest that Canadian children aged between 6 and 10 years are active social media users. This study highlights how the uptake and adaptation of social media use among particular age groups is constantly evolving and worth tracking over time. Many children demonstrated knowledge of the term social media, as they understood it in two distinct ways: by the term itself or by a proprietary name such as Facebook. This raises questions as to where children receive their digital literacy knowledge from and whether such knowledge is gained through self-directed exploration or observation from other actors, such as parents, siblings, or teachers.

The digital literacy practices reported by the children in this study have implications for their health, social and learning behaviors, and safety. Children shared their personal information in addition to self-generated content, such as pictures and videos of themselves and others through social media. This has led to the implementation of early childhood digital health literacy education to best guide, support, and empower children when making these choices to fully understand the social consequences and permanency of their actions. Children’s reported unsupervised social media use, particularly the downloading of apps, reinforces the notion that young children are self-directed users of digital devices and social media. In turn, user acknowledgment and support should be given to this population, as they are just as engaged as older youth populations and perhaps even more vulnerable to web-based threats due to the oversight of privacy policy development thus far in Canada.
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Abstract

Background: Administrative costs for billing and insurance-related activities in the United States are substantial. One critical cause of the high overhead of administrative costs is medical billing errors. With advanced deep learning techniques, developing advanced models to predict hospital and professional billing codes has become feasible. These models can be used for administrative cost reduction and billing process improvements.

Objective: In this study, we aim to develop an automated anesthesiology current procedural terminology (CPT) prediction system that translates manually entered surgical procedure text into standard forms using neural machine translation (NMT) techniques. The standard forms are calculated using similarity scores to predict the most appropriate CPT codes. Although this system aims to enhance medical billing coding accuracy to reduce administrative costs, we compare its performance with that of previously developed machine learning algorithms.

Methods: We collected and analyzed all operative procedures performed at Michigan Medicine between January 2017 and June 2019 (2.5 years). The first 2 years of data were used to train and validate the existing models and compare the results from the NMT-based model. Data from 2019 (6-month follow-up period) were then used to measure the accuracy of the CPT code prediction. Three experimental settings were designed with different data types to evaluate the models. Experiment 1 used the surgical procedure text entered manually in the electronic health record. Experiment 2 used preprocessing of the procedure text. Experiment 3 used preprocessing of the combined procedure text and preoperative diagnoses. The NMT-based model was compared with the support vector machine (SVM) and long short-term memory (LSTM) models.

Results: The NMT model yielded the highest top-1 accuracy in experiments 1 and 2 at 81.64% and 81.71% compared with the SVM model (81.19% and 81.27%, respectively) and the LSTM model (80.96% and 81.07%, respectively). The SVM model yielded the highest top-1 accuracy of 84.30% in experiment 3, followed by the LSTM model (83.70%) and the NMT model (82.80%). In experiment 3, the addition of preoperative diagnoses showed 3.7%, 3.2%, and 1.3% increases in the SVM, LSTM, and NMT models in top-1 accuracy over those in experiment 2, respectively. For top-3 accuracy, the SVM, LSTM, and NMT models achieved 95.64%, 95.72%, and 95.60% for experiment 1, 95.75%, 95.67%, and 95.69% for experiment 2, and 95.88%, 95.93%, and 95.06% for experiment 3, respectively.

Conclusions: This study demonstrates the feasibility of creating an automated anesthesiology CPT classification system based on NMT techniques using surgical procedure text and preoperative diagnosis. Our results show that the performance of the NMT-based CPT prediction system is equivalent to that of the SVM and LSTM prediction models. Importantly, we found that including preoperative diagnoses improved the accuracy of using the procedure text alone.
CPT classification; natural language processing; machine learning; neural machine translation

Introduction

Background

In 2017, the administrative costs between insurers and providers in the United States were excessively high, totaling US $812 billion, US $2497 per capita, and representing 34.2% of the total health expenditures [1]. Billing and insurance-related expenditures in the United States are twice that of Canada and the Netherlands and quadruple that of Sweden [2-4]. Studies by Himmelstein et al [1,2] identify administrative costs as one of the major drivers of high health care expenditures in the United States and support the necessity of cost reduction. Furthermore, billing and insurance-related activities, a subset of administrative costs, are between 8.4% and 13.9% of the total revenue [5]. There is an opportunity to reduce these administrative costs associated with billing assignments using automation, leveraging machine learning and natural language processing techniques.

To analyze the administrative costs, Tseng et al [6] and O’Malley et al [7] illustrated the process of billing activities (known as the life of a bill) from the initial appointment to the time when payment was received. In this process, physicians are first involved in billing activities related to clinical services, even before the patient visit. Next, professional and hospital billing activities occur after the patient visit, where professional coders and billing management teams are involved in coding and managing claims that involve extensive and laborious hospital chart reviews. In particular, Tseng et al [6] found that billing and insurance-related activities carried out by physicians were between US $6.36 per primary care visit and US $51.20 per inpatient surgical procedure, which is 11%-31% of the total administrative costs. Similarly, professional and hospital billing teams’ administrative costs range from US $4.22 to US $45.55 per procedure, accounting for 3%-36% of the total administrative costs.

Automating the coding process could also improve otherwise high rates of medical coding errors. According to the Comprehensive Error Rate Testing report published in the Centers for Medicare and Medicaid Services, Medicare’s improper payments were US $36.2 billion in 2017, 9.5% of the total Medicare payment. The common reasons for improper payments were insufficient documentation errors (64.1%), medical necessity errors (17.5%), incorrect coding errors (13.1%), and no documentation errors (1.7%) [8]. With regard to the effort of evaluating coding errors, numerous studies have associated physicians’ limited training and knowledge of billing and insurance-related activities with high errors [9-12]. King et al [10] showed that family physicians’ coding accuracy was 52% for established patients and 17% for new patients, as established patients were undercoded, thus failing to report the full services provided, whereas new patients were overcoded, an abuse in reporting medical services not actually performed.

In our study, we developed a two-step neural machine translation (NMT) model to automate current procedural terminology (CPT) coding. This NMT-based model translates manually entered surgical procedure text by a surgeon into a standard CPT description in step 1 and then calculates similarity scores to match the best CPT code in step 2. A single-step automated billing system estimates the likelihood of multiple classes, whereas standardized CPT descriptions from step 1 of the NMT-based model have potential use, in addition to this CPT prediction task. The standardized text from this NMT-based model can improve communication efficiency between physicians and hospital professionals in medical coding processes and ultimately reduce administrative costs by aiding in CPT code classification and reducing medical coding errors. In this study, we demonstrate both the translation performance and CPT prediction accuracy.

Related Work

Advanced machine learning methods have been developed to automate the manual classification of medical codes, including the International Classification of Diseases (ICD) [13-21] and CPT [22-24] codings. In these previous efforts, researchers used narrative clinical notes along with structured data elements to develop machine learning classification algorithms. For traditional machine learning algorithms, Koopman et al [14] proposed a binary support vector machine (SVM) classifier for multiple ICD-10 codes using n-gram features. Perotte et al [13] developed a hierarchy-based SVM by leveraging the hierarchical structure of the ICD-9 codes. Denck et al [16] showed an ensemble of classifier chains to predict billing codes using MRI log data. Virginio and dos Reis [21] and Wu et al [25] used the SVM model to discuss imbalanced data in medical billing data.

With advanced deep neural networks and natural language processing techniques, researchers can apply clinical notes without extensive preprocessing of raw narrative clinical text into a recurrent neural network or convolutional neural network. Xu et al [17] evaluated an ensemble model where unstructured, semistructured, and structural data were trained on text-based convolutional neural networks, bidirectional long short-term memory (LSTM), and decision tree for ICD prediction. Shi et al [26] developed a hierarchical LSTM model with attention techniques to classify clinical notes into ICD codes. Wang et al [27] proposed a label embedding attentive model using label-attentive text representation to improve text classification and applied it to predict ICD codes using clinical notes. Rios and Kavuluru [28] improved the accuracy of ICD prediction by transferring learning with PubMed biomedical abstracts.

NMT has emerged as a state-of-the-art machine learning method for translating text between human languages. The Transformer-based [29] NMT model uses an encoder-decoder framework with self-attention mechanisms to learn the weights of a translation model and understand the complex relationships between the source and target languages [30-32]. Although...
NMT models have been adopted in health care to assist health communication such as speech translation or text translation from one language to another [33], these models remain underutilized.

**Methods**

**NMT Model Architecture**

We developed an NMT-based automated CPT coding system that first translates surgical procedure texts in electronic health records (EHRs) into preferred terms from the Unified Medical Language System (UMLS) [34] and then normalizes the translated preferred term to predict CPT codes. The intuition of this machine translation approach is from text normalization, the process of transforming noncanonical text into a standard form such as medical concept normalization [35-38] where medical terms are assigned to unique concept codes.

Within medicine, each surgical procedure contains a surgical procedure text and a preoperative diagnosis entered by a surgeon or surgical resident. After completion of the procedure, surgical and anesthesiology CPT codes were assigned by clinical staff and/or professional medical coders. The manually entered texts are the input source, and the preferred terms of the assigned CPT codes are the output target sentences of the NMT model. In our study, surgical procedure texts and preoperative diagnoses were the inputs of the model to predict CPT codes. The architecture of the NMT-based automated CPT prediction system is shown in Figure 1.

**Figure 1.** The architecture of an automated current procedural terminology coding system based on the Transformer model. CPT: current procedural terminology.

![Diagram of NMT Model Architecture](image)

The overall architecture of an NMT-based system is composed of translation and transformation components. The translation component (step 1 in Figure 1) translates surgical procedure text into a standard form using the Transformer model [29]. This model uses a set of encoders and decoders using self-attention mechanisms and feed-forwarding neural networks. This Transformer model computes representations between a sequence of source word embeddings, \( x_i \), and a sequence of target word embeddings, \( y_j \), trained from the procedure text and the description of the CPT code. To train the NMT model, the source and target sentences need to be paired between the manually entered procedure text (source) and the preferred terms of the CPT code (target). This is similar to the development of paired bilingual sentences to train a language translation model. Once trained, the NMT model generates multiple candidate translation outputs ranked by a beam search algorithm. The top three target sentences were retained and processed through step 2: transformation.

With the three target sentences, the best CPT code was computed in the transformation step using the Levenshtein and Jaccard distances. Each sample was compared with the CPT descriptions, and its value was stored in a distance matrix, \( X \in \mathbb{R}^{M \times N} \), where \( M \) is the number of the sample size and \( N \) is the number of CPT labels.

As closer distances signify better matching to the CPT descriptions, we used an inverse distance matrix, \( 1/(X + 1) \), to maintain similarity scores for the three target sentences. The final prediction of the CPT code was based on the highest score in the matrix. X is an M by N matrix, where M is the number of the sample size and N is the number of the label size.

**Distance Matrix**

\[ \text{Distance Matrix} = X \in \mathbb{R}^{M \times N} \]  

**Inverse Distance Matrix**

\[ \text{Inverse Distance Matrix}_{ij} = 1/(X_{ij} + 1), i = 1, \ldots, m; j = 1, \ldots, n \]

**Prediction**

\[ \text{Prediction}_{ij} = \arg\max_{J \in \{1, \ldots, n\}} (1/(X_{ij} + 1)), i = 1, \ldots, m; J = \{1, \ldots, n\} \]

The key implication of this two-step NMT-based system is to reframe the translation task to a multiclassification task using translation and transformation steps. Unlike a single classifier used in other automated coding algorithms [15-17,26,27,39-42], the two-step NMT model translates noncanonical text of human natural language into a normalized form.
form and then transforms the normalized translation into an appropriate CPT code.

**Data**

The Multicenter Perioperative Outcomes Group (MPOG) is a nonprofit academic consortium of more than 50 academic and community hospitals across 19 states in the United States and the Netherlands [43,44]. The extent of data in the MPOG is relevant to the field of anesthesiology encompassing perioperative patient care, covering preoperative, intraoperative, and postoperative clinical practice. Through the MPOG infrastructure, a large volume of perioperative data such as patient vital signs, ventilation, medications, laboratory values, and administrative billing data from EHRs at different centers have been systematically aggregated via automated extraction and validated by clinical experts.

We collected all operative procedures performed at Michigan Medicine from January 2017 to June 2019 (2.5 years), resulting in 196,786 operative cases. In these data, we found that 10 unique CPT codes were invalid due to typographic errors and two unique CPT codes (00740: anesthesia for upper gastrointestinal procedures; 00810: anesthesia for lower gastrointestinal procedures) were deprecated in 2018 and replaced with newer CPT codes (00731 and 00732 and 00811, 00812, and 00813, respectively). These invalid and deprecated CPT codes (8859 of operative cases), were excluded from the analysis (Multimedia Appendix 1). The total number of operative procedures used to develop and evaluate the machine learning models used in this study was 187,927. Of the 272 anesthesiology CPT codes in the UMLS, we found 269 unique anesthesiology CPT codes in the final data set. A detailed flowchart of the inclusion and exclusion of the data is shown in Figure 2.

**Training, Validation, and Holdout Data Splits**

The final number of operative cases used in this study was 187,927. Procedures performed between January 2019 and June 2019 (6 months) were set aside as the holdout set, and procedures performed in 2017 and 2018 (2 years) were used to train and validate the machine learning models.

The implication of splitting the holdout set based on an explicit date before and after 2019 from the training and validation sets is to measure the behavior of predictive models on unseen future data. The uncertainty of the distribution of surgical procedures should remain separate from training to real predictions. This date-based split technique minimizes data leakage and information accidentally shared between the training and holdout sets.

The data used for training and validation were stratified based on CPT codes (labels) and randomly split into 80/20 training and validation sets for model development and hyperparameter tuning. The stratified split between the training and validation sets enables maintenance of the same rate of CPT codes in both data sets, allowing an even split of rare surgical procedures.

The prevalence of the surgical procedures per CPT category in the training, validation, and holdout sets is shown in Table 1. The notable difference between the training and the holdout set is that the percentage of upper and lower abdomen procedures was higher in 2019 (holdout set) than in 2017 and 2018 (training set).
Table 1. The prevalence of anesthesiology procedures and services categorized by area of the body in the training, validation, and holdout data sets (N=187,927).

<table>
<thead>
<tr>
<th>Body parta</th>
<th>CPTb codes</th>
<th>Data setc, n (%)</th>
<th>Training setd (n=117,373)</th>
<th>Validation setd (n=29,340)</th>
<th>Holdout sete (n=41,214)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>00100-00222</td>
<td>27,863 (23.74)</td>
<td>6964 (23.73)</td>
<td>9110 (22.10)</td>
<td></td>
</tr>
<tr>
<td>Neck</td>
<td>00300-00352</td>
<td>9403 (8.01)</td>
<td>2352 (8.01)</td>
<td>2822 (6.84)</td>
<td></td>
</tr>
<tr>
<td>Thorax (chest and shoulder)</td>
<td>00400-00474</td>
<td>5554 (4.73)</td>
<td>1388 (4.73)</td>
<td>1710 (4.14)</td>
<td></td>
</tr>
<tr>
<td>Intrathoracic</td>
<td>00500-00580</td>
<td>8781 (7.48)</td>
<td>2194 (7.47)</td>
<td>2903 (7.04)</td>
<td></td>
</tr>
<tr>
<td>Spine and spinal cord</td>
<td>00600-00670</td>
<td>2606 (2.22)</td>
<td>651 (2.21)</td>
<td>883 (2.14)</td>
<td></td>
</tr>
<tr>
<td>Upper abdomen</td>
<td>00700-00797</td>
<td>12,083 (10.29)</td>
<td>3022 (10.29)</td>
<td>5518 (13.38)</td>
<td></td>
</tr>
<tr>
<td>Lower abdomen</td>
<td>00800-00882</td>
<td>13,338 (11.36)</td>
<td>3334 (11.36)</td>
<td>6547 (15.88)</td>
<td></td>
</tr>
<tr>
<td>Perineum</td>
<td>00902-00952</td>
<td>9853 (8.39)</td>
<td>2464 (8.39)</td>
<td>3001 (7.28)</td>
<td></td>
</tr>
<tr>
<td>Pelvis (except hip)</td>
<td>01112-01173</td>
<td>551 (0.46)</td>
<td>137 (0.46)</td>
<td>194 (0.47)</td>
<td></td>
</tr>
<tr>
<td>Upper leg (except knee)</td>
<td>01200-01274</td>
<td>2390 (2.03)</td>
<td>595 (2.02)</td>
<td>674 (1.63)</td>
<td></td>
</tr>
<tr>
<td>Knee and popliteal area</td>
<td>01320-01444</td>
<td>2629 (2.24)</td>
<td>658 (2.24)</td>
<td>792 (1.92)</td>
<td></td>
</tr>
<tr>
<td>Lower leg (below knee)</td>
<td>01462-01522</td>
<td>2117 (1.80)</td>
<td>530 (1.80)</td>
<td>606 (1.47)</td>
<td></td>
</tr>
<tr>
<td>Shoulder and axilla</td>
<td>01610-01680</td>
<td>2084 (1.77)</td>
<td>520 (1.77)</td>
<td>668 (1.62)</td>
<td></td>
</tr>
<tr>
<td>Upper arm and elbow</td>
<td>01710-01782</td>
<td>785 (0.66)</td>
<td>196 (0.66)</td>
<td>192 (0.46)</td>
<td></td>
</tr>
<tr>
<td>Forearm, wrist, and hand</td>
<td>01810-01860</td>
<td>3035 (2.58)</td>
<td>757 (2.58)</td>
<td>870 (2.11)</td>
<td></td>
</tr>
<tr>
<td>Radiological procedure</td>
<td>01916-01936</td>
<td>8709 (7.42)</td>
<td>2179 (7.42)</td>
<td>2829 (6.86)</td>
<td></td>
</tr>
<tr>
<td>Burn excisions or debridement</td>
<td>01951-01953</td>
<td>505 (0.43)</td>
<td>126 (0.42)</td>
<td>105 (0.25)</td>
<td></td>
</tr>
<tr>
<td>Obstetric</td>
<td>01958-01969</td>
<td>4969 (4.23)</td>
<td>1243 (4.23)</td>
<td>1722 (4.17)</td>
<td></td>
</tr>
<tr>
<td>Other procedure</td>
<td>01990-01999</td>
<td>118 (0.10)</td>
<td>30 (0.10)</td>
<td>68 (0.16)</td>
<td></td>
</tr>
</tbody>
</table>

aAnesthesiology current procedural terminology codes are categorized based on the area of the body part.

bCPT: current procedural terminology.
cThe percentage may not sum up to 100 because of rounding.
dThe training and validation sets were stratified and split to maintain the same prevalence of procedures.
eThe holdout set is new data collected for 6 months to prevent data leakage.

Two types of data, the operative procedure text and preoperative diagnosis, were extracted from the MPOG. The operative procedure text is a short description of the surgical operation, and the preoperative diagnosis is a disease diagnosis specific to the patient and correlates with the planned surgical procedure. Both text fields are typically entered manually into an EHR system by a surgeon or surgical resident before the surgery. In our training data set, the average length of the procedure text was 5.12 (SD 3.57) words, and the average length of the preoperative diagnosis was 4.12 (SD 2.5) words.

In addition to free-text narratives in EHRs, standard forms of CPT descriptions were extracted from the preferred terms in the UMLS. As the UMLS preserves canonical presentations of medical concepts, CPT codes and preferred terms maintain a one-to-one association. The average length of the preferred terms in the UMLS was 13.23 (SD 6.44) words.

The basic descriptive statistics of the data sets in Table 2 show the number of tokens (words) recorded in the procedure text, preoperative diagnosis, and preferred terms of CPT from the UMLS in each training, validation, and holdout sets. Table 2 also shows the large variation of the manually entered procedure text with 13,847 unique procedure texts in the training set for the 252 unique CPT codes. This indicates the challenge of CPT coding, even with a single data field, to find the most appropriate CPT code.
We designed three experimental settings for CPT code prediction models are shown in Multimedia Appendix 2. The configurations and hyperparameters of the connected layer. A final softmax layer was then used to predict a hidden vector from each state that was passed through a fully trained on this sequence of vector representations and returned PubMed Central, and Wikipedia [47]. The LSTM model was representation using a Word2Vec model pretrained on PubMed, then converted each word in the sequence to a vector data was fed into the embedding layer. The embedding layer the procedure and preoperative diagnosis text in the training For the LSTM model development, a sequence of words from preoperative diagnosis text. Owing to the large size of features, we limited the inputs to weighted using the term frequency-inverse document frequency. model were bigrams extracted from the training data and Foundation) and applied grid search cross-validation for training our previous study [24]. For SVM model development, we used the standard Scikit-learn packages in Python (Python Software Foundation) and applied grid search cross-validation for training and tuning hyperparameters. The input features of the SVM model were bigrams extracted from the training data and weighted using the term frequency-inverse document frequency. Owing to the large size of features, we limited the inputs to terms that appeared at least four times in the procedure text and at least 15 times in the combined text of procedure and preoperative diagnosis text.

For the LSTM model development, a sequence of words from the procedure text and preoperative diagnosis text in the training data was fed into the embedding layer. The embedding layer then converted each word in the sequence to a vector representation using a Word2Vec model pretrained on PubMed, PubMed Central, and Wikipedia [47]. The LSTM model was trained on this sequence of vector representations and returned a hidden vector from each state that was passed through a fully connected layer. A final softmax layer was then used to predict the final label. The configurations and hyperparameters of the models are shown in Multimedia Appendix 2.

**Experimental Settings**

We designed three experimental settings for CPT code prediction with different types of data to evaluate the performance of NMT, SVM, and LSTM machine learning models.

Experiments 1 and 2 used surgical procedure texts as an input to machine learning models with no demographics or clinical information. As misspellings and use of acronyms in manual data entry are common, raw surgical procedure texts without preprocessing were used for experiment 1 and with preprocessing for experiment 2. The purpose of this experiment was to evaluate the process of text normalization from noncanonical procedure text into a single standard description using a translational model. As a CPT code is primarily determined on surgical procedure text, we focused on the association between procedure texts and standard target sentences in the UMLS by restricting the input of the models. The average length of words of the CPT description in the UMLS is 2.6 times longer than the average length of the procedure text, as shown in Table 2. The performance of top-1 (the best prediction) and top-3 (within the top 3) accuracy will be compared between machine learning models.

Experiment 3 was designed to introduce a preoperative diagnosis in the prediction model. Instead of just the preoperative text, the preoperative diagnosis is also appended to the input of the models. The rationale of this experiment is to evaluate the impact of indirect information on CPT code prediction over that in experiment 2. This incorporation is logical, as surgical procedures can be listed with the same procedure text but coded differently because of the diversity in patient diagnosis. Experiment 3 aimed to determine if this multicoded issue could be mitigated by including the preoperative diagnosis in the models. Especially for the NMT model, where the source and target sentences are paired with the same information, the preoperative diagnosis is also appended to the input of the models. The source and target sentences are paired with the same information, the preoperative diagnosis included in the source would be experiment 2. This incorporation is logical, as surgical procedures can be listed with the same procedure text but coded differently because of the diversity in patient diagnosis. Experiment 3 aimed to determine if this multicoded issue could be mitigated by including the preoperative diagnosis in the models. Especially for the NMT model, where the source and target sentences are paired with the same information, the preoperative diagnosis included in the source would be extraneous. The average length of the combination used in the models was 9.1 (SD 4.55) words.

**Preprocessing**

Before training the models, the operative procedure and the preoperative diagnosis text were subjected to a series of preprocessing steps, including removing stop words, trimming white spaces, lowering cases, lemmatizing, correcting misspelled medical words, and expanding acronyms (Multimedia Appendix 3).

The spelling correction and acronym expansion were manually reviewed, maintained, and applied to curated preoperative texts and the preoperative diagnosis. The curated version of the procedure text in combination with the

**Models: SVM, LSTM, and NMT**

The NMT-based automated CPT prediction system is supported by the encoder-decoder methods proposed in the text normalization study by Lusetti et al [45] and the self-attention encoder and decoder in OpenNMT [46], which uses Google’s base Transformer model and hyperparameters as shown in Multimedia Appendix 2. This NMT-based system generates three translated descriptions of CPT codes and transforms this translation into CPT prediction using similarity algorithms. Although the system contains translation and transformation components that can be evaluated separately, the primary focus of the systems is to measure the performance of predicting CPT codes based on the NMT model to assist physicians and professional coders. Thus, the outcome measurement is based on the accuracy of the CPT prediction and is compared with other classifiers that were conducted in other studies.

We selected the SVM and LSTM models as the baseline models often adopted in medical billing prediction and as developed in our previous study [24]. For SVM model development, we used the standard Scikit-learn packages in Python (Python Software Foundation) and applied grid search cross-validation for training and tuning hyperparameters. The input features of the SVM model were bigrams extracted from the training data and weighted using the term frequency-inverse document frequency. Owing to the large size of features, we limited the inputs to terms that appeared at least four times in the procedure text and at least 15 times in the combined text of procedure and preoperative diagnosis text.
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We selected the SVM and LSTM models as the baseline models often adopted in medical billing prediction and as developed in our previous study [24]. For SVM model development, we used the standard Scikit-learn packages in Python (Python Software Foundation) and applied grid search cross-validation for training and tuning hyperparameters. The input features of the SVM model were bigrams extracted from the training data and weighted using the term frequency-inverse document frequency. Owing to the large size of features, we limited the inputs to terms that appeared at least four times in the procedure text and at least 15 times in the combined text of procedure and preoperative diagnosis text.

For the LSTM model development, a sequence of words from the procedure text and preoperative diagnosis text in the training data was fed into the embedding layer. The embedding layer then converted each word in the sequence to a vector representation using a Word2Vec model pretrained on PubMed, PubMed Central, and Wikipedia [47]. The LSTM model was trained on this sequence of vector representations and returned a hidden vector from each state that was passed through a fully connected layer. A final softmax layer was then used to predict the final label. The configurations and hyperparameters of the models are shown in Multimedia Appendix 2.

**Experimental Settings**

We designed three experimental settings for CPT code prediction with different types of data to evaluate the

---

**Table 2. Descriptive statistics of operative procedure text, preoperative diagnosis, and preferred terms.**

<table>
<thead>
<tr>
<th>Data set</th>
<th>Number of unique CPT codes</th>
<th>Number of unique procedure texts</th>
<th>Number of tokens in procedure text</th>
<th>Number of tokens in preoperative diagnosis</th>
<th>Number of tokens in preferred terms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Range</td>
<td>Mean (SD)</td>
<td>Range</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Training</td>
<td>252</td>
<td>13,847</td>
<td>5.12 (3.57)</td>
<td>1-60</td>
<td>4.12 (2.5)</td>
</tr>
<tr>
<td>Validation</td>
<td>231</td>
<td>6012</td>
<td>5.15 (3.64)</td>
<td>1-51</td>
<td>4.11 (2.5)</td>
</tr>
<tr>
<td>Holdout</td>
<td>224</td>
<td>6731</td>
<td>4.98 (3.52)</td>
<td>1-60</td>
<td>4.01 (2.52)</td>
</tr>
</tbody>
</table>

aCPT: current procedural terminology.

bThe unit of descriptive statistics is token (word).
preoperative diagnosis was used as input for model development for experiments 2 and 3.

Evaluation and Performance Metrics

The primary performance metric used to evaluate our system is the accuracy of the documented CPT codes within the MPOG database. We defined two accuracies: top-1 is the accuracy where the true CPT code matches with the first top (most probable) model predicted CPT code, whereas top-3 is the accuracy where the true CPT code matches with any one of the top three most probable CPT codes predicted by the models. The top-1 and top-3 accuracies have different implications. The top-1 accuracy presents the single best-predicted CPT code to measure how models would accurately perform on the medical billing code assignment without additional human effort. In contrast, the top-3 accuracy provides the top three most probable CPT codes, reducing selection by the administrative staff to three probable choices. With this rationale, both top-1 and top-3 translated standard forms can be used to assist and audit billing codes by suggesting appropriate options in real time and improving the efficiency of communication between health care professionals.

The top-1 and top-3 accuracies were evaluated for both validation and holdout sets for the three machine learning models. During evaluation, we repeated the experiment 500 times, bootstrapping 20,000 samples with replacements and selecting the best model after tuning the hyperparameters on the validation set. The SVM and LSTM models returned the final output with the predicted probabilities of the 272 CPT labels. The three highest probabilities were selected for top-3 accuracy. As the output of the NMT model is translation sentences, the top three translations were used for the top-3 accuracy evaluation.

Evaluation of Imbalanced Labels

Class imbalance in medical coding is inevitable because of the nature of hospital services [21,25]. Regular hospital services will show more often in EHRs than in rare cases. For algorithm development, the lack of data in minority classes often creates potential issues and limitations. For example, minority classes that are often underevaluated are critical for patient care. A general approach is to exclude the minority from the data set [17,26,27] and analyze the results on majority classes. It may be valid for evaluating algorithm performance but may raise concerns about implementing the algorithm in clinical settings.

Figure 3 shows the CPT label distribution in our data set between the training, validation, and holdout sets. The top 52 CPT codes accounted for 80.2% (94,216/117,373) of surgical procedures at the University of Michigan, and 220 CPT codes shared the remaining 19.7% (23,157/117,373) of cases. Of these 220 CPT codes, 132 CPT codes, that is, 48.5% (132/272) of the total anesthesiology CPT codes, had less than 100 training samples for 2 years of hospital services.

For the sensitivity analysis of imbalanced data, the anesthesiology CPT codes were split into 10 groups with a mean of 25 (SD 1.3) codes per group to represent the different sizes of samples in the training set (Multimedia Appendix 4). We evaluated and compared the performance of each group between the NMT, SVM, and LSTM models.
Results

Top-1 and Top-3 Accuracy

The top-1 and top-3 accuracies of the NMT, SVM, and LSTM models over three experiments are summarized in Table 3. For top-1 accuracy, the NMT model yielded the highest top-1 accuracy for both experiments 1 and 2 at 81.64% and 81.71% when compared with the SVM model (81.19% and 81.27%) and the LSTM model (80.96% and 81.07%), respectively. The SVM model yielded the highest top-1 accuracy of 84.30% in experiment 3, followed by the LSTM (83.70%) and NMT (82.80%) models.

Table 3. Performance comparison of support vector machine, long short-term memory, and neural machine translation models with raw, curated procedure text and combined, curated procedure text and preoperative diagnosis.

<table>
<thead>
<tr>
<th>Model</th>
<th>Holdout set Top-1 accuracy(^a) (95% CI)</th>
<th>Holdout set Top-3 accuracy(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM(^d)</td>
<td>95.64 (95.35-95.93)</td>
<td>97.56 (97.36-97.76)</td>
</tr>
<tr>
<td>LSTM(^e)</td>
<td>95.38 (95.06-95.71)</td>
<td>95.72 (95.44-95.99)</td>
</tr>
<tr>
<td>NMT(^f)</td>
<td>95.27 (94.96-95.58)</td>
<td>95.60 (95.30-95.89)</td>
</tr>
</tbody>
</table>

\(^a\)Top-1 accuracy is the accuracy of models on the best current procedural terminology code predicted, equivalent to the F1-score micro.

\(^b\)Top-3 accuracy is the accuracy of models if the true current procedural terminology is within the top three best codes predicted.

\(^c\)Raw procedure text is manually entered by physicians without text preprocessing.

\(^d\)SVM: support vector machine.

\(^e\)LSTM: long short-term memory.

\(^f\)NMT: neural machine translation.

Accuracy by Training Sample Size

We further examined the results in Table 3 based on the training sample size to understand the effect of imbalanced labels. A total of 272 CPT codes were split into 10 groups, and each group contained approximately 27 CPT codes based on the training sample size. As expected, all three models performed significantly higher when comparing top-3 accuracy with top-1 accuracy. The improvement rate of top-3 accuracy over top-1 accuracy in experiment 2 was 17.8%, 18.23%, and 17.1% for the SVM, LSTM, and NMT models, respectively.

By combining the preoperative diagnosis data in experiment 3, the three models improved top-1 accuracy when compared with experiments 1 and 2. The SVM model obtained the most significant enhancement by achieving 84.30% top-1 accuracy, a 3.7% increase from experiment 2. The top-1 accuracy of the LSTM and NMT model was 83.70% and 82.80%, which increased by 3.4% and 1.3%, respectively. For top-3 accuracy, the SVM and LSTM model achieved 95.88% and 95.93%, which is 0.1% and 0.3% enhancement from experiment 2, respectively. The top-3 accuracy of the NMT model was 95.06%, which was reduced by 0.6%.
performance of each imbalanced label are provided in Multimedia Appendix 4. Figure 4. The top-1 and top-3 accuracy comparison based on the training sample size. LSTM: long short-term memory; NMT: neural machine translation; SVM: support vector machine.

### NMT Result

In addition to the CPT prediction accuracy, the translation performance of imbalanced labels from groups 1 to 10 is summarized in Figure 5. As the sample size increased, the Bilingual Evaluation Understudy (BLEU) scores from all three experiments were significantly improved, and group 10 was close to 0.9. This means that the translation of manually entered procedure texts was close to the preferred terms in the UMLS. The overall BLEU scores of experiments 1, 2, and 3 on the holdout set were 0.872, 0.895, and 0.904, respectively. The detailed BLEU scores are provided in Multimedia Appendix 5.

Examples of translated sentences from our NMT model are presented in Table 4. This table includes the input source text, the output target text, and the gold standard translation used for the NMT model to translate manually entered procedure texts and preoperative diagnoses into standard CPT descriptions. We distinguished the preoperative diagnosis from the procedure text by underlining the source text. The example of 01220 (group 5) demonstrates how additional preoperative diagnosis information ratified the machine translation from manually entered procedure text.
Figure 5. Bilingual Evaluation Understudy scores of imbalanced labels for translating manually entered procedure text into preferred terms in step 1 of the neural machine translation–based model. BLEU: Bilingual Evaluation Understudy.
Creating CPT prediction systems can also allow increased billing teams by normalizing the inputs used for assignments. The addition of preoperative diagnoses to procedure texts in experimental model scenarios illustrates the importance of including preoperative diagnoses for processing times. Translational models have the ability to increase communication efficiency between physicians and billing teams by normalizing the inputs used for assignments. Creating CPT prediction systems can also allow increased auditing efforts to find simple errors in cases that were initially undercoded or overcoded.

The addition of preoperative diagnoses to procedure texts in experiment 3 increased the top-1 accuracy of the SVM, LSTM, and NMT models by 3.7%, 3.2%, and 1.3%, respectively, when compared with experiment 2. The increased accuracy across all three models illustrates the importance of including preoperative diagnoses. For example, several cases may contain similar coding errors. Although 81% accuracy for the top-1 assignment remains low, the top-3 accuracies are above 95%. Therefore, recommendations from top-3 accuracy could be used by physicians and professional billing teams to improve coder accuracy and potentially reduce medical coding assignment and processing times.

**Discussion**

**Principal Findings**

In this study, we demonstrated the feasibility of predicting anesthesiology CPT codes using a two-step machine translation approach. Our results indicate that the top-1 and top-3 accuracies of the NMT-based model were equivalent to those of the SVM and LSTM models using procedure texts. We also demonstrated that the use of additional information, such as preoperative diagnosis, improves SVM, LSTM, and NMT model performance. Finally, we illustrated that imbalanced labels caused by low relative sample sizes negatively affected model accuracy.

We demonstrated the utility of machine learning models for use in medical billing applications. The automated CPT prediction systems developed in this study can improve the accuracy of medical billing coding by decreasing manual data reviews and auditing efforts to find simple errors in cases that were initially undercoded or overcoded.
generic procedure text, such as “exploratory laparotomy,” but entail different operative characteristics requiring differences in billing assignment. By including diagnoses, the models could identify subtle differences beyond the procedure text alone. In addition, there may be significance in the higher improved accuracies for the SVM and LSTM models when compared with the NMT model. The SVM and LSTM models use concatenated procedure text and preoperative diagnosis to predict a CPT code, whereas the NMT-based model uses a paired source and target sentence where the source is concatenated with procedure text and preoperative diagnosis and translated into the target, the preferred term of the CPT code.

This study showed a strong association between the performance of the models and the size of the training samples (Figure 4). When the sample size is above 81 (group 6 or above), all three models’ performance is above 60% for top-1 accuracy and above 75% for top-3 accuracy, which is a significant increase compared with smaller sample sizes. Although all three models performed similarly, the NMT model was more sensitive to the sample size. Comparatively, the NMT model showed a strong performance in the larger sample size (groups 9 and 10) but lower performance when the sample size was smaller than 81 (group 5 or below). This may be due to the complex NMT methods based on the Transformer model compared with the SVM and LSTM models.

The NMT model can be applied in medicine beyond billing. Any free-text entries that often include human or systematic errors can be translated into a standard description as a normalization task, mapping clinical terms in medical notes to a standardized vocabulary. Under the recent effort of clinical entity normalization [36,37], our approach using NMT can be utilized for normalization tasks. This approach offers many advantages: (1) the translated sentence is transparent for clinicians and researchers to identify whether NMT works, allowing the model to be adjusted based on their feedback. (2) Human feature engineering effort is minimal as long as the source and target sentences are paired in model training.

This study has demonstrated the use of creating an NMT-based automatic anesthesiology CPT classification system. Its performance is equivalent to that of the SVM and LSTM models and presents itself as another method for machine learning applications in medicine.

Study Limitations
This study has several important limitations that must be considered:

1. The models in this study were developed and evaluated using anesthesiology CPT codes from data collected for about 2.5 years. The holdout data comprised only 6 months, from January to June 2019. Although the proportion of CPT codes in the holdout set is similar to the training data, there is still a risk of hidden seasonal effects or trends in rare cases that may not stand out on initial interpretation.

2. Although limiting to two features (operative procedure text and preoperative diagnosis), it allows us to evaluate the translation performance from manually entered text to standard form. This may not achieve the best CPT prediction performance. Some complex examples, such as multiple CPT codes assigned to the same procedure text, may not convey enough information with two features. In addition, lower-frequency codes, as shown in Figure 4, may require careful assessment for CPT prediction.

3. The Centers for Medicare and Medicaid Services reported about Medicare’s improper payments in the Comprehensive Error Rate Testing report. This implies that our data set may contain inherent medical coding errors [10,48]. To reduce these coding errors, a manual review of CPT codes by coding experts is required to enhance data quality before training models.

4. There are residual CPT codes for procedures when no equivalent or limited documentation is available. The description of the residual codes contains “…not otherwise specified.” These residual codes often lead to undercoding, which fails to capture all clinical procedures and reinforce models to learn undercoding behaviors and negatively affects prediction performance.

5. Anesthesiology CPT codes were chosen for classification because of the limited complexity in assignment. There is one anesthesiology code assigned per operative case, allowing for a multiclass single classification, whereas multiple surgical CPTs are often assigned per operative case. In addition to classification complexity, there is a limited number of CPT codes used for anesthesiology classification compared with surgical CPT codes (<300 vs >5000). The extension of the scope beyond anesthesiology CPT codes requires further evaluation to reconfigure the NMT-based model and to adjust better similarity algorithms.

6. The NMT-based model performed on par with one-step models in terms of accuracy, demonstrating the use of translation models to perform CPT classification. However, without a significant increase in accuracy, the additional processing time may prove significant when applied to larger, more complicated billing classifications, such as ICD and surgical CPT predictions. This may limit the real-world application of translation models for these tasks.

7. The performance of complex models, such as NMT, is more subjective to the small sample size than traditional machine learning models. In Figure 4 and Multimedia Appendix 4, the NMT-based model’s performance is lower with fewer training samples and better when more training samples are available.

Conclusions
In this study, we demonstrated an automated anesthesiology CPT classification system based on machine translation techniques using surgical procedure text and preoperative diagnosis. The overall results show that the NMT-based CPT prediction model is equivalent to the SVM and LSTM models. Although the NMT-based model was not significantly outperformed, this new approach enables researchers to normalize manually entered clinical text into a standard form for use in classification tasks.
Acknowledgments

All work and partial funding can be attributed to the Department of Anesthesiology, University of Michigan Medical School (Ann Arbor, Michigan). The research reported in this publication was supported by grant T32GM103730 from the National Institute for General Medical Sciences of the National Institutes of Health (Bethesda, Maryland; to MB). The content of this study is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health. Support for underlying EHR data collection was provided in part by the Blue Cross Blue Shield of Michigan (BCBSM; Detroit, Michigan) and Blue Care Network as part of the BCBSM Value Partnerships program for contributing hospitals in the state of Michigan. Although the BCBSM and the MPOG work collaboratively, the opinions, beliefs, and viewpoints expressed by the authors do not necessarily reflect the opinions, beliefs, and viewpoints of BCBSM or any of its employees.

Authors' Contributions

HJ conceived and designed the study. HJ and YH designed and tested the NMT model. HJ, SSKL, and YH acquired and cleaned the data. SSKL and HJ tested the baseline experiments with the SVM and LSTM models. VGVV supervised the study, and MB provided clinical feedback. HJ and MB wrote the initial draft, and HJ, MB, and VGVV made critical revisions to the manuscript. All authors helped with interpreting the results and final review of the manuscript.

Conflicts of Interest

None declared.

Multimedia Appendix 1
Detail counts of data inclusion and exclusion criteria.
[DOCX File, 18 KB - formative_v5i5e22461_app1.docx]

Multimedia Appendix 2
Best hyperparameters for the support vector machine, long short-term memory, and neural machine translation models.
[DOCX File, 19 KB - formative_v5i5e22461_app2.docx]

Multimedia Appendix 3
Preprocessing step of the cleaning procedure and preoperative diagnosis text.
[DOCX File, 18 KB - formative_v5i5e22461_app3.docx]

Multimedia Appendix 4
Performance analysis of imbalanced labels broken down into 10 groups based on sample size. Experiment 1 is exempt from this analysis because the result is similar to that of experiment 2.
[DOCX File, 26 KB - formative_v5i5e22461_app4.docx]

Multimedia Appendix 5
The detailed corpus-level Bilingual Evaluation Understudy scores of imbalanced labels for translating manually entered procedure text into preferred terms on the validation and holdout sets.
[DOCX File, 14 KB - formative_v5i5e22461_app5.docx]

References


41. Lita LV, Yu S, Niculescu S, Bi J. Large scale diagnostic code classification for medical patient records. URL: https://www.acweb.org/anthology/I08-2125.pdf [accessed 2021-05-09]

Abbreviations

BCBSM: Blue Cross Blue Shield of Michigan
BLEU: Bilingual Evaluation Understudy
CPT: current procedural terminology
EHR: electronic health record
ICD: International Classification of Diseases
**LSTM:** long short-term memory  
**MPOG:** Multicenter Perioperative Outcomes Group  
**NMT:** neural machine translation  
**SVM:** support vector machine  
**UMLS:** Unified Medical Language System
Bispectral Index Alterations and Associations With Autonomic Changes During Hypnosis in Trauma Center Researchers: Formative Evaluation Study

C Michael Dunham¹, MD; Amanda J Burger¹, PhD; Barbara M Hileman¹, BA; Elisha A Chance¹, BSAS; Amy E Hutchinson¹, MD
St Elizabeth Youngstown Hospital, Youngstown, OH, United States

Corresponding Author:
C Michael Dunham, MD
St Elizabeth Youngstown Hospital
1044 Belmont Avenue
Youngstown, OH, 44501
United States
Phone: 1 330 480 3907
Email: dunham.michael@sbcglobal.net

Abstract

Background: Previous work performed by our group demonstrated that intermittent reductions in bispectral index (BIS) values were found during neurofeedback following mindfulness instructions. Hypnosis was induced to enhance reductions in BIS values.

Objective: This study aims to assess physiologic relaxation and explore its associations with BIS values using autonomic monitoring.

Methods: Each session consisted of reading a 4-minute baseline neutral script and playing an 18-minute hypnosis tape to 3 researchers involved in the BIS neurofeedback study. In addition to BIS monitoring, autonomic monitoring was performed, and this included measures of electromyography (EMG), skin temperature, skin conductance, respiratory rate, expired carbon dioxide, and heart rate variability. The resulting data were analyzed using two-tailed t tests, correlation analyses, and multivariate linear regression analyses.

Results: We found that hypnosis was associated with reductions in BIS ($P<.001$), EMG ($P<.001$), respiratory rate ($P<.001$), skin conductance ($P=.006$), and very low frequency power ($P=.04$); it was also associated with increases in expired carbon dioxide ($P<.001$), skin temperature ($P=.04$), high frequency power ($P<.001$), and successive heart interbeat interval difference ($P=.04$) values. Decreased BIS values were associated with reduced EMG measures ($R=0.76; P<.001$), respiratory rate ($R=0.35; P=.004$), skin conductance ($R=0.57; P<.001$), and low frequency power ($R=0.32; P=.01$) and with increased high frequency power ($R=-0.53; P<.001$), successive heart interbeat interval difference ($R=-0.32; P=.009$), and heart interbeat interval SD ($R=-0.26; P=.04$) values.

Conclusions: Hypnosis appeared to induce mental and physical relaxation, enhance parasympathetic neural activation, and attenuate sympathetic nervous system activity, changes that were associated with BIS values. Findings from this preliminary formative evaluation suggest that the current hypnosis model may be useful for assessing autonomic physiological associations with changes in BIS values, thus motivating us to proceed with a larger investigation in trauma center nurses and physicians.

(JMIR Form Res 2021;5(5):e24044) doi:10.2196/24044
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Introduction

Effects of Hypnosis on Brainwave Physiology

Multiple investigations have shown that a hypnotic state can influence alterations in brainwave activity. Specifically, studies have provided evidence that hypnosis reduces beta brainwave power [1-3]. In addition, multiple studies have shown that hypnosis is associated with increased theta brainwave power [4-6] and enhanced alpha brainwave power [1,6]. These brainwave alterations are indicative of a state of mental relaxation. Of particular relevance are investigations demonstrating that bispectral index (BIS) values substantially decrease during nonpharmacologic hypnosis [7,8]. Other investigators have provided evidence of reductions in BIS values for participants who listened to relaxing music [9], watched relaxing videos [10], or underwent relaxing-guided imagery [11].

Effects of Hypnosis on Heart Rate Variability

When measuring the electrocardiographic R-to-R interval in milliseconds, there is a normal variation from one beat to the next in healthy participants [12,13]. Standard measures of heart rate variability (HRV) include the SD of cardiac interbeat (normal-to-normal; SDNN) time intervals and root mean square of successive cardiac interbeat time intervals (RMSSD). Common HRV measurements also include spectral density measurements of high frequency (HF) power, low frequency (LF) power, very low frequency (VLF) power, LF/HF power ratio, and total power [12,13]. LF power has been shown to be influenced by sympathetic and parasympathetic nervous system activities, whereas HF power better reflects parasympathetic activation [12-15]. Multiple investigators have explored the influence of hypnosis on HRV. With hypnosis, LF power has been shown to decrease [16-18], whereas HF power has been demonstrated to increase [17,19,20]. Accordingly, LF/HF power has been noted to decrease [16,21]. During hypnosis, RMSSD, SDNN, and the interbeat interval mean and SD have been shown to increase [19,20].

Effects of Stress-Relaxation on HRV

Several investigators have demonstrated the effects of stress and relaxation on HRV. Improvements in HRV measurements have been shown in autonomic balance during relaxation therapies and interventions [10,22,23], mindfulness interventions [24], and laparoscopic surgeries with robotic assistance [25]. HRV has also been shown to decrease with psychological stress [15,26], perceived high work stress in nurses [27], and stress in nursing students [28].

Effects of Hypnosis on Other Autonomic Physiology

Several studies have documented the effects of hypnosis on skin conductance, expired carbon dioxide, respiratory rate, electromyography (EMG), and skin temperature values. Two relatively recent studies have demonstrated that hypnosis is associated with reductions in skin conductance values [8,29]. We found that only a single study investigated expired carbon dioxide measurements during hypnosis [30]. The data in the manuscript showed that expired carbon dioxide levels increased and respiratory rates decreased; however, details of the statistical analysis were not provided. Significant reductions in the respiratory rate have been shown to occur with hypnosis [31,32]. Hypnosis has been demonstrated to reduce EMG tension in the masseter, temporalis, and frontalis muscles [33-35]. Virtually all studies in the literature that assessed the effects of hypnosis on skin temperature involved volitional efforts to alter the temperature or to mitigate temperature responses to heat or cold stressors. However, we found an investigation demonstrating that hypnosis, without any intent to change temperature, was associated with a significant increase in finger temperature [36].

Effects of Stress-Relaxation on Other Autonomic Physiology

Peripheral skin temperature is mediated according to autonomic nervous system regulation; that is, temperature reductions occur with increases in sympathetic neural activity [37]. Reductions in peripheral skin temperature have been associated with psychological stress [38] and mental stress [39,40]. On the other hand, biofeedback relaxation has been found to be associated with increases in peripheral skin temperature [41]. Electrical skin conductance values increase with sympathetic neutrally mediated palmar sweating [37]; multiple investigations have shown that acute mental stress is associated with increases in electrical skin conductance values [42-46]. Evidence in the literature shows that decreased BIS values are associated with decreased skin conductance [47].

Respiratory rate increases with anxiety, whereas mindfulness and relaxation tend to decrease ventilation effort [37]. Investigations have demonstrated that respiratory rates increase with acute mental stress [48-52] and acute fear [53]. In contrast, relaxing music [9], progressive muscle relaxation or galvanic skin resistance biofeedback [54], and yoga training [55] have been associated with significant reductions in respiratory rates. Generally, the expired carbon dioxide concentration has an inverse relationship with the respiratory rate [37]. Expired carbon dioxide has been found to significantly decrease in participants with emotional disorders [56], generalized anxiety disorder [57], acute fear [53], and acute mental stress [50,58]. In contrast, increased expired carbon dioxide has been found to occur with yoga training [55] and progressive muscle relaxation [48].

Surface EMG measures muscle tension beneath the skin at designated anatomical sites [37]. Increased surface EMG activity has been associated with acute mental stress [59], viewing distressing videos [60], and perceptions of negative stress states [61]. Conversely, reduced surface EMG activity has been linked to relaxation interventions [62], relaxation training [63], and meditation [64].

BIS and Monitoring of Coparameters

The National Library of Medicine contains 2607 citations regarding the use of BIS monitoring in humans. Some of these manuscripts describe simultaneous changes in BIS values, HRV, skin conductance, respiratory rate, expired carbon dioxide, and EMG values; however, a smaller number of studies presented correlation analyses between BIS values and these other parameters. The limited relevance of these investigations is that multiple confounding conditions typically exist during each
investigation. For example, study participants usually undergo substantial physical stimulation, such as invasive surgery, airway manipulation, or mechanical ventilation. Often, the research includes participants with brain pathologies, such as traumatic brain injury, cerebrovascular diseases, seizure disorders, or coma. Furthermore, most study participants in these investigations are administered intravenous or inhalation anesthesia, intravenous sedatives, or neuromuscular blocking agents.

Several studies have provided simultaneous measurements of HRV and BIS values; however, these investigations are substantially confounded by multiple factors [65-68]. A study of participants who watched relaxing videos had concomitant decreases in BIS values and increments in HF power measurements, but correlation data between BIS and HF power were not shown [10]. A significant correlation has been found between BIS and EMG values, but this observation was relevant to intraoperative patients [69]. In addition, EMG activity has been demonstrated to contribute considerably to high BIS values in postoperative patients [70].

BIS and respiratory rate values have been shown to simultaneously decrease during music therapy in intensive care unit patients [9]. A study compared simultaneous BIS values, respiratory rate, and expired carbon dioxide measurements in healthy volunteers, but these findings were confounded by the application of a tight-fitting facemask and continuous infusions of intravenous sedatives [71]. Another study monitored serial BIS values, respiratory rate, and expired carbon dioxide measurements; however, these findings were confounded by the need for cataract surgery in moderately sedated participants with varying levels of health status [72]. In a single study, BIS and skin conductance were shown to significantly decrease during hypnosis; however, the authors provided no correlation analysis between the 2 values [8]. In addition, another study demonstrated that BIS and skin conductance values were positively correlated in patients undergoing surgical anesthesia [47].

BIS Neurofeedback Study

Our group demonstrated that trauma center nurses and physician participants could learn to self-regulate brainwave activity using an electroencephalography (EEG)-based BIS monitoring system during neurofeedback immediately after receiving mindfulness instructions [73]. Importantly, most participants also showed improvements in well-being scores after learning brainwave self-regulation. These findings serve as a validation indicator that using the BIS monitor to perform brainwave self-regulation during neurofeedback can be useful. During the 228 neurofeedback learning sessions, participants demonstrated the ability to lower their BIS values following mindfulness instruction (brainwave self-regulation). However, the reductions were often relatively brief; they returned near the baseline value and subsequently decreased again.

First, we sought other evidence to validate the notion that the BIS monitor is a potentially useful tool for performing neurofeedback. In particular, we wanted to use a methodological approach that would likely produce sustained reductions in BIS values. Second, we wanted to use ancillary physiologic monitoring device data that we could simultaneously compare with BIS values. Our goals were to determine whether hypnosis could produce sustained reductions in BIS values and to organize a process evaluation that would potentially demonstrate that reductions in EEG-based BIS values are associated with a physiological state of relaxation.

Aims

The aims of this feasibility and formative assessment are two-fold. First, we aim to use hypnosis and to describe significant changes that occurred in BIS, HRV, skin conductance, expired carbon dioxide, respiratory rate, EMG, and skin temperature values. Second, we intend to identify any significant relationships between BIS measurements and autonomic physiologic variable values. If the formative assessment appears to be meritorious, we plan to apply a similar approach and process to a larger group of physicians and nurses employed at the same trauma center.

Methods

Assessment Design and Population

This formative assessment was performed in accordance with the recommendations of the Declaration of Helsinki. The protocol was approved by St Elizabeth Youngstown Hospital, Mercy Health Youngstown, LLC’s institutional review board (institutional review board organization #0001624). On November 21, 2019, the review board granted expedited approval; and because the evaluation was deemed to have minimal risk, they waived consent (institutional review board approval number: 19-024). Three of the trauma center research investigators (healthy volunteers) who conducted the BIS neurofeedback study participated as participants in this evaluation [73]. There was no intention to compare results between the participants. We intended to compare prehypnotic data with active hypnotic data to determine whether hypnosis could produce sustained reductions in BIS values and whether BIS values are associated with other physiologic measurements of relaxation, forming an approach and process for applying this protocol to a larger group of trauma center physicians and nurses.

Data Variables

Data variables assessed during this evaluation included BIS, EMG (decibels), expired carbon dioxide (mm Hg), respiratory rate (breaths per minute), skin temperature (degrees Fahrenheit), skin conductance (microsiemens), and HRV values. The specific HRV variables were (1) SDNN, (2) RMSSD, (3) LF power, (4) HF power, (5) VLF power, (6) relative LF power (LF power/total power), (7) relative HF power (HF power/total power), and (8) relative VLF power (VLF power/total power). LF power was the absolute power at a band frequency of 0.04-0.15 Hz and measured as ms²/Hz. HF power was the absolute power at a band frequency of 0.15-0.4 Hz and measured as ms²/Hz. VLF power was the absolute power at a band frequency of 0.0033-0.04 Hz and measured as ms²/Hz. Relative LF, HF, and VLF power were quantified as percentages of the total power at the relevant band frequencies. The potential BIS
value range of the system is 0-100; however, awake and alert values typically approach 100 [73].

Signal Sensor Applications

The Bispectral Index Vista Monitoring System (Aspect Medical Systems, Inc) was used to capture BIS and EMG physiological signals. According to the manufacturer’s instructions, the BIS sensor was applied to the participant’s forehead and temporal fossa. The BIS sensor contained 4 electrodes that corresponded to the international 10-20 EEG system for electrode placement: FPz, FP1, AF7, and FT9. Frontalis muscle EMG activity was measured using the AF7 BIS sensor electrode. Monitoring of expired carbon dioxide respiratory rate was performed using the RespSense capnography monitor (model LS1R-9R, Nonin Medical, Inc). Each participant had a biprong nasal cannula inserted with tubing draped over the ears and was instructed to keep their lips closed.

The ProComp Infiniti encoder hardware system (Thought Technology Ltd) was used to capture skin temperature, skin conductance, and electrocardiographic signals (HRV variables). The skin temperature sensor was secured to the volar surface of the terminal phalanx of the middle finger using a Velcro strap. The 2 skin conductance sensors were secured to the volar surface of the middle phalanx of the ring and index fingers of the opposite hand with Velcro straps. Following the manufacturer’s instructions, 3 sensors were applied to the forearms to acquire electrocardiographic signals. The yellow sensor was attached to the volar side of the proximal right forearm. The black sensor was placed on the volar side of the proximal left forearm, and the blue sensor was attached 4 inches distally. Each participant’s arms were placed in a relaxed manner on chair armrests. Skin temperature, skin conductance, and electrocardiographic sensors were connected to the ProComp Infiniti encoder.

Signal Processing

The Bispectral Index Vista Monitoring System (hardware and software) transformed BIS and EMG physiological signals into digital outputs. The RespSense capnography monitor, hardware and software, converted carbon dioxide measurements into a digital quantity. As each real-time peak expired carbon dioxide value represents a participant’s respiratory exhalation, the respiratory rate was computed by averaging the 60 expired carbon dioxide and respiratory rate values for each minute. The BioGraph Infiniti software computed and stored a 1-minute mean skin temperature and skin conductance result for each of the HRV variables. Accordingly, a mean 1-minute value was available for all physiological signals. These values were exported to Microsoft Excel, and then, all the data were imported into a statistical software program (SAS System for Windows, release 9.2, SAS Institute Inc).

Signal Quality Assessments and Systems Coordination

Before starting the recording session, broadcasting the neutral script, and playing the hypnosis recording, the investigators examined the quality of the physiological signals. These assessments included an appraisal of the signal quality index and absence of artifacts as displayed on the BIS monitor. Capnography tracing and the stability of the expired carbon dioxide values were also examined. Finally, the researchers assessed the stability of skin temperature, skin conductance, and electrocardiographic tracings using the BioGraph Infiniti software system. The investigators coordinated the activation of the 3 monitoring systems with the initiation of a neutral script sound. As soon as the hypnosis recording ended, recordings within the 3 monitoring systems were immediately discontinued.

Session Audio Scripts

During the 22-minute session, the participants were comfortably seated in an upright chair. The 22-minute session time was chosen to capture 4 minutes of prehypnotic or baseline values and 18 minutes of active hypnosis values. For the first 4 minutes of the session, a neutral script was read that contained neither stressful nor relaxing suggestions. The purpose of this script was to foster a cognitive state of alert, eyes-opened prehypnosis baseline to compare with the 18 minutes when the hypnotic script was played. Immediately following the conclusion of the neutral script, a hypnosis tape in MP3 format found in the public domain was played. While listening to the instructions of the hypnosis tape, the participants’ eyes were closed for most of the time. The script timeline milestones for each 22-minute session are presented in Table 1. A summary overview of the procedures performed during the experimental period is presented inTextbox 1.
Table 1. Audio script milestones.

<table>
<thead>
<tr>
<th>Minute</th>
<th>Audio script</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Neutral</td>
<td>Eyes open</td>
</tr>
<tr>
<td>2</td>
<td>Neutral</td>
<td>Eyes open</td>
</tr>
<tr>
<td>3</td>
<td>Neutral</td>
<td>Eyes open</td>
</tr>
<tr>
<td>4</td>
<td>Neutral</td>
<td>Eyes open</td>
</tr>
<tr>
<td>5</td>
<td>Start hypnosis</td>
<td>Eyes open</td>
</tr>
<tr>
<td>6</td>
<td>Physical relaxation</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>7</td>
<td>Physical relaxation</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>8</td>
<td>Deepening</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>9</td>
<td>Deepening</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>10</td>
<td>Mental relaxation</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>11</td>
<td>Mental relaxation</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>12</td>
<td>Mental relaxation</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>13</td>
<td>Deepening</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>14</td>
<td>Deepening</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>15</td>
<td>Deepening</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>16</td>
<td>Deepening</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>17</td>
<td>Deepening</td>
<td>Eyes closed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>18</td>
<td>Suggestions</td>
<td>Eyes closed&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>19</td>
<td>Suggestions</td>
<td>Eyes closed&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>20</td>
<td>Reorientation and awakening</td>
<td>Eyes closed</td>
</tr>
<tr>
<td>21</td>
<td>Reorientation and awakening</td>
<td>Eyes closed</td>
</tr>
<tr>
<td>22</td>
<td>Reorientation and awakening</td>
<td>Eyes open</td>
</tr>
</tbody>
</table>

<sup>a</sup>Infrequent, very brief prompts to open the eyes and then reclose them.

<sup>b</sup>“Every day in every way, I am getting better and better.”
### Textbox 1. Procedural flow table.

<table>
<thead>
<tr>
<th>Sensor application (all applied per the manufacturer’s instructions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Sensors for bispectral index and electromyography applied to the participant’s forehead</td>
</tr>
<tr>
<td>• Carbon dioxide nasal cannula inserted</td>
</tr>
<tr>
<td>• Skin temperature sensor secured to the participant’s finger</td>
</tr>
<tr>
<td>• Skin conductance sensors secured to the participant’s fingers</td>
</tr>
<tr>
<td>• Electrocardiography sensors applied to the participant’s forearms</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor connections</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Sensors connected to the relevant hardware</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Signal quality assurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Each monitor was assessed for signal quality</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Session start</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Data recordings began at minute 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minutes 1-4, prehypnosis data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Neutral script</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minute 5, hypnosis data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Hypnosis tape started</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minutes 6-7</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Physical relaxation phase</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minutes 8-9</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Deepening of the physical relaxation phase</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minutes 10-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Mental relaxation phase</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minutes 13-17</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Deepening of mental and physical relaxation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minutes 18-19</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Suggestive phase</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minutes 20-22</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Reorientation and awakening phase</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Session end</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Hypnosis recording ended</td>
</tr>
<tr>
<td>• Data recordings ended</td>
</tr>
<tr>
<td>• Sensors removed from the participant</td>
</tr>
<tr>
<td>• Data entered into or exported to Microsoft Excel and analyzed with statistical software</td>
</tr>
</tbody>
</table>

### Statistical Analysis

Results were entered into an Excel 2010 worksheet (Microsoft Corp) and imported into the SAS System for Windows, release 9.2 (SAS Institute Inc). All mean values were accompanied by their SDs. For 2-group interval data comparisons, a two-tailed t test result and Cohen d were computed. Correlation analyses were assessed using the Pearson coefficient procedure. The level of significance was set at \( P < .05 \).
Results

Overview
Three healthy adult volunteers each completed a 22-minute experimental session. Of the 3 volunteers, there was 1 (33%) male participant and 2 (66%) female participants with ages ranging from 35 to 71 years. All participants were college graduates and single and received monthly compensation from a large hospital corporation. All participants verbalized a feeling of relaxation at the conclusion of their respective sessions.

Autonomic Data Variances
The first 4-minute interparticipant variances were substantial for the following variables: expired carbon dioxide (mean 32.9, SD 5.1 mm Hg), respiratory rate (mean 16.9, SD 2.7 breaths per min), skin temperature (mean 91.4, SD 6.0 °F), skin conductance (mean 3.0, SD 2.1 microsiemens), LF power (mean 576, SD 488 ms$^2$/Hz), HF power (mean 364, SD 301 ms$^2$/Hz), VLF power (mean 433, SD 480 ms$^2$/Hz), total power (mean 1372, SD 913 ms$^2$/Hz), RMSSD (mean 54.2, SD 16.3 ms), and SDNN (mean 59.0, SD 17.9 ms). Owing to the variance sizes, a mean value was created from the first 4-minute raw values separately for each of these physiologic variables and each participant. Then, all the relevant 22-minute variable data results were divided by the physiologic variable mean value for the first 4 minutes for each participant; that is, all first 4-minute normalized variable values were approximately 1.0, whereas the normalized variable values for minutes 5-22 were relative fractions of 1.0, either ≥1.0 or <1.0 [19].

Changes in Autonomic Variables During Hypnosis
As the session progressed, the BIS values decreased and had a correlation between the 66 BIS values and the session duration in minutes (correlation analysis: raw BIS values=session minutes; R=−0.70; P<.001). A correlation existed between the 22 mean BIS values and the duration of the session in minutes (R=−0.88; P<.001; Figure 1). BIS values were lower for hypnosis minutes 7-15 (mean 87.7, SD 6.0) than for prehypnosis minutes 1-4 (mean 96.5, SD 1.7; P<.001; Cohen d=2). BIS values were also lower for hypnosis minutes 16-22 (mean 82.9, SD 4.1) than for hypnosis minutes 7-15 (mean 87.7, SD 6.0; P=.002; Cohen d=0.9).

Several other physiologic variables showed significant changes in the 22 mean values as the session duration in minutes progressed. The R values and P values for these physiologic variables relative to session progression time in minutes (correlation analysis: mean variable values=session minutes) were as follows: EMG, R=−0.80 and P<.001; expired carbon dioxide, R=0.67 and P=.001; respiratory rate, R=−0.68 and P<.001; skin conductance, R=−0.82 and P<.001; skin temperature, R=.66 and P=.001; relative HF power, R=0.69 and P<.001; relative VLF power, R=−0.38 and P=.08; and RMSSD, R=0.64 and P=.001. These relationships are shown in Figures 2-8.
Figure 2. Relationship of the mean EMG with time. As the session progressed, the mean EMG values steadily decreased. EMG: electromyography.

Figure 3. Relationship of the mean respiratory rate with time. As the session progressed, the mean respiratory rate values steadily decreased.
Figure 4. Relationship of the mean expired carbon dioxide with time. As the session progressed, the mean expired carbon dioxide values steadily increased.

Figure 5. Relationship of the mean skin conductance with time. As the session progressed, the mean skin conductance values steadily decreased.
Figure 6. Relationship of the mean skin temperature with time. As the session progressed, the mean skin temperature values steadily increased.

Figure 7. Relationship of the mean relative HF power with time. As the session progressed, the mean relative HF power values steadily increased. HF: high frequency.
Figure 8. Relationship of the RMSSD with time. As the session progressed, the RMSSD steadily increased. RMSSD: root mean square of successive cardiac interbeat time interval differences.

![Graph showing relationship between RMSSD and time with a linear trend line, R=0.64, p=.001, N=22.]

When compared with prehypnosis (min 1-4), BIS, EMG, respiratory rate, skin conductance, and relative VLF power values decreased during induction and postinduction hypnosis, whereas expired carbon dioxide and relative HF fraction values increased during induction and postinduction hypnosis (min 7-22; Table 2). When compared with prehypnosis (min 1-4), BIS, EMG, respiratory rate, skin conductance, and relative VLF power values decreased during postinduction hypnosis, whereas expired carbon dioxide, skin temperature, relative HF power, and RMSSD values increased during postinduction hypnosis (min 16-22; Table 3).

Table 2. Significant hypnosis-associated physiologic changes (min 7-22).

<table>
<thead>
<tr>
<th>Physiological measures</th>
<th>Prehypnosis (min 1-4; n=12), mean (SD)</th>
<th>Hypnosis (min 7-22; n=48), mean (SD)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bispectral index</td>
<td>96.5 (1.7)</td>
<td>85.6 (5.7)</td>
<td>&lt;.001</td>
<td>2.6</td>
</tr>
<tr>
<td>Electromyography (decibel)</td>
<td>50.0 (3.8)</td>
<td>41.4 (2.4)</td>
<td>&lt;.001</td>
<td>2.7</td>
</tr>
<tr>
<td>Relative respiratory rate</td>
<td>0.999 (0.11)</td>
<td>0.781 (0.10)</td>
<td>&lt;.001</td>
<td>2.1</td>
</tr>
<tr>
<td>Relative skin conductance</td>
<td>0.990 (0.04)</td>
<td>0.906 (0.19)</td>
<td>.006</td>
<td>0.6</td>
</tr>
<tr>
<td>Relative very low frequency power</td>
<td>0.892 (0.60)</td>
<td>0.525 (0.38)</td>
<td>.07</td>
<td>0.7</td>
</tr>
<tr>
<td>Relative expired carbon dioxide</td>
<td>0.999 (0.02)</td>
<td>1.073 (0.08)</td>
<td>&lt;.001</td>
<td>1.3</td>
</tr>
<tr>
<td>Relative high frequency power</td>
<td>1.026 (0.27)</td>
<td>1.743 (1.17)</td>
<td>&lt;.001</td>
<td>0.8</td>
</tr>
</tbody>
</table>

aData points (number of measurements).
Table 3. Significant postinduction hypnosis-associated physiologic changes (min 16-22).

<table>
<thead>
<tr>
<th>Physiological measures</th>
<th>Prehypnosis (min 1-4; (n^a=12)), mean (SD)</th>
<th>Postinduction hypnosis (min 16-22; (n^a=21)), mean (SD)</th>
<th>(P) value</th>
<th>Cohen (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bispectral index</td>
<td>96.5 (1.7)</td>
<td>82.9 (4.1)</td>
<td>(&lt;.001)</td>
<td>4.3</td>
</tr>
<tr>
<td>Electromyography (decibel)</td>
<td>50.0 (3.8)</td>
<td>41.2 (1.9)</td>
<td>(&lt;.001)</td>
<td>2.9</td>
</tr>
<tr>
<td>Relative respiratory rate</td>
<td>0.999 (0.11)</td>
<td>0.760 (0.09)</td>
<td>(&lt;.001)</td>
<td>2.4</td>
</tr>
<tr>
<td>Relative skin conductance</td>
<td>0.990 (0.04)</td>
<td>0.825 (0.21)</td>
<td>.002</td>
<td>1.1</td>
</tr>
<tr>
<td>Relative very low frequency power</td>
<td>0.892 (0.60)</td>
<td>0.467 (0.35)</td>
<td>.04</td>
<td>0.9</td>
</tr>
<tr>
<td>Expired carbon dioxide</td>
<td>0.999 (0.02)</td>
<td>1.068 (0.08)</td>
<td>(&lt;.001)</td>
<td>1.2</td>
</tr>
<tr>
<td>Relative skin temperature</td>
<td>0.999 (0.00)</td>
<td>1.014 (0.03)</td>
<td>.04</td>
<td>0.7</td>
</tr>
<tr>
<td>Relative high frequency power</td>
<td>1.026 (0.27)</td>
<td>1.933 (1.28)</td>
<td>.005</td>
<td>1.0</td>
</tr>
<tr>
<td>Relative root mean square of successive cardiac interbeat time intervals</td>
<td>0.999 (0.17)</td>
<td>1.357 (0.70)</td>
<td>.04</td>
<td>0.7</td>
</tr>
</tbody>
</table>

\(^a\)Data points (number of measurements).

**Significant BIS Correlations With Other Autonomic Variables**

Correlation analyses of the 66 BIS values during minutes 1-22 showed multiple significant associations with other physiological variables. When BIS values decreased, EMG, respiratory rate, skin conductance, and relative LF power values decreased (Table 4). When BIS values decreased, HF power, relative HF power, RMSSD, and SDNN values increased (Table 4). Multivariate linear regression analysis showed that the 66 BIS values during minutes 1-22 were simultaneously and independently associated with EMG (\(P<.001\)), skin conductance (\(P<.001\)), and relative LF power (\(P=.03\)), with a total \(R^2=0.71\). HF power had positive univariate associations with SDNN (\(R=0.78; P<.001\)) and RMSSD (\(R=0.85; P<.001\)).

Table 4. Significant bispectral index correlations with other autonomic variables (min 1-22).

<table>
<thead>
<tr>
<th>Physiological measures</th>
<th>(R) value</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electromyography</td>
<td>0.76</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Respiratory rate</td>
<td>0.35</td>
<td>.004</td>
</tr>
<tr>
<td>Skin conductance</td>
<td>0.57</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Relative low frequency power</td>
<td>0.32</td>
<td>.01</td>
</tr>
<tr>
<td>High frequency power</td>
<td>(&lt;-.41)</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Relative high frequency power</td>
<td>(&lt;-.53)</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Root mean square of successive cardiac interbeat time intervals</td>
<td>(&lt;-.32)</td>
<td>.009</td>
</tr>
<tr>
<td>SD of cardiac interbeat (normal-to-normal) time intervals</td>
<td>(&lt;-.26)</td>
<td>.04</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The goal of this formative and feasibility assessment was to determine whether hypnosis could produce sustained reductions in BIS values. The results demonstrate that hypnosis produced sustained reductions in BIS values in healthy volunteers and that the BIS values steadily decreased linearly as the hypnosis session progressed. Another goal of this formative assessment was to organize and evaluate a process that could identify significant changes and correlations between BIS values and other measurements of physiologic relaxation. In implementing the complex and coordinated data collection process described in the Methods section, we were able to identify significant changes and associations between BIS values and EMG, respiratory rate, skin conductance and temperature, expired carbon dioxide, and HRV values. These findings indicate that when mental relaxation occurs, physical relaxation occurs simultaneously. These associations also demonstrate that hypnosis fostered a state of mental and physical relaxation in this small group of healthy volunteers and indicates that the process could be feasibly applied to a larger homogeneous group of trauma center physicians and nurses.

**Changes in BIS Values During Hypnosis**

As the hypnosis session progressed, the BIS values progressively decreased. Compared with the prehypnosis state, BIS values were lower during hypnosis induction and even lower during postinduction hypnosis. The mean BIS values during hypnosis induction and postinduction were similar to the BIS values reported during stage I sleep [74]. The BIS reductions that we found during hypnosis are corroborated by another similar investigation by Almeida-Marques [8]. In their study, the mean BIS values before hypnosis were also 97, but they averaged 77 in the hypnotic state, which is lower than that in this
Changes in HRV During Hypnosis

Hypnosis was associated with changes in HRV in this assessment. In particular, relative HF power and RMSSD values increased, whereas relative VLF power values decreased. The influence of hypnosis on HRV has been explored by several investigators [16-21]. With hypnosis, LF power has been shown to decrease [16-18], whereas HF power has been demonstrated to increase [17,19,20]. Accordingly, LF/HF power has been noted to decrease [16,21]. During hypnosis, RMSSD, SDNN, and the interbeat interval mean and SD have been shown to increase [19,20].

Contrary to other investigations [16-21], we did not observe any significant decreases in LF and LF/HF power or increases in SDNN and the interbeat interval in this assessment. This discrepancy could be related to the very small number of participants in this study. HRV changes in a larger sample would be more revealing. Similar to other investigations, the increases seen in relative HF power and RMSSD values suggest that there was an increase in parasympathetic neural activation during hypnosis [13,17,19,20]. The interpretation of the decrease in relative VLF power during hypnosis is somewhat uncertain. Two recent publications specifically stated that the association between VLF power and autonomic neural function is unclear [76,77]. However, both investigations demonstrated that nonrandom eye movement sleep was associated with reductions in VLF power, when compared with the awake state. Furthermore, the reductions in VLF power in these studies were associated with reductions in LF and LF/HF power, suggesting that reductions in VLF likely imply that a reduction in sympathetic neural activity existed.

Changes in Other Autonomic Variables During Hypnosis

This assessment provides evidence that hypnosis is associated with increases in expired carbon dioxide and skin temperature and decreases in EMG, respiratory rate, and skin conductance values. Nearly all studies investigating the effects of hypnosis on skin temperature involved focused attempts to warm or cool. Only one other investigation demonstrated that neutral hypnotic induction was associated with passive significant increases in skin temperature in pediatric patients [36]. In this assessment, we were able to demonstrate passive significant increases in skin temperature with neutral hypnotic induction in healthy adult volunteers. As in this assessment, 2 other investigations, one in patients with fibromyalgia and the other in healthy adults, demonstrated a decrease in skin conductance during hypnosis [8,29]. The increases in skin temperature and reductions in skin conductance are consistent with a decrease in sympathetic neural activity during hypnosis.

The finding that hypnosis was associated with an increase in expired carbon dioxide is relatively novel. Only 1 study, published more than 30 years ago, has investigated expired carbon dioxide measurements during hypnosis [30]. In that study, the authors compared the results of 27 patients with hyperventilation syndrome with those of 10 healthy controls, who were hospital workers [30]. The results demonstrated that both the patient and control groups had increased expired carbon dioxide and decreased respiratory rates during the deep relaxation phase of hypnosis, similar to the findings of this assessment. Other investigations of healthy adult volunteers also demonstrated that the respiratory rate significantly decreased during hypnosis, similar to the findings of this assessment [31,32]. Although 1 study was performed in France and the other in the United States, the authors reported identical decreases in respiratory rates from 18 to 14 breaths per minute [31,32]. Other hypnosis investigations demonstrated significant reductions in facial EMG measurements in healthy volunteers during hypnosis, as we did in this assessment [33-35]. The increases in expired carbon dioxide values and decreases in the respiratory rate and EMG values are consistent with the onset of relaxation during hypnosis.

Significant Correlations of BIS Values With Other Autonomic Variables

A unique aspect of this assessment is exploring the associations of BIS values with other autonomic measurements. All other investigations that measured BIS during hypnosis reported other measures of physiologic relaxation as coparameters, not as correlations, or were confounded. We identified several significant associations between BIS values and other physiological variables over the 22 session minutes. When BIS values decreased, EMG, respiratory rate, skin conductance, and relative LF power values decreased. However, as BIS values decreased, HF power, relative HF power, RMSSD, and SDNN values increased. The simultaneous reductions in BIS, respiratory rate, and EMG values suggest that lower BIS values connote the presence of a state of physiologic relaxation. The concomitant decreases in BIS values and increases in HF power, relative HF power, RMSSD, and SDNN values imply that BIS reductions are associated with increased parasympathetic neural activation [13]. The large positive associations that we found between HF power with SDNN and RMSSD further support the notion that increased parasympathetic neural activity parallels reductions in BIS values. The concurrent reductions in BIS, skin conductance, and relative LF power values suggest that sympathetic neural activation is decreased [13]. Multivariate linear regression analysis showed that BIS values during the 22-minute session were simultaneously and independently associated with EMG, skin conductance, and relative LF power. These findings are consistent with the notion that reductions in BIS values are principally related to a combined state of relaxation and blunted sympathetic neural responses; however, multiple analyses also suggest that parasympathetic neural activation is also present.

Duration of the Experimental Procedure

More than 20 publications were cited at the beginning of this manuscript regarding the impact of hypnosis on relevant
physiological processes. Of those manuscripts, 8 provided the duration (in minutes) of the control period plus the hypnosis phase. The total duration was 10-30 minutes in 4 manuscripts [1,3,19,36] and 40-45 minutes in the other 4 manuscripts [17,29,30,33]. Hypnosis audiotapecs were used in 4 of the investigations. Of relevance, 2 meta-analyses of randomized controlled trials provided substantial documentation regarding the duration of hypnosis sessions in the included studies [78,79]. The duration of the hypnosis period was documented to be 3-20 minutes in 14 studies and 23-30 minutes in 8 trials. Hypnosis audiotapecs were used in 8 of these 22 studies. The aforementioned evidence lends credibility to the duration of this experimental design and the use of hypnosis audiotapecs.

Limitations
The principal limitation of this formative assessment is the small number of participants; however, the statistical significance of the findings is compelling. Another limitation is that the authors did not compare results between the participants because 3 participants are an insufficient number to compare. Comparisons between age, sex, and other epidemiological information is considered thought provoking in a larger sample. A posthypnosis observation period was not evaluated to determine if the hypnosis-associated physiologic changes were sustained for any period afterward, which would be informative. Finally, the authors did not obtain data on medications, supplements, or caffeine intake, which could affect participants’ physiological variables in a resting state.

Conclusions
The preliminary formative assessment results indicated that the 2 assessment objectives were met. These findings suggest that hypnosis may manifest as a state of mental and physical relaxation, enhance parasympathetic nervous system activation, and attenuate sympathetic nervous system activation, observations that were associated with reductions in BIS values. They also imply that reduced BIS values were associated with a state of physiologic relaxation, increased parasympathetic nervous system activity, and decreased sympathetic nervous system stimulation. In addition to the findings of improvements in participant well-being in our BIS neurofeedback study [73], this evaluation lends further support to the notion that the BIS monitor may be a valid device for use in neurofeedback investigations. Finally, the BIS monitor may subsequently be demonstrated to be considered as a hypnometer for continuously measuring hypnotic depth, as proposed by the former Harvard University investigator Solomon Gilbert Diamond [19]. The findings of this preliminary formative evaluation indicate that this hypnosis model may be useful for assessing autonomic physiological associations with changes in BIS values. These observations from this exploratory process motivated us to proceed with a larger and similarly designed investigation that will include trauma center nurses and physician participants.
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Abstract

Background: The COVID-19 pandemic has accelerated the worldwide need for simple remotely delivered (digital) scalable interventions that can also be used preventatively to protect the mental health of health care staff exposed to psychologically traumatic events during their COVID-19–related work. We have developed a brief behavioral intervention that aims to reduce the number of intrusive memories of traumatic events but has only been delivered face-to-face so far. After digitalizing the intervention materials, the intervention was delivered digitally to target users (health care staff) for the first time. The adaption for staff’s working context in a hospital setting used a co-design approach.

Objective: The aims of this mixed method exploratory pilot study with health care staff who experienced working in the pandemic were to pilot the intervention that we have digitalized (for remote delivery and with remote support) and adapted for this target population (health care staff working clinically during a pandemic) to explore its ability to reduce the number of intrusive memories of traumatic events and improve related symptoms (eg, posttraumatic stress) and participant’s perception of their functioning, and to explore the feasibility and acceptability of both the digitalized intervention and digitalized data collection.

Methods: We worked closely with target users with lived experience of working clinically during the COVID-19 pandemic in a hospital context (registered nurses who experienced intrusive memories from traumatic events at work; N=3). We used a mixed method design and exploratory quantitative and qualitative analysis.

Results: After completing the digitalized intervention once with remote researcher support (approximately 25 minutes) and a brief follow-up check-in, participants learned to use the intervention independently. All 3 participants reported zero intrusive memories during week 5 (primary outcome: 100% digital data capture). Prior to study inclusion, two or more intrusions in the week were reported preintervention (assessed retrospectively). There was a general pattern of symptom reduction and improvement in perceived functioning (eg, concentration) at follow-up. The digitalized intervention and data collection were perceived as...
feasible and rated as acceptable (eg, all 3 participants would recommend it to a colleague). Participants were positive toward the digital intervention as a useful tool that could readily be incorporated into work life and repeated in the face of ongoing or repeated trauma exposure.

**Conclusions:** The intervention when delivered remotely and adapted for this population during the pandemic was well received by participants. Since it could be tailored around work and daily life and used preventatively, the intervention may hold promise for health care staff pending future evaluations of efficacy. Limitations include the small sample size, lack of daily intrusion frequency data in the week before the intervention, and lack of a control condition. Following this co-design process in adapting and improving intervention delivery and evaluation, the next step is to investigate the efficacy of the digitalized intervention in a randomized controlled trial.

*(JMIR Form Res 2021;5(5):e27473)*  doi:10.2196/27473
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**Introduction**

The mental health of health care staff exposed to stressful and traumatic events during their work in the COVID-19 pandemic is a number one research priority internationally [1]. This work-related exposure to psychologically traumatic events may have serious effects for staff, such as symptoms related to posttraumatic stress [2]. Brief interventions that prevent the buildup or recurrence of such symptoms and can be tailored around working life and delivered remotely are urgently needed.

Here, we focus on a brief intervention to target one focal symptom that can arise after exposure to traumatic events—intrusive memories [3]. Intrusive memories are defined as recurrent distressing sensory-perceptual impressions of the traumatic event that intrude into the mind involuntarily [3], typically in the form of visual images [4]. They are a core clinical feature [5] of posttraumatic stress disorder (PTSD) [3] and constitute a promising target for novel interventions [6]. Intrusive memories can be distressing in their own right and can impair work functioning, for example, by disturbing concentration [7]. One concern for health care staff is how such mental health symptoms might affect their ability to deliver high quality patient care [2]. A barrier for staff is how to fit time for treatment into an already overly burdened schedule.

Exposure to psychologically traumatic events presents a problem for health care staff working in the pandemic and will continue to be a problem once the pandemic is over. Before the pandemic, experiencing different traumatic events (either as a direct threat to themselves or a witnessed threat to patients) could lead to mental health difficulties such as PTSD in health care staff [8] as shown in studies including rescue workers [9], obstetricians [10], critical care nurses [11], and emergency nurses [12,13]. During the COVID-19 pandemic, health care staff have experienced much higher levels of exposure to potentially traumatic events and already reported increased posttraumatic stress symptoms [2,14,15]. For example, 35% of health care workers exposed to COVID-19 in China reported moderate to severe PTSD symptoms 1 month after onset of the COVID-19 pandemic [16]; 26% of health care workers in Italy scored above the cutoff for PTSD [17], 40% of intensive care unit (ICU) staff in the United Kingdom reported clinically significant levels of PTSD symptoms [2], and 64% of nurses in Jordan experienced acute stress disorder during the pandemic [18]. PTSD symptoms can impair work performance: 27% of medical workers who reported PTSD symptoms said it interfered with their work functioning [19] and 20% considered changing their job [20]. In addition to staff turnover, PTSD symptoms have also been related to burnout in health care staff [21].

Interventions to support health care staff need to be suitable for delivery in their work context. This includes being suitable for ongoing exposure to stressful events in the line of work (ie, repeatable); preventative use to keep staff well and working (ie, prevent the buildup of symptoms); scalability, simplicity, and brevity; and remote delivery to reduce the risk of virus transmission during a pandemic. The development of new interventions requires adaptation and detailed feedback from people with lived experience [22]. In that light, we will report a pilot study with health care staff (N=3) working with patients with COVID-19.

Good evidence-based treatments for PTSD exist (eg, trauma-focused cognitive behavioral therapy and eye movement desensitization and reprocessing [23,24]). However, there is a lack of available therapists with the prerequisite training to deliver such treatments. Further, some health care staff perceive stigma related to mental health problems [20] and can be reluctant to undertake weekly psychotherapy given increased time demands in a pandemic. Little evidence exists for treatment effectiveness for people with ongoing trauma exposure, such as health care staff working in the pandemic [23,24]. Evidence-based treatment guidelines for PTSD [23,24] suggest that, when current treatments are lacking or ineffective, there may be utility in targeting single symptoms. We have proposed intrusive memories of trauma as a targeted single symptom [4,6]. For example, intrusive memories were reported by 65% of emergency nurses [12]. Drawing on cognitive science (eg, on mental imagery [25] and memory consolidation and reconsolidation), we have developed a behavioral intervention aimed to limit the occurrence or recurrence of intrusive memories.

The procedure takes approximately half an hour and is delivered according to a clear protocol and administered typically in one or two guided sessions (thereafter self-administered, if needed). Delivery currently requires guided support by someone trained...
in the intervention but does not always require a fully qualified mental health professional. The intervention consists of several components including a brief memory reminder to moments within the trauma (hotspots), training in mental rotation, and engaging in a visuospatial cognitive task (the computer game Tetris) for a specific time while actively using mental rotation (ie, planning ahead and visualizing in the mind’s eye how to rotate and move upcoming Tetris blocks to fit them into a horizontal line). The cognitive task aspect can be delivered on the participant’s own smartphone. This intervention does not require a detailed discussion of the traumatic event.

The rationale underlying the intervention includes the following. Engaging in the visuospatial task is hypothesized to compete for limited working memory resources [25] with mental imagery (sensory) aspects of the trauma memory. This in turn is hypothesized to limit the storage or restorage [26] of the sensory representations of trauma [27] and reduces the subsequent number of times that memory intrudes involuntarily.

The intervention can be used on the same day the traumatic event occurred (day 1 protocol) [28-30]. For intrusive memories from older traumatic events [31,32], there are seemingly minor but important procedural differences including the type of memory reminder instructions and the time between the memory reminder and the task (see Visser et al [26]). In protocols for older memories, participants are instructed that they will briefly bring to mind the visual image from a specific intrusive memory and then play the computer game Tetris using mental rotation for at least 20 minutes. For a more detailed discussion regarding the intervention, see Iyadurai et al [4] and Singh et al [6].

Early studies have shown that the intervention may prevent intrusive memory occurrence in patients soon after trauma [29,30] (eg, by 62% compared to attention placebo control in motor vehicle accident survivors [29]). In a study with patients with more diverse trauma types in a Swedish emergency department, participants in the intervention condition reported 48% fewer intrusive memories compared to attention placebo control at week 1 following the intervention and 90% fewer at week 5 [28]. Promising results in terms of established intrusion reductions have also been shown in small-scale case series research with refugees [32], patients with complex PTSD [31], and in a person with bipolar disorder and PTSD [33].

To date the intervention has been delivered in person. So that it can be delivered remotely, we have first taken steps to digitalize the instructions for this brief intervention [34]. Here, participants (clinicians, researchers, students) were generally positive toward the materials created, noting that they were clear, concise, and helpful. In addition, participants shared potential concerns about remote delivery, mainly regarding the need for real-time communication with target users [34].

As there is currently no gold standard for a systematic stepwise approach to use for developing a successful intervention, it has been recommended to collect and apply relevant steps suggested from different methodologies, to use them with a “flexible” approach [35], and to iteratively make adjustments based on stakeholders’ [36] and target users’ input [37]. Thus, the critical next steps in our intervention development following our initial work with digitalizing the intervention [34] involves getting feedback from target users. Therefore, we now piloted the intervention with digital study procedures and when adapted for the health care work context during a pandemic, and obtained target user feedback.

The aims of this mixed methods exploratory pilot study with health care staff with experience of working in the pandemic were to:

- Pilot the intervention procedures that we have digitalized (for remote delivery and with remote support) and adapted for this target population (health care staff working during a pandemic) to explore its ability to reduce the number of intrusive memories of trauma (primary outcome: week 5 diary post intervention) and improve related symptoms (eg, posttraumatic stress symptoms) and participant’s perception of their functioning (eg, concentration)
- Explore the feasibility and acceptability of both the digitalized intervention procedures and the digitalized data collection (eg, primary outcome measure)

**Methods**

**Participants**

Participants (N=3, all female) were Swedish registered nurses, all with a university education and in full-time employment, who had worked clinically in the ICU or ambulance service during the COVID-19 pandemic in the spring of 2020 and were still currently working. They were all around 50 years of age and had >30 years of experience in their work. They had specialized in anesthesia and intensive care or ambulance care. To protect participant anonymity, most demographic characteristics have been omitted.

The inclusion criteria were being 18 years or older; doing clinical work during the COVID-19 pandemic in hospital care facilities (eg, ICU, intermediate care, or ward), experiencing at least one traumatic event in relation to their clinical work as health care staff during the COVID-19 pandemic that met Diagnostic and Statistical Manual of Mental Disorders (Fifth Edition; DSM-5) [3] Criterion A for PTSD within the last 3 months, reporting memory of the trauma, experiencing at least two intrusive memories of work-related traumatic events during the COVID-19 pandemic during the week before inclusion, willing and able to briefly write these down, being fluent in Swedish, being alert and oriented, having access to a smartphone, having sufficient physical mobility to use their smartphone, willing and able to provide informed consent, and completing study procedures and willing to be contacted during the study. Exclusion criteria (consistent with our previous study with patients) were current intoxication or loss of consciousness >5 minutes.

**Measures and Materials**

**Participant and Traumatic Event Characteristics**

Details of the traumatic events causing intrusive memories were assessed with a bespoke item (“Select which of the following category(s) best fits for the traumatic event(s) you have experienced during COVID-19 within the last three months and experience intrusive memories from”) and then 11 categories...
(including a category for other events) were presented. Event categories were based on existing literature on traumatic events in health care staff (eg, a traumatic or tragic death of a patient [13]). Experience of prior psychological trauma was assessed with the Life Events Checklist for DSM-5 [38] (see Table 1).

Table 1. Characteristics of the worked-related traumatic events that participants had intrusive memories from and prior experiences of traumatic events reported per participant.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participanta</th>
<th>Participantb</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time(s) of trauma</td>
<td>Between 1 and 3 months ago</td>
<td>Between 1 and 3 months; within the last 24 hours</td>
<td>Between 1 and 3 months ago; ongoing exposure</td>
</tr>
<tr>
<td>Traumatic event causing intrusive memories</td>
<td>Traumatic or tragic patient death; situation in which patient care did not work as planned</td>
<td>Traumatic or tragic patient death</td>
<td>Situation in which patient care did not work as planned; confronted with distressed family members of patients; other category: relative who did not dare to say farewell to a patient who was critically ill</td>
</tr>
<tr>
<td>Retrospectively rated number of intrusions in the week before study participationb</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Prior experiences of traumatic event types (LEC-5c,d)</td>
<td>6</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>

aParticipant numbers are omitted to preserve anonymity.
bAssessed via a single item retrospective rating.
cLEC-5: Life Events Checklist for Diagnostic and Statistical Manual of Mental Disorders (5th Edition).
dA list of 17 traumatic event types. Here, we report the number of event types endorsed as “happened to me,” “witnessed it,” or “part of my job” [39].

Primary Outcome Measure

Number of Intrusive Memories of Trauma Post Intervention (Week 5)
The number of intrusive memories of the traumatic events was assessed with a digital adaptation of the pen-and-paper diary used in our previous work [28]. Instead of ticking a box for each intrusive memory during four time periods (morning, afternoon, evening, and night) on a paper diary, participants received four digital links per day (after each period of the day had passed) via SMS text message and email from the electronic platform SmartTrial [40] version 2020.1. Participants recorded their intrusive memories with this digital diary for 7 days starting 1 month after the intervention (ie, day 29 post intervention, week 5). In each link, they were asked how many intrusive memories they had during that time period (eg, in the morning) on a 9-point scale from 0 to more than 7 (a follow-up question to specify the number appeared if they selected more than 7). The link also included a brief description of what intrusive memories are: “Intrusive memories are IMAGES from a traumatic event that pop suddenly into your mind, when you DO NOT WANT them to. (They are NOT the same as deliberately choosing to think about the event or thinking about it in words.) Please record EVERY intrusive memory you have had - even if it is the same one popping up several times. If you did not have any, please CHOOSE 0.” In addition to this brief description, participants had received more detailed instructions prior to commencing the diary (eg, an information video about the symptom intrusive memories and researcher support).

Secondary Outcome Measures (Including Intrusive Memory Measures)

Number of Intrusive Memories of Trauma Immediately Post Intervention (Week 1)
The number of intrusive memories of the traumatic events was also assessed in week 1 (starting after having received the intervention on day 1) in another identical 7-day digital diary.

Intrusion Questionnaire
The intrusion questionnaire (eg, [41]) was used to assess the frequency of intrusive or unwanted memories in the previous week (7-point scale from never to many times a day, with a follow-up question to specify the number if necessary) and the characteristics of the intrusive or unwanted memories (ie, distress, nowness, reliving, and disconnectedness) and whether different triggers are associated with the intrusive or unwanted memories of the traumatic events (101-point scale from 0 not at all to 100 very strongly). The retest reliability of the four scales assessing characteristics of intrusions ranges between 0.61 and 0.72 [42].

Impact of Event Scale-Revised: Posttrauma Intrusion and Avoidance Symptoms
The intrusion and avoidance subscales of the Impact of Event Scale-Revised (IES-R) [43] were used to assess the degree of subjective distress of posttrauma intrusion and avoidance symptoms. The IES-R shows high internal consistency (α=.96) and agreement with other measures of posttraumatic stress (eg, PTSD checklist: r=0.84) [44].

Posttraumatic Stress Disorder Checklist for DSM-5
Participants’ current symptoms of PTSD were assessed via the PTSD Checklist for DSM-5 (PCL-5) short version [45]. The PCL-5 short version accounts for 94.1% (r=0.97) of the variance in the original 20-item validated PCL-5 version [45] and has
been specifically recommended for remote digital assessment after trauma [46].

**Distress and Vividness of Intrusive Trauma Memories During Diary Weeks**

Two self-rated items assessed participants’ level of distress and vividness associated with the intrusions (11-point scales from 0 *not at all* to 10 *extremely*). Ratings were collected within the diary at the end of week 1 and week 5.

**Self-Rated Initial Intrusions (Baseline)**

One item was used to assess how many intrusive memories the participant had experienced in the week prior to entering the study, from 2 to more than 7. If more than 7, a free-text response field to specify the number of intrusive memories was presented. This was followed by three self-rated items measuring the level of distress, vividness, or concentration disruption associated with the intrusions (11-point scales from 0 *not at all* to 10 *extremely*).

**Other Prespecified Outcome Measures (Including Functioning Measures)**

**Self-Rated Concentration Disruption**

Participants rated their perceived level of concentration disruption associated with intrusions with a bespoke item adapted from Holmes et al [7] (11-point scale from 0 *not at all* to 10 *extremely*).

**Self-Rated Impact of Intrusive Memories on Functioning**

A bespoke item was used to assess their perceived impact on daily functioning associated with the intrusions (“During the previous month how much did your intrusive memories of the traumatic event affect your functioning (social, occupational, or other important areas e.g. relationships with other people, work, parenting, schoolwork, housework, volunteer work etc.)?”) [4] (11-point scale from 0 *not at all* to 10 *extremely*).

**Credibility/Expectancy Questionnaire of Doing the Intervention**

Before the intervention, participants completed the Credibility/Expectancy Questionnaire [47], which included 5 ratings of treatment expectancy measuring to what degree the participant finds the intervention credible (wording adapted for this study).

**Subjective Units of Distress**

Subjective units of distress (SUD) were collected three times during the intervention process to measure participants’ level of distress (11-point scales from 0 *no distress* to 10 *worst possible distress*).

**Coping**

Participants perceived coping during the COVID-19 pandemic was assessed via two free-text response field questions (eg, are there any specific factors you think have made it more difficult or easier for you to handle the COVID-19 situation and its consequences?).

**Adverse Events**

Adverse events [48] were assessed via a free-text response field asking about the occurrence of any health problems since the last contact.

**Feedback Questionnaire About Participation**

A feedback questionnaire consisting of nine bespoke items assessed participant’s experience of study participation. Items included (eg, “How acceptable was it to do the task?”; 11-point scale from 0 *not at all* to 10 *extremely*) and questions about what has happened since the study with a yes or no response (eg, “Have you had any psychological or medical treatment since you did the task?”) and items with a free-text response field (eg, “Do you have any other comments?”).

**Procedure**

**Recruitment and Instructions for Study Procedure**

Participants were all recruited from the professional network of the research team (author AR). Data collection occurred from July 8 to August 28, 2020. Participants received study information materials via email and postally, and provided their written and informed consent prior to study procedures. They were contacted by the researcher (author MK) to set up a time for a remote digital meeting using Zoom [49] (Zoom Communications Inc; premium university account). In the session, which was scheduled around their work, participants received instructions on how to complete measures and the intervention via an online platform, and help to complete the intervention as needed, and they were encouraged to give feedback on all aspects of study procedures.

The intervention was administered fully remotely and digitally. Remote researcher support during the procedure and delivery of the intervention was provided by a clinical psychologist with extensive experience in delivering the intervention to clinical participants (MK; see description of training in the Training to Deliver the Intervention section). During the remote meeting, participants received links to each step of the study (baseline measures; intervention package), and researchers (authors MK and KD) observed and took notes on feedback and questions that arose. The baseline and intervention session took approximately 1 hour in total (see Figure 1 for an overview of study procedures), depending on how much discussion arose. Of this, the intervention procedure itself took approximately 25 minutes. The overall approach here, with the intervention adapted for ongoing trauma exposure and self-use in a work context, was to deliver one intervention session with researcher support to teach participants how to do the intervention by targeting one selected intrusive memory and to promote continued use of the intervention to target any remaining or different intrusive memories and new intrusive memories should new traumatic events occur, with the option for researcher support in the initial week as needed.
**Intervention Procedure**

The intervention procedure commenced after the completion of baseline measures (see Figure 1). Participants watched a video (researcher video 1: 1:51 minutes) of a trained researcher giving an overview of the three parts of this intervention, that is, (1) a brief memory reminder so the chosen intrusive image is held in working memory before (2) engaging in a visuospatial interference task (playing the computer game *Tetris* via tetris.com) for at least 20 min, and (3) actively using mental rotation (ie, planning ahead and visualizing in their mind’s eye how to rotate and move upcoming Tetris blocks to fit them into a horizontal line). Next, they were instructed to briefly list their intrusive memories. They watched a video (researcher video 2: 2:03 minutes) on how to write this list and received written instructions in the platform. Instructions included “Please list your intrusive memories, using only a few words to describe what you ‘see’ when the intrusive memory pops up, e.g. ‘patient on ventilator’.” They were instructed to save this list (eg, screenshot) and then choose which memory to target in this session (eg, the most frequent or most distressing one). They were then instructed to “gently and briefly bring the chosen memory to mind” so they could see it in their mind’s eye (ie, for it to become active in working memory prior to the visuospatial interference task).

Next, a video and written instructions followed on how to play Tetris with mental rotation and how to access the game (via Tetris.com) and adjust the necessary settings (ghost piece off; animation video 3: 2:43 minutes). In this online version of Tetris, the game runs in marathon mode. Participants could choose to play on their smartphone or computer. Time between memory activation and game play was approximately 10 minutes (ie, the hypothesized time gap for memory to become malleable [26]). Prior to starting, they were reminded of their chosen memory and instructed to play for at least 20 minutes using mental rotation instructions and then to return to the platform.

**Follow-up Procedures**

After the intervention, participants were encouraged to keep using the intervention as needed and in a way that would fit with their work demands. They received instructions for completing an online daily diary registration on the number of intrusive memories over week 1 (see the Secondary Outcome Measures section). Incoming data was monitored approximately daily for the number of intrusive memories, and whenever intrusive memories were reported, participants had the option for booster doses, that is, they were reminded by the researcher (by SMS text message, email, or phone) to use the intervention themselves for the remaining intrusive memories and were given the option for researcher support (see the Results section).

At the 1-week and 1-month follow-ups, participants completed self-report questionnaires via the electronic platform. After the 1-month follow-up, they commenced with the primary outcome—daily registrations on the number of intrusive memories during week 5. Participants received an end-of-study letter that included a graph depicting their change in the number of intrusive memories over time.
of intrusions over time. They were invited to a phone call with a researcher (MK) for additional feedback on study procedures to help refine these prior to starting the main randomized controlled trial (RCT).

Training to Deliver the Intervention
The researcher delivering the intervention (MK) had received prior detailed training in delivering the intervention and how to obtain the primary outcome. This included theoretical and procedural knowledge; observing and being observed by a supervisor (author EAH) in role plays; receiving in-vivo and group supervision; and in this study, receiving regular ongoing supervision (from EAH) as necessary.

Data Analysis

Quantitative Analysis
We conducted an exploratory analysis of quantitative results using a descriptive approach. Analyses and graphs were performed in Excel Professional Plus Version 16.0.5065.1000 (Microsoft Corporation).

Qualitative Analysis
A flexible approach building on content analysis as outlined by Bengtsson [50] was used. We conducted a qualitative analysis based on the notes that were taken by the researchers (authors MK and KD) during observing and discussing with participants in the digital intervention session with the researchers, from researcher–participant contact during the follow-up period, and open-ended questions in the electronic platform. The feedback was then organized based on emerging themes as an iterative process among the researchers.

Participant feedback was systematically evaluated to determine whether changes should be implemented, following the suggested person-based approach created by Yardley et al [51] and Bradbury et al [52]. This is a methodological approach for developing digital interventions (see also Gamble et al [34] for a detailed description of how this was carried out, including a description of how we applied the must have, should have, could have, won’t have [MoSCoW] method for prioritization [52,53]).

Ethical Approval
This study was approved by the Swedish Ethical Review Board before the start of the study: 2020-03085. All participants provided their written and informed consent in accordance with the guidelines of the Declaration of Helsinki; signed consent forms were returned digitally and on paper. These pilot cases were done as a precursor to the planned RCT registered under ClinicalTrials.gov NCT04460014 (July 7, 2020).

Results

Characteristics of Traumatic Event Exposure and of the Intrusive Memories
Two participants experienced one recurring visual intrusive memory of a work-related traumatic event, and 1 experienced three separate recurring intrusive memories (ie, different visual scenes). Examples of these intrusive memories’ content included an image of patient’s faces, image of patient’s relatives, or image of a dead person (see Table 1 for additional information about the index traumatic events associated with these intrusions).

Aim 1: Pilot the Digitalized and Adapted Intervention
All 3 participants completed all study procedures. In the past, we had used paper diaries, and here, the daily digital data capture of the number of intrusive memories via an electronic link (SMS text message or email) worked well (ie, the digital diary was completed by all 3 participants, and the feedback was positive). Our 3 participants answered 100% of the intrusive memory diary links, which were sent out four times a day for 7 days in a row, twice (primary outcome: week 5; secondary outcome: week 1 post intervention). The digital data capture for other questionnaires (secondary outcomes) was also successful (ie, questionnaires were completed by participants), with only two ratings missing for 1 participant (intrusion questionnaire: unwanted memory frequency and concentration disruption on day 2).

Primary Outcome

Number of Intrusive Memories of Trauma Post Intervention (Week 5)
In contrast to baseline and week 1 postintervention levels (see the Secondary Outcomes: Number of Intrusive Memories [Week 1] section), all 3 participants reported 0 intrusive memories throughout the week 5 diary (Figure 2). Self-reported diary accuracy ratings were high (10, 6, and 10 out of 10). During discussion with the research team, the participant who rated a 6 explained that she was unsure if she should have also noted having a normal (ie, not intrusive) memory of the event when she no longer experienced intrusions.
**Secondary Outcomes**

Multimedia Appendix 1 Table S1 shows secondary outcome data for each participant at all assessed time points, and Figure 3 displays bar graphs showing examples of secondary and other outcomes.
Number of Intrusive Memories of Trauma Immediately Post Intervention (Week 1)

In week 1, participants reported 9 (P1), 7 (P2), and 4 (P3) intrusive memories in total. Self-reported diary accuracy ratings were high for P1 and P3 (10/10), and medium for P2 (4/10).

We discuss lessons learned during the first week on a case-by-case basis. For all 3 participants, the intervention was delivered once with researcher support (approximately 25 minutes), and they subsequently used the intervention on their smartphone on their own. Participants received encouragement about intervention use from the researchers via 1 to 4 SMS text messages or emails (all participants) and one phone call (1 participant).

P1 reported 1 intrusive memory in the first half of the week and then a spike in intrusive memories on day 5 (7 intrusive memories). In communication with the researchers, she described that on this day she experienced an event at work similar to the one represented in her intrusive memory, which triggered these intrusions. She felt too tired to use the intervention straight after that work shift but successfully used it for that intrusion the day after.

P2 completed the game play part of the intervention on her computer on day 1. She reported 4 intrusive memories on the same day and 3 more on day 2. On day 2, she was instructed over the phone to repeat the intervention and encouraged by researchers to use her smartphone instead and to bring the image to mind before the game play. From day 3 to day 7 she reported no more intrusive memories.

P3 reported 2 intrusive memories on day 1 and 1 each on day 2 and day 3. From day 4 to day 7 she was intrusion-free, thus showing a general decrease of intrusion frequency over the week. She kept using the intervention during week 1 and wrote that she was “incredibly impressed by how such a simple thing could make such a huge difference.”

Intrusion Questionnaire

From baseline to week 1, the frequency of intrusive or unwanted memories of the traumatic event during the previous week slightly decreased from twice a week for 2 participants and remained the same (twice a week) for 1 participant. It then decreased to never after 1 month for all 3 participants (in line with the electronic diary data). The characteristics of the intrusive or unwanted memories—distress, nowness, and reliving—decreased from baseline to week 1 for all 3 participants. P1 and P2 reported a decrease in disconnectedness and in different triggers associated with the intrusive or unwanted memories from baseline to week 1, whereas P3 reported an increase from baseline to week 1. At 1 month, none of our 3 participants reported intrusions anymore, so characteristics were not rated.

Impact of Event Scale-Revised: Posttrauma Intrusion and Avoidance Symptoms

From baseline to 1 month, participants’ scores on the intrusion subscale decreased (from a range of 8-15 to a range of 0-2);
similarly on the avoidance subscale, all scores decreased to 0 after 1 month (Figure 3a and b).

**Posttraumatic Stress Disorder Checklist for DSM-5**
From baseline to week 1, total scores on the PCL-5 decreased for all 3 participants and remained low at 1 month (range 0-1; Figure 3c). A similar pattern was shown in the intrusion subscale. P1 showed a decrease from 5 at baseline to 0 at 1 month. P2 and P3 showed a slight decrease from 2 at baseline to 1 at 1 month. Participants’ scores on the remaining subscales were already very low at baseline (0 or 1), with the exception of P1’s score of 3 on the avoidance subscale) and remained at or decreased to a very low level at 1 month.

**Distress and Vividness of Intrusive Trauma Memories During Baseline and Diary Weeks**
From baseline to week 1, vividness and distress associated with the intrusive memories decreased. P1 showed a strong decrease of vividness (7 to 3) and distress (7 to 2) from baseline to week 1, P2 showed a slight decrease from baseline to week 1 (vividness 10 to 9, distress 5 to 4), and P3 showed a strong decrease of vividness (10 to 2) and a slight decrease in distress (1 to 0) from baseline to week 1. At 1 month, none of our 3 participants reported intrusions anymore, thus related vividness or distress was not rated.

**Other Prespecified Outcomes**
Here we present outcomes regarding functioning and intrusive memories as used in our previous work [4,7,28]. We also present ratings of credibility and expectancy for the intervention, SUD experienced during the intervention procedure, coping, and adverse events (see Multimedia Appendix 1 Table S2 for details and remaining prespecified outcome data for each participant at all assessed time points).

**Self-Rated Concentration Disruption**
At baseline, concentration disruption associated with having an intrusive memory was medium to high (5 and 7 out of 10) and reported as lasting for 1 to 5 minutes per intrusive memory. At 1 month, concentration disruption had decreased to 0 or 1 out of 10 (Figure 3d). At week 5, none of our 3 participants reported intrusions anymore and thus did not rate associated concentration disruption.

**Self-Rated Impact of Intrusive Memories on Functioning**
From baseline to 1 month post intervention, 2 participants reported that the impact of intrusive memories on functioning decreased (from 5 [P1] or 2 [P3] out of 10 at baseline to 0 at 1 month), and it remained low for P2 (1 out of 10 at baseline and 1 month).

**Credibility/Expectancy Questionnaire of Doing the Intervention**
Credibility ratings taken after a brief description of the intervention prior to engaging in it were low to midrange for all 3 participants (38 out of 50 by P1, 35 by P2, and 21 by P3), and this was also reflected in qualitative feedback (eg, P3 wrote at the 1-month follow-up, “...[l] didn’t believe at all that this would work!”).

**Subjective Units of Distress**
During the intervention session with the researcher, participants completed distress ratings (SUD) before and after describing their intrusive memories, and after playing Tetris. For 2 participants, distress increased (P1 from 2 to 6; P3 from 0 to 1) but did not reach ceiling after describing and choosing an intrusion to target with the intervention, indicating successful emotional memory activation (note, P2’s ratings decreased from 2 to 0). Critically, after game play, distress decreased or remained at zero for all 3 participants (P1: 1; P2: 0; P3: 0).

**Coping**
In the end of the intervention session, we asked participants if any specific situations or factors made it difficult to cope with the COVID-19 situation at work and which made it easier to cope. They noted that, for example, support from the employer and help and support from colleagues made it easier to cope, and a lack of knowledge about COVID-19, lack of competence, difficulties in accessing and using personal protective equipment, and not being able to give person-centered care made it more difficult.

**Adverse Events**
There were no reported adverse events within the platform at week 1 and the 1-month follow-up.

**Aim 2: Feasibility and Acceptability of the Digitalized Intervention**

**Intervention**
The digitalized intervention (approximately 25 minutes) was delivered with the option for researcher support (via video call). There was no dropout in our 3 participants. The session with the researcher and subsequent use of the intervention was flexibly scheduled into participant’s daily work and life. After this initial contact, limited researcher support was needed and none of the 3 participants requested additional support on how to use the intervention. Only 1 participant received a phone call on day 2; for the others, only brief encouragement to use the intervention via SMS text message or email was used.

**Outcome Data Capture**
All primary and secondary outcome data was successfully collected digitally or remotely. Digital procedures (eg, SMS text message) for reminding participants to fill in the daily registration on intrusions were used if needed.

**Feedback Questionnaire About Participation**
In a feedback questionnaire completed at 1 month, the intervention task was rated by participants 1 and 3 to be easy, and low in terms of how upsetting it was (see Table 2). One participant (P2) rated the task itself low in terms of easiness, noting later that the Tetris game play component was not easy. All 3 participants rated the intervention task to be acceptable. All 3 participants had used the intervention several times on their own after the initial session with the researcher. For instance, P1 reported that the work context triggered her intrusive memories and found it helpful to be able to use the intervention on her own in this setting. Participants had all mentioned the intervention to others, for example, to their...
friends or colleagues. None of the 3 participants reported receiving any other treatment since they took part in the study. Critically, all 3 indicated that they would highly recommend the intervention task to friends or colleagues.

Table 2. Responses on feedback questionnaire about participation from each participant at 1 month.

<table>
<thead>
<tr>
<th>Feedback questionnaire about participation</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>“If a friend or colleague has gone through a similar event, how likely is it that you would recommend this task?”a</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>“How easy did you find it to do the task?”a,b</td>
<td>9</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>“How upsetting did you find it to do the task?”b</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>“How much did you appreciate having something to do?”b</td>
<td>9</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>“How acceptable did you find the task?”b</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>“Received other treatment due to the traumatic event”c</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>“Did task on their own (i.e., after the researcher-led session)”c</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>“How often?”c</td>
<td>3-4</td>
<td>8</td>
<td>Daily for the first 2 weeks, after that every now and then</td>
</tr>
<tr>
<td>“Have you talked to others (e.g., friends, colleagues) about the task?”d</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

aRated on an 11-point scale from 0 (not at all) to 10 (extremely/very much).
bIn this study, task refers to the intervention as a whole. The wording in this questionnaire is adapted for use in the randomized controlled trial, where task can refer to either intervention or control.
cFree-text response field.
dYes/no response.

Open-ended Feedback From Participants

In the open-ended feedback collected within the platform, the 3 participants expressed overall positive feedback about their outcomes after the intervention, that their experience with using the platform was overall good, and that they found the instructions and videos to be clear and helpful. P3 wrote as part of the open-ended feedback question given at the 1-month follow-up that the intervention was “excellent” in her case. P1 wrote in the platform both at the 1-week and 1-month follow-ups that she had not experienced any more intrusive memories since she had used the intervention on her own in the beginning of week 1. She noted that even when choosing to talk about the event of the memory with her colleagues she no longer experienced intrusive memories. Additionally, when contacted for a follow-up via phone call, participants reported that seeing their results gave them a sense of self-achievement (P1) and that they have learned a tool that they can use in future situations (P3).

In terms of impact on work functioning, P1 reported in the follow-up phone call that when she had intrusive memories it affected her empathy and her interactions with patients and relatives: “I did not dare to let them in, I was afraid something similar would happen and I would get more intrusive memories.”

Analysis of Themes in the Open-ended Feedback From Participants

We systematically analyzed participant feedback for changes or improvement, and three overarching themes emerged:

1. Getting the data right: This refers to minor changes in data collection (eg, clarifying the wording to some questions, removing items that were poorly understood, and adding a baseline diary; ensure quality of data).
2. Doing the digital intervention right: This refers to any changes in instructions, adding more information to further emphasize the important aspects, and for tech or intervention procedure (ensure intervention fidelity).
3. Feeling that study participation is alright: This refers to tailoring study procedures (eg, adding examples of staff categories in questions or examples) and adapting data collection as necessary (ensure participants feel included, can relate, and that participant burden is minimized).

Changes Made to the Study Materials Based on Feedback

Based on participant feedback, 18 changes were made (see Multimedia Appendix 1, Table S3 for a complete list). Eight were categorized under the theme “Getting the data right,” 7 under the theme “Doing the intervention right,” and 2 under “Feeling that participation is alright.” Based on the MoSCoW priority [52,53], 9 of the implemented changes were labeled as being a “Must Have,” such as adding “colleagues” as an example for the question on sources of social support, since health care professionals must abide by patient confidentiality rules, thus not being able to seek social support for work-related incidents in friends and family. Four points of feedback were labeled as a “Should Have” and 6 as a “Could Have.”

Some changes that were suggested were not implemented, such as altering the original or translated wording of an official or pre-established questionnaire. Table 3 shows three selected examples of the implemented changes. For example, row 3 shows that P1 stated that it was difficult to recollect how many intrusions she experienced in the previous week. Based on this feedback, we proposed to our pilot participants as part of our
follow-up phone call that future participants could complete a baseline diary that would begin at the time of enrollment. Pilot participants agreed that this would be a good addition to the study, and all reacted positively (eg, that it would provide a better baseline value of how many intrusions one experiences before compared to after the intervention), and they did not feel that adding an additional diary would be burdensome for participants. Thus, participants will only have to recall how many intrusions they have had within the last few hours and provide more accurate intrusion counts. This feedback was categorized as belonging to the theme “Getting the data right,” as this relates to participants’ being able to more accurately report the number of intrusions they have experienced.

Further, for the daily registration of intrusive memories, 1 participant said that it was easy to press the incorrect option indicating how many intrusions she had (eg, P1 accidently pressed “1” when she meant to press “0” for the week 5 diary). Overall, even though the digital intrusive memory registration was said to be a feasible and acceptable data collection method, there is a need for researchers to closely monitor and check in to verify the accuracy, as a participant can easily select the wrong option without being able to edit their response. Furthermore, we decided to take out the question about “diary accuracy,” as low responses given by some of the participants were due to confusion on what this really meant (ie, how precisely did they count their work-related intrusions or how well or how swiftly they entered their data into the platform after having received the link).

### Table 3. Examples of changes made to study materials and procedure following participant feedback [54].

<table>
<thead>
<tr>
<th>Theme</th>
<th>Participant feedback as expressed by one or more participants</th>
<th>Changes made to the study based on feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doing the digital interven-</td>
<td>It is unclear what the next step is after filling out the baseline questionnaires, and after completing the assigned task. &quot;What happens now?&quot; (P1)</td>
<td>Added flowcharts that show the participant journey at the beginning and end of each module link that is sent out. It includes a green arrow with the text “You are here” to demonstrate where they are in the study and the next step.</td>
</tr>
<tr>
<td>tion right</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Getting the data right</td>
<td>It is difficult to remember exactly how many intrusive memories one had in the last week (for the retrospective rating at baseline). (P1)</td>
<td>We kept this question as part of inclusion criteria and ask for a general estimate (ie, “have you had at least 2 intrusive memories in the last week”), but also added a baseline (week -1) daily electronic registration/diary of intrusive memories that participants are asked to complete during the week prior to filling in the baseline questionnaires and completing the intervention/control session.</td>
</tr>
<tr>
<td>Feeling that participation is alright</td>
<td>It looks like there are going to be a lot of questions in the SmartTrial list of questionnaires. [You] could lump some of the single-item, or shorter questionnaires together. (P3)</td>
<td>We did this with four questionnaires, where we combined two of them together twice. We also removed one of the work-related questionnaires.</td>
</tr>
</tbody>
</table>

### Discussion

#### Summary of Findings

In this study with health care staff (3 registered nurses) who experienced intrusive memories in the context of the COVID-19 pandemic, we piloted a simple and brief intervention (here, approximately 25 minutes) with digitalized study procedures (for remote delivery and with remote support) that was adapted for this population (health care staff working during a pandemic). We explored whether the intervention reduced the number of intrusive memories of trauma (primary outcome) and improved related symptoms and participant’s perception of their functioning. All 3 participants reported a reduction in their intrusive memories (to zero) at week 5 post intervention, a greater reduction than expected; though, this has to be interpreted with caution given the small sample size. They also reported a reduction in other related symptoms—posttraumatic stress symptoms on the IES-R intrusion and avoidance subscales and the PCL-5. Of interest, all 3 participants perceived that their functioning improved (eg, they reported less disruption of their concentration). For example, P1 described that having intrusive memories affected her empathy and her interactions with patients and their relatives. This highlights that a reduction of intrusive memories might be beneficial for health care staff and for their patients and care.

We also explored the feasibility and acceptability of both the digitalized intervention and digitalized data collection. Participants perceived the intervention as feasible and rated it as acceptable (ie, they rated acceptability as 9, 10, and 10 out of 10). There was no dropouts (ie, all 3 participants completed the intervention), indicating favorable acceptability according to National Institute of Health and Care Excellence guidelines [23]; though, the small sample size is again noted. The primary outcome measure—a daily digital diary to capture intrusions—was successfully completed with zero missing data. Further, the secondary outcome measures (including another daily digital diary and digital questionnaires) were successfully collected remotely. Participants were overall positive about taking part in the study, the reduction in intrusion and other symptoms, and their perceived improvement in functioning (see the Open-ended Feedback From Participants section). They were also positive about the intervention as a useful tool that could be used in work and daily life. Our analysis of participant feedback led to changes in study materials and procedures in preparation for a subsequent RCT (see the Adjustments Prior to the RCT section).
Of particular interest is the notion that participants readily engaged in repeated self-use of the intervention to reduce remaining intrusive memories, those not targeted in the session with the researcher, or when their work triggered intrusive memories. This indicates high levels of user engagement with the intervention [55]. They described the intervention as a tool they could use in future situations and that they felt empowered by it. This is particularly important given the ongoing pandemic, which exposes health care staff working with patients with COVID-19 to potentially repeated traumatic events over sustained periods of time. The fact that this intervention is brief (only about 25 minutes) and can be used flexibly (eg, around shift work), on one’s own device, and does not require attending scheduled sessions with a mental health specialist is key for adoption given the high workload in this population. It also requires little input from the researchers (eg, one initial guided session, then little encouragement via SMS text message or email and only one phone call was needed).

To support health care staff during the pandemic and beyond, and to address broader critical challenges of reaching people affected by trauma at scale [56], interventions need to be not only simple and swift to deliver remotely but also repeatable. Clinical trials to test the effectiveness of this intervention are needed and should be adapted as necessary to different settings and trauma groups. If the intervention approach were proven effective, it may hold some useful features for implementation. For example, given that the intervention is brief and once learned can be self-administered, it could be used again (in effect as a booster session) following new trauma exposure. Thus, it may be particularly suitable for health care staff facing repeated or ongoing exposure to traumatic events in their lines of work and could be one of several possible measures to promote sustainability at work and well-being [57]. Psychological interventions to reduce trauma symptoms during ongoing exposure to trauma (eg, war or so-called “frontline” work during a pandemic [1]) are currently lacking [24].

We note the number of intrusions reported at baseline was 2 to 3 per week, which is indicative of 8 to 12 per month. This may sound like a low number, but to the contrary, such levels can potentially cause significant distress and functional impairment; the gold standard assessment tool for PTSD (Clinical Administered PTSD Scale for DSM-5) states that an intrusion frequency of only two intrusive memories per month indicates a severity rating at the “moderate/threshold” level [58]. The intrusion reduction reported by our participants was to zero and perhaps reduced more than we might have expected given previous studies (eg, intrusion reduction in intervention condition vs control of 62% [29] and 48% [28,30] during week 1 and 90% during week 5 post intervention [28]). Therefore, we interpreted these results with caution given the small sample size and design used here. More generally, a symptom reduction of 50% may represent a clinically significant change, and such a drop in the number of intrusions might be a goal for this intervention approach rather than expecting total elimination.

In terms of perception of functioning, we note that participant’s self-rated concentration improved as their intrusions reduced. This is important as participants reported at baseline that their concentration was disrupted for approximately 1 to 5 minutes each time they experienced an intrusion. Why might having an intrusion, which disrupts concentration, at times lead to a problem of functioning at work? First, having even a brief but sudden and unplanned lapse in concentration after an intrusion can have the potential to interfere with the type of work-related duties that require focused attention, such as monitoring patients who are critically ill on a respirator. In our previous work, we have seen indication that intrusive memories can have a significant impact on people’s perception of their ability to concentrate [7,32]. Second, when the content of intrusive memories is of work-related traumatic events (eg, a difficult resuscitation, a typical situation reported by nurses as cause for intrusions [12]), the triggers for these intrusions are typically in work-related environments. This means that health care staff might be more likely to find work settings in which psychological trauma has occurred difficult, as those settings can trigger distressing memories, which could potentially lead to increased absentee rates due to avoidance of such work and reminders. The idea that having intrusions can lead to avoiding triggers of those intrusions is illustrated by one of our participants that related experiencing intrusions to their negative anticipations about going to work. Third, the content of reported intrusions can have a direct link to the ability to function on tasks at work that are similar to the intrusion content. That is, say the intrusive memory content is an image of a patient’s face and a tube, then this intrusive memory can be specifically triggered by other patient’s faces and tubes, rendering maximum disruption just at those specific situations at work where there is patient contact or fitting of a tube. By alleviating intrusive memories with specific content, the participant potentially regains or improves their ability to perform work tasks related to that content. For example, as described by our participants, the content of an intrusive memory (eg, including an image of a specific patient) from a traumatic situation involving a patient had a negative effect on their interactions with new patients (eg, perceived reduced capacity for providing empathic person-centered care). Thus, not having intrusive memories might also aid functioning at work. Were this to be the case, intrusion reduction techniques could be one among many strategies that will be needed to support staff and ultimately help reduce stress, burnout [2], and staff turnover [20].

To take steps that might help prevent burnout among health care staff is of high importance due to the fact that even before COVID-19 there was a global shortage of nurses [59]. The World Health Organization states that to address the nursing shortage by 2030, both educational efforts to increase the total number of nurse graduates together with an improved capacity to both employ and retain nurses in the health care system is necessary. Units such as high dependency departments are stressful environments and can lead to an even greater incidence of burnout [60], which might be further exacerbated during the COVID-19 pandemic [61,62]. Therefore, interventions that mitigate the impact of traumatic events are vital.

**Limitations**

We noted several limitations of the current mixed methods exploratory pilot study. First and most important, since our study included a small sample (N=3), any changes in
quantitative data reported by our 3 participants have to be interpreted with great caution.

Second, as a precursor to a planned RCT, we did not preregister this pilot study separately but did preregister the RCT before commencing this pilot (ClinicalTrials.gov NCT04460014, July 7, 2020), which reflects the outcomes reported here.

Third, we piloted only our intervention procedures in this study and can therefore only interpret reported intrusive memory data (primary outcome) compared to baseline assessment, not compared to a placebo control group. We will use an attention placebo control task, which we have piloted previously [28], in our planned RCT.

Fourth, we assessed the number of intrusive memories in the week prior to the intervention with a single time point retrospective rating. However, participants reported that it was difficult to remember how many intrusive memories they had during the previous week, posing a risk of the numbers we obtained through retrospective ratings being an under- or overestimation of the actual number of intrusions at baseline and making it difficult to compare numbers obtained through a retrospective rating at baseline with numbers obtained through a daily diary during week 1 and week 5. Following this limitation in this pilot study and because participants were positive toward completing an additional diary to monitor their intrusive memories at baseline, we will add a baseline diary in the planned RCT.

Strengths

Strengths of this study include our use of different methodologies as part of stepwise intervention development [35] and including relevant organization stakeholders (end users with lived experience of health care staff working with patients with COVID-19 during the pandemic) as part of the development and implementation process [36]. Exploring the use of the digitalized intervention using a co-design approach together with the target user’s feedback has paved the way for optimizing intervention delivery for the next steps. Following Bird et al’s [63] checklist for feasibility of mental health interventions, we note that this first digitalized form of the intervention—once proven effective in a clinical trial—holds promise as a feasible intervention as it is cost saving, not time consuming, simple, applicable to the population of interest, matches prioritized goals, and no adverse events have hitherto been reported.

Adjustments Prior to the RCT

Based on the target user feedback and lessons learned from this pilot study, we will make the following adjustments to the main RCT. In addition to adding a diary assessing the number of intrusive memories during the week before the intervention, we will also make changes to the diary itself. We will remove the accuracy rating at the end of the diary we had used in this pilot based on our previous pen-and-paper diary because it was unclear for our participants how to rate the item in relation to the digital diary. By collecting the diary data electronically (four times a day), we automatically obtain data on how compliant participants completed it (ie, how often they recorded their intrusive memories) in a more objective way compared to a subjective rating scale. Thus, we will use this data to report diary accuracy in the main RCT. Furthermore, being at work may trigger intrusive memories in this population of health care staff whose work also represents the context in which the traumatic events occurred. Therefore, we will add two ratings assessing the number of days at work and the number of night shifts in the previous week at the end of each diary. These ratings may help the researcher understand patterns of intrusions reported by participants (eg, high frequency of intrusions at night but none during the day could be because a person works night shifts).

We will also adapt the item assessing perceived functional impairment at baseline and follow-ups. Because participants found it difficult to answer our question on perceived functional impairment (since it included many different areas of functioning) and because our questionnaire measures of work-related stress did not seem to capture impairment at work due to intrusive memories very well, we will split this item into perceived work-related functional impairment (rating and an option for a free-text response on how work-related functioning was impaired because of having intrusive memories) and perceived functional impairment in other areas (eg, relationships with other people, social life, schoolwork, housework, or volunteer work). When asked in a phone call after week 5, participants were positive to this change. They also provided examples of perceived work-related functional impairment (see the Clinical Implications section).

We will also remove questionnaires on work functioning that did not reveal any effects in this pilot study to reduce participant burden. For example, a questionnaire assessing intention to leave the profession or workplace will be removed completely, and a questionnaire assessing burnout symptoms will only be assessed at baseline and the 6-month follow-up in the main RCT, since the effects of having intrusive memories on burnout might only unfold after longer time periods. Additionally, we will slightly change the wording of the intrusion questionnaire [41] from unwanted memories to intrusive memories to keep wording consistent across different measures in our study and because pilot participants did not understand the questionnaire as referring to intrusive memories (ie, the main focus of the study). Further, we will take out one irrelevant item (ie, a feedback question about appreciating having something to do, which we have used with emergency department patients but which does not make sense for this population), and we will use a modified version of the Credibility/Expectancy Questionnaire in the main RCT.

There was also some feedback from our participants we could not implement because of the limitations of the electronic data collection platform we are using in this study. For instance, we could not embed instruction videos directly in the electronic platform. Instead, participants had to click on a link directing them to a separate site on which we host the videos, which impaired study flow for participants. We also had to use a freely available version of Tetris (via tetris.com with the appropriate settings; see the Methods and Materials section), which included a 5 second commercial before being able to play, again impairing study flow. However, none of these issues were essential for intervention delivery or acceptability to our pilot.
participants. Finally, we learned from P2 that playing the game on the computer made it difficult to achieve flow. In the RCT, we will strongly encourage smartphone use for the game play task.

**Clinical Implications**

As illustrated with participants P1 and P3, the recurrence of one specific intrusive memory (eg, recurrent images of a specific patient’s face) can directly impact related emotion and behavior (eg, having intrusions was reported as having an impact on the capacity to provide empathic patient-centered care or experiencing intrusions was related to negative anticipations about going to work). The perceived work-related impact from having intrusions described by P1 (see the Open-ended Feedback From Participants section) reflects a typical avoidance circle commonly seen in PTSD where similar stimuli as the trauma stimuli (here patients) triggered subtle avoidance behavior for P1. For P3, intrusive memories made her feel reluctant about going to work and worried that something similar would happen. P3 noted that prior to the intervention it felt as if her mental “backpack was totally full” and that experiencing intrusive memories warned her that she might experience more events at work. She was worried that encountering similar events would cause additional intrusions, that is, intrusive imagery in only one intrusive memory (from an event not considered particularly traumatic in itself, according to P3) brought on a sense of current threat and a strong negative emotional response [64,65]. P2 described that, after the intervention, the intrusive memories were just “normal memories.”

In this study, the intervention was delivered by a researcher who had been trained and had extensive experience on delivering the intervention with clinical participants (MK) and who received additional supervision as needed (from EAH). As training and supervision are currently deemed crucial to deliver the intervention adequately, we note that next steps in addition to the RCT include creating more standardized training material that can be delivered remotely (eg, in the form of an online training course) to researchers and procedures for role play, observation and feedback, and in vivo supervision.

Further, in this study, participants were recruited from within the professional network of the researchers. A potential barrier for recruiting a large sample for an RCT could be the heavy burden placed on health care staff during the pandemic, which might prevent them from engaging in a research study. Thus, recruitment strategies for an RCT need careful consideration and optimization.

**Conclusion**

In this mixed method exploratory pilot study, we piloted a brief intervention that we have digitalized (for remote delivery and with remote support) and adapted for this target population (health care staff working during a pandemic). We explored whether the intervention reduced the number of intrusive memories of trauma (primary outcome) a month after the intervention session and improved related symptoms and participant’s perception of their functioning. Our participants (3 registered nurses who had experienced intrusive memories in the context of their work during the COVID-19 pandemic) reported zero intrusive memories at week 5 post intervention, a greater reduction than expected, which has to be interpreted with caution given the small sample size. Participants also reported a reduction in other related clinical symptoms (eg, posttraumatic stress symptoms) and perceived that their functioning improved (eg, they reported less concentration disruption).

We also explored the feasibility and acceptability of both the digitalized intervention and the digitalized data collection. After an initial session with the researcher, all 3 participants continued to use the intervention independently and perceived it as feasible and acceptable. The primary outcome measure (a daily digital intrusion diary) and secondary outcome measures (eg, digital questionnaires) were successfully completed. Should the intervention prove effective in future clinical trials, it could hold promise as a helpful tool, which because of its brevity and digital format, could be incorporated into health care staff’s work life and be repeated as needed in the face of numerous intrusive memories or ongoing trauma exposure. One next step will be to investigate the efficacy of the intervention in reducing the number of intrusive memories in an RCT with health care staff with exposure to traumatic events during the COVID-19 pandemic.
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Abstract

Background: Ecological momentary assessment (EMA) has the potential to minimize recall bias by having people report on their experiences in the moment (momentary model) or over short periods (coverage model). This potential hinges on the assumption that participants provide their ratings based on the reporting time frame instructions prescribed in the EMA items. However, it is unclear what time frames participants actually use when answering the EMA questions and whether participant training improves participants’ adherence to the reporting instructions.

Objective: This study aims to investigate the reporting time frames participants used when answering EMA questions and whether participant training improves participants’ adherence to the EMA reporting timeframe instructions.

Methods: Telephone-based cognitive interviews were used to investigate the research questions. In a 2x2 factorial design, participants (n=100) were assigned to receive either basic or enhanced EMA training and randomized to rate their experiences using a momentary (at the moment you were called) or a coverage (since the last phone call) model. Participants received five calls over the course of a day to provide ratings; after each rating, participants were immediately interviewed about the time frame they used to answer the EMA questions. A total of 2 raters independently coded the momentary interview responses into time frame categories (Cohen κ=0.64, 95% CI 0.55-0.73).

Results: The results from the momentary conditions showed that most of the calls referred to the period during the call (57/199, 28.6%) or just before the call (98/199, 49.2%) to provide ratings; the remainder were from longer reporting periods. Multinomial logistic regression results indicated a significant training effect ($\chi^2=16.6; P<.001$) in which the enhanced training condition yielded more reports within the intended reporting time frames for momentary EMA reports. Cognitive interview data from the coverage model did not lend themselves to reliable coding and were not analyzed.

Conclusions: The results of this study provide the first evidence about adherence to EMA instructions to reporting periods and that enhanced participant training improves adherence to the time frame specified in momentary EMA studies.

(JMIR Form Res 2021;5(5):e28007) doi:10.2196/28007
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Introduction

Background

In recent decades, behavioral and psychological researchers have increasingly used ecological momentary assessment (EMA) [1,2] and similar methods (eg, the experience sampling method [3,4]) to measure subjective experiences in daily life. In contrast to traditional self-report instruments, in which participants are asked to provide global evaluations or to retrospectively summarize their experience over a period (eg, 30 days), EMA studies typically ask respondents to answer questions about their experiences just before they were prompted or over short periods. Repeated assessments of participant experiences within a day and over multiple days afford the opportunity to examine various within-person processes [5-7] and changes that occur over short periods [8]. Moreover, by assessing participants in their everyday environments, EMA data are thought to be ecologically valid and to have reduced recall bias [9,10].

When inquiring about participant experiences, there are two commonly implemented approaches: the momentary model and the coverage model [1]. Studies that use the momentary model typically aim to capture participant experiences at the current moment or at the moment just before they were prompted. For example, studies assessing happiness at the moment may use questions such as, “How happy were you feeling right before the prompt?” In contrast, studies implementing a coverage model do not mean to capture current experience but instead capture experiences over a relatively short period. For example, a coverage approach might instruct respondents to report their experiences over the last 30 minutes or since the last time they were prompted (eg, “How happy were you, overall, since the last time you were beeped?”). Both momentary and coverage models have been used in EMA studies to assess a variety of experiences, including affective states [11,12], hunger [13,14], and pain [15,16].

An important assumption of the EMA data is that participants adhere to the stated time frame for their self-report ratings. However, there is no current evidence that participants follow the time frame instructions as intended by the researchers. When asked to report on their experience right before the prompt, some participants may provide an overall rating of their experiences over longer periods extending beyond the current moment [17]. Similarly, when asked to report about their experience since the last prompt, some participants may only provide information about a portion of the prescribed time frame. A recent study on the time frames that participants used to complete end-of-day diaries illustrates the possibility that people may not follow the designated reporting instructions [18]. Participants were randomized to one of four versions of an end-of-day question meant to assess their affective states over the course of the day. They subsequently indicated the periods they considered while making their ratings. Although all instructions directed participants to rate their affective states over the course of the day (defined in several ways), participants reported using a wide range of time frames, many of which were not consistent with the intended period. For example, only 34.7% (49/141) of individuals reported using time frames consistent with the instructions “In the last day, I felt...” versus 96.5% (141/146) who were consistent when the instructions were “Today, I felt...” Although the instructional wording was similar, the time frames generated by the two instructions varied significantly and suggested that attention should be paid to participants’ interpretations of the diary instructions.

Objectives

Pertinent to this study, the findings highlight the possibility that participants may report what makes sense to them based on the contextual information available in the survey [10] or on conversational norms [19]. This could be problematic as participants’ self-report ratings might not reflect their experiences from a time frame that was intended by the specific research protocol. Interpreting data from outside of the intended reporting time frame could further introduce errors when examining the relationship between EMA data and data from other sources (eg, accelerometers). To our knowledge, there has been no research on how well participants adhere to the time frame instructions used in EMA studies. Therefore, the primary aim of this study is to describe the time frame participants use when answering both the momentary and coverage EMA questions. Owing to the methodological challenges that we experienced when analyzing the reported time frame data for the coverage model in this study (which are described in detail later in this report), we only report results pertinent to the momentary EMA model.

One factor that could influence participants’ adherence to the designated time frame is training. Providing training is a common practice in EMA studies to minimize participant confusion and improve data quality in EMA study protocols. Existing evidence from daily diary studies suggests that training can reduce missing data and improve the internal consistency of diary ratings [20] and that iterative training (eg, providing feedback during the training) is helpful in guiding participants to report on their momentary experience more precisely [21]. A recent systematic review of EMA studies also suggests the importance of providing comprehensive training, including providing examples and opportunities to practice before data collection [22]. However, there is no evidence pertaining to the effectiveness of training on whether participants adhere to the time frame instructions used in the EMA. Therefore, the secondary aim of this study is to evaluate (compared with participants training with basic instructions that included just the study procedure) whether training with enhanced instructions, which included the opportunity for practice and feedback from the research team in addition to basic instructions, is more effective in generating participant self-reports that are consistent with the intended reporting time frame.
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Methods

Participant Recruitment

Study participants were recruited through Amazon Mechanical Turk (MTurk) between October 2 and October 18, 2019. The study invitation was only available to registered MTurk workers who had already completed a minimum of 500 approved human intelligence tasks, had a minimum human intelligence task approval rate of 99%, and lived in the Pacific Time (PT) time zones. MTurk workers who met these qualifications were provided with a link to a web-based screener survey in which they provided demographic information and answered five questions that determined their eligibility to participate in the study. Eligibility criteria included being at least 21 years of age, living in the PT time zone, being fluent in English, having access to a phone, and being willing and available to receive and answer five phone calls on the day of the study. Participants were limited to those who resided in the PT time zone and had access to a phone because the interviews were conducted over the phone by members of the research team located in this time zone. Eligible participants were then provided with a detailed study description. Interested participants who agreed to participate were asked to provide their contact information (ie, email address and phone number) to the study team. All MTurk workers who participated in the screening survey, regardless of whether they met the eligibility criteria or provided contact information, were compensated with US $0.50 through MTurk. Interested participants who completed the full study protocol, which included the five phone calls on the subsequent day, were compensated with an additional US $10 through MTurk.

Study Procedure

Participants were randomized to one of four experimental conditions in a 2x2 factorial design, with a reporting time frame factor (momentary or coverage model) and a training condition factor (basic or enhanced training). The EMA prompts in this study were administered using phone calls. We decided to administer the EMA prompts using phone calls because it allowed study staff to conduct semistructured cognitive interviews immediately after participants answered the EMA questions to probe for the time frames that participants used, which would not be feasible to use device-based EMA reports. The EMA items asked participants to report their anxiety, happiness, hunger, and pain. These experience domains were chosen because they are emotional and sensory experiences that are commonly assessed in both coverage and momentary model EMA studies but we acknowledge that this is only a small set of the states and behaviors that could have been chosen.

In all experimental conditions, participants received five phone calls from the research team on one weekday (Monday through Friday) between 9 AM and 10 AM PT. A day before the start of the study, participants were reminded via text messages and through email that a study staff member would contact them shortly after 9 AM PT on the next day. The first call was the introductory call, which took place between 9 AM and 10 AM on the day of the study. During this call, participants were introduced to the study procedures and were informed that all conversations were audiorecorded. If a participant initially did not answer the phone for the introductory phone call, the researcher called two additional times that were at least 15 minutes apart before removing the participant from the study. During the introductory call, participants randomized to the basic training condition were read a script that described the overall study procedure with some information about the content of the subsequent calls (Multimedia Appendix 1 provides the full script). Participants randomized to the enhanced training condition received the same information as those in the basic training condition but were also read a more detailed introductory script. The script for the enhanced training included presentation and practice of the questions that would be asked (ie, how happy, anxious, hungry, or how much pain they felt on a scale from 0 [ie, not at all] to 100 [ie, extremely]) and real-time feedback, to ensure that participants understood the rating scale and time frame as intended by the research team (Multimedia Appendix 2 provides full scripts for participants in the momentary model condition with enhanced training and Multimedia Appendix 3 provides full scripts for participants in the coverage model with enhanced training). After the training, participants were informed that they would subsequently receive four cognitive interview calls at random times throughout the day. The participants were instructed not to call back if they missed a call from the researcher.

After the introductory call, the research team divided the rest of the participant’s day (9 AM to 5 PM) into four 2-hour time windows. The subsequent four cognitive interview calls were scheduled to occur at a randomly selected time within each of these time windows, with a restriction such that no two calls occurred within 45 minutes of each other. If a participant did not answer the phone, a member of the research team called two additional times that were at least 15 minutes apart. All calls were conducted in a semistructured manner. At the beginning of each phone call, the participants were asked for permission to start recording the conversation. After they agreed, participants were asked to provide a rating for one of the four experience domains (ie, level of pain, hunger, anxiousness, and happiness) on a 0-100 scale. In the momentary condition, the wording of the questions as read aloud to the study participants by a research team member was, “On a scale from zero to one hundred, how XX did you feel right before the phone call (momentary model)/since the last call (coverage model), where zero means not at all XX and a hundred means extremely XX?” Participants rated only one of the experience domains (ie, pain, hunger, anxiousness, and happiness) per call, with the order being randomized across calls to minimize the effect of the time of day and question ordering. After the participants provided the rating, they were asked three structured open-ended questions: “What came to mind as you answered this question?” “How did you come up with the rating you provided?” and “There was likely a particular time that you were thinking about when you answered the question. When was that?” After the participants responded to the three open-ended questions, the research staff thanked them and concluded the phone conversation. During the interview, the research staff did not probe participants for further details on their answers, except for clarification purposes, because this interview protocol was intended to solicit participants’ own perspectives and thought processes. All conversations between the research staff and
participants were audiorecorded. The introductory call and cognitive interview calls were conducted by different members of the research team to ensure the blinding of participants’ training conditions. All study procedures were approved by the institutional review board of the University of Southern California.

Coding of Cognitive Interview Data

The primary aim of this study was to examine the reporting time frames that study participants used for their ratings. A total of two raters (CKFW and DUJ) first reviewed participants’ responses to the time frame probe (ie, the question of “There was likely a particular time that you were thinking about when you answered the question. When was that?”) because this prompt specifically asked respondents what time frame they had in mind when completing their rating. We first describe the coding of the momentary model, and the flowchart in Figure 1 summarizes the coding decision process. Briefly, the two raters independently coded the time frame probe responses in the momentary model condition into one of seven categories: during the call, right before the call, within 5 minutes of the call, within 5-15 minutes of the call, within 15-60 minutes of the call, more than 60 minutes prior to the call, or not codable (path A, Figure 1). The intervals for the first six categories were determined based on an initial review of participant responses and were designed to capture the variety of reporting time frames used by the participants. If participants’ responses to the time frame probe did not provide clear information to categorize the response, the coders reviewed the full interview for additional information that could facilitate the coding of the response. For example, when a participant responded to the time frame probe asking about their hunger level with statements such as “I ate something an hour ago,” the raters reviewed the full interview for additional information. The intervals for the first six categories were determined based on an initial review of participant responses and were designed to capture the variety of reporting time frames used by the participants. If participants’ responses to the time frame probe did not provide clear information to categorize the response, the coders reviewed the full interview for additional information that could facilitate the coding of the response. For example, when a participant responded to the time frame probe asking about their hunger level with statements such as “I ate something an hour ago,” the raters reviewed the full interview for additional information. The intervals for the first six categories were determined based on an initial review of participant responses and were designed to capture the variety of reporting time frames used by the participants. If participants’ responses to the time frame probe did not provide clear information to categorize the response, the coders reviewed the full interview for additional information that could facilitate the coding of the response. For example, when a participant responded to the time frame probe asking about their hunger level with statements such as “I ate something an hour ago,” the raters reviewed the full interview for additional information. The intervals for the first six categories were determined based on an initial review of participant responses and were designed to capture the variety of reporting time frames used by the participants. If participants’ responses to the time frame probe did not provide clear information to categorize the response, the coders reviewed the full interview for additional information that could facilitate the coding of the response. For example, when a participant responded to the time frame probe asking about their hunger level with statements such as “I ate something an hour ago,” the raters reviewed the full interview for additional information.

We now turn to coding for the coverage model condition. Unlike the momentary model, the two raters found that the responses to the time frame probe in the coverage model were generally vague and challenging to code. For example, respondents provided answers such as “9 AM” when they were instructed to rate their experience since the last phone call. It was not clear whether the participant meant to report their rating at 9 AM (ie, rating at a single time point) or from 9 AM (ie, an aggregated rating based on the whole time between the reported time point and the current time) based on the available information, that is, it was difficult to determine whether the entire period was used for the response. In fact, when designing the interview protocol, we did not anticipate that the responses would be as vague as they were, and additional probes were not included as part of the protocol. After consulting with the full research team, we determined that the reporting time frame for the coverage model could not be reliably coded. Therefore, we eliminated the coverage model data from further considerations in this study.
Statistical Analyses
A subset of 10% (20/199) of momentary model interviews was randomly selected as training samples [23] for two practice rounds before the remaining interviews were coded. Interrater reliability was assessed with both the raw percentage of agreement and with Cohen $\kappa$ using the 180 interviews that were not included in the training subset. All disagreements were resolved by consensus after Cohen $\kappa$ was calculated. The resulting time frame categories were used for the primary aim of the study, which describes the reporting time frame participants used when answering the EMA questions. As an exploratory aim, we tested whether the intensity of self-report ratings (ie, self-reported levels of pain, hunger, anxiousness, and happiness) differed by time frame category using multilevel regression models. Multilevel regression models also included demographic variables, training conditions, sequential call numbers (ie, call #1, #2, #3, and #4), and the experience domain as covariates to control for potential confounding effects.

The time frame categories were also used as the primary dependent variable in multinomial logistic regression models for examining the second aim of the study: to determine whether the probability of certain time frame categories differed by training condition (ie, basic training or enhanced training). Interviews coded as not codable were excluded. The analytic model also included demographic variables (ie, age, gender, race, education level, marital status, and annual household income level) as well as sequential call numbers (ie, call #1, #2, #3, and #4) and the experience domain (ie, pain, hunger,
anxiousness, and happiness) as covariates to control for potential confounding effects. Interactions among the covariates were not explored, as this went beyond the main goals of the study. Models with categorical outcomes (time frame categories) were conducted using Proc GENMOD, and models with continuous outcomes (self-report ratings) were conducted using Proc MIXED in SAS (version 9.4; SAS Institute).

Results

Participant Characteristics

Of the 672 MTurk workers who accessed the screening survey, 94 exited the survey before the study description was presented, 388 did not meet the eligibility criteria (one was aged <21 years, 67 did not reside in the PT time zone, 125 reported not having access to a phone, and 195 did not wish to receive five phone calls), and 47 were not interested in participating. All 143 eligible and interested participants provided their contact information to the research team, but 43 did not respond to contact attempts made by the research team for the introduction call. This group of people was, on average, younger (mean age 35.1, SD 8.9 years) than the 100 who responded to contact attempts (mean age 40.1, SD 12.8 years; \( t_{141}=-2.34 \), two-tailed; \( P=.02 \)) but did not differ in other demographic characteristics. The participant characteristics of the remaining 100 participants who participated in the full study protocol are presented in Table 1. The participant characteristics did not significantly differ between the four experimental conditions. Participants who were randomized to the basic training conditions spent an average of 145.9 (SD 27.4) seconds, whereas those randomized to the enhanced training conditions spent an average of 430.6 (SD 62.2) seconds on the introductory call. Of 400 scheduled calls for cognitive interviews, 359 (89.7%) were answered at the first contact, 29 (7.2%) were answered at the second attempt, and 11 (2.8%) were answered at the third and final attempt. The research team was not able to reach one participant for 1 (0.3%) occasion after three attempts of contact.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Population (N=100)</th>
<th>Momentary model</th>
<th>Coverage model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic training (n=25)</td>
<td>Enhanced training (n=25)</td>
<td>Basic training (n=25)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.1 (12.8)</td>
<td>36.4 (9.2)</td>
<td>42.6 (13.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>50 (50)</td>
<td>14 (56)</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Male</td>
<td>50 (50)</td>
<td>11 (44)</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>83 (83)</td>
<td>19 (76)</td>
<td>21 (84)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>17 (17)</td>
<td>6 (24)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Asian</td>
<td>9 (9)</td>
<td>1 (4)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Native American</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Mixed</td>
<td>12 (12)</td>
<td>3 (12)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>White</td>
<td>75 (75)</td>
<td>21 (84)</td>
<td>20 (80)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>38 (38)</td>
<td>10 (40)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Living with partner</td>
<td>11 (11)</td>
<td>4 (16)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Married</td>
<td>34 (34)</td>
<td>7 (28)</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Divorced</td>
<td>12 (12)</td>
<td>3 (12)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Separated</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Widowed</td>
<td>4 (4)</td>
<td>1 (4)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>5 (5)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some college</td>
<td>26 (26)</td>
<td>9 (36)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>College graduate</td>
<td>60 (60)</td>
<td>10 (40)</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>6 (6)</td>
<td>5 (20)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>3 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed full time</td>
<td>56 (56)</td>
<td>16 (64)</td>
<td>13(52)</td>
</tr>
<tr>
<td>Employed part time</td>
<td>20 (20)</td>
<td>4 (16)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>7 (7)</td>
<td>2 (8)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>5 (5)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Retired</td>
<td>6 (6)</td>
<td>0 (0)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>4 (4)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unable to work</td>
<td>2 (2)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Income (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>13 (13)</td>
<td>8 (32)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>20,000-34,999</td>
<td>16 (16)</td>
<td>3 (12)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>35,000-49,999</td>
<td>20 (20)</td>
<td>4 (16)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>18 (18)</td>
<td>4 (16)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>&gt;75,000</td>
<td>33 (33)</td>
<td>6 (24)</td>
<td>11 (44)</td>
</tr>
</tbody>
</table>
Reliability of Coding Participants Reporting Time Frame

Of the 200 interviews conducted for the momentary condition, one call was excluded because of administrative errors (the call was accidentally not recorded). The two raters independently coded all the remaining 199 interviews. They agreed on 74.9% (134/179) of the interviews, resulting in a moderate interrater reliability [24] (Cohen κ=0.64, 95% CI 0.55-0.73). All disagreements were resolved by consensus after Cohen κ was calculated.

Reporting Time Frame Categories in Momentary Model Conditions

Of the 199 cognitive interviews collected in the momentary model conditions, 57 (28.6%) were coded as during the call, 98 (49.3%) were coded as right before the call, 10 (5.1%) were coded as within 5 minutes of the call, 8 (4.0%) were coded as within 5-15 minutes of the call, 7 (3.5%) were coded as within 15-60 minutes of the call, 13 (6.5%) were coded as more than 60 minutes prior to the call, and 6 (3.0%) were coded as not codable (Table 2). The raters reviewed the full interview for additional information in 36.2% (72/199) of calls. After the full interview review, 8.3% (6/72) of interviews remained uncodable. Of those coded as not codable, the raters were unable to identify a reporting time frame for four interviews because the participant did not provide sufficient information over the entire interview. The raters were unable to identify a reporting time frame for the remaining two interviews because participants reported multiple and conflicting time frames.

### Table 2. Reporting time frame categories by training condition (momentary condition).

<table>
<thead>
<tr>
<th>Reporting time frame categories</th>
<th>Overall (N=199), n (%)</th>
<th>Training condition, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Basic training (n=100)</td>
</tr>
<tr>
<td>During call or right now</td>
<td>57 (28.6)</td>
<td>40 (40.0)</td>
</tr>
<tr>
<td>Just before the call</td>
<td>98 (49.2)</td>
<td>23 (23.0)</td>
</tr>
<tr>
<td>≤5 min before call</td>
<td>10 (5.0)</td>
<td>5 (5.0)</td>
</tr>
<tr>
<td>&gt;5 min, but ≤15 min before call</td>
<td>8 (4.0)</td>
<td>7 (7.0)</td>
</tr>
<tr>
<td>&gt;15 min, but ≤60 min before call</td>
<td>7 (3.5)</td>
<td>7 (7.0)</td>
</tr>
<tr>
<td>&gt;60 min before call</td>
<td>13 (6.5)</td>
<td>12 (12.0)</td>
</tr>
<tr>
<td>Not codable</td>
<td>6 (3.0)</td>
<td>6 (6.0)</td>
</tr>
</tbody>
</table>

Distribution of Momentary Reporting Time Frame Category by Training Condition

Multinomial logistic regression models showed a significant effect of training on the momentary reporting time frame categories ($\chi^2 = 16.6; P < .001$). None of the covariates included in the analytic model were significant. The proportions of reporting time frame categories by training assignments are presented in Table 2.

Discussion

Principal Findings

Data collected using EMA methods have the potential to provide a fine-grained understanding of a wide range of psychological, behavioral, and medical phenomena as they occur in daily life. Despite the growing interest in EMA for assessing participant experiences, little attention has been paid to whether participants adhere to the reporting time frame instructions in EMA studies. In this study, we examined this question for commonly used EMA items with momentary reporting instructions. Unfortunately, the data were not suitable for examining the question for coverage model EMA items, which is discussed further in the following section. For the momentary condition, the results showed that although nearly half of the EMA data were reported to be from the intended time frame (i.e., just before the call), participants also drew on other reporting time frames, including during the call or other time frames before the moment before the call. The study also revealed that compared with a basic training procedure, an enhanced training protocol with detailed explanations and opportunities for practice was effective in improving participants’ adherence to momentary time frame instructions.

First, we consider our inability to reliably code coverage model interviews. Compared with the momentary model, there were many more ways in which a participant could engage in responding to the coverage model questions. When rating their experience under the coverage model, participants could have considered the proximity and duration of a relevant event related to the inquired experiences and could have reported their rating based on a single moment, shorter or longer periods that covered only parts or all the time between two phone calls. Our interview protocol was not fully prepared to handle these complexities, as we used an open-ended approach to elicit responses, and participants’ statements were often too ambiguous to confidently categorize their responses. Future investigations of how participants answer coverage model questions will need to incorporate additional probes in the interview protocol that are designed to solicit more specific information about the proximity and duration of experiences.

In terms of the results for the momentary model, this study provided detailed information about the time frames used in the basic and enhanced training conditions so that readers may consider what they view as acceptable adherence to momentary EMA instructions. We grouped together the categories of during the call/right now, just before the call, and within 5 minutes of
the call in our discussion in the following paragraph because, in our opinion, these seem to be reasonable time frames for momentary EMA questions. However, other researchers may find this categorization too liberal for their purposes (e.g., associating affective states with ambulatory monitoring of heart rate the minute before the prompt) and instead adopt a more stringent rule where only those time frames that included how participants felt just before the call are considered valid. Researchers with other goals for their EMA studies may choose to adopt more liberal rules.

For participant training, the results for the momentary data showed that when participants were provided with basic training, only 68.0% (68/100) of the interviews were coded into the three categories of less than 5 minutes before the call, just before the call, and during the call; only 23.0% (23/100) of the interviews were coded as just before the call. In our view, these percentages are less than ideal and suggest that simply stating the intended reporting time frame as part of the EMA questions without more detailed participant training is not sufficient to achieve high adherence rates to the intended time frame. A possible explanation for this could be that instead of considering the literal meaning of right before the call, participants may have responded based on conversational norms [10,19]. For example, when a participant was asked to rate their hunger level right before the call, perhaps they may have thought that we meant to capture their hunger level around the time they last ate something before the phone call because this information may be more in line with what is worth communicating based on conversational norms in daily life (or what the participant thought the researchers really wanted to know).

When participants were provided with enhanced training before data collection in the momentary condition, significantly more calls (75/99, 76%) had a reporting time frame coded as just before the call and 98% (97/99) had a reporting time frame coded as less than 5 minutes before the call, just before the call, and during the call. This is an excellent level of adherence to the instructions, assuming that a reporting time frame from within 5 minutes of the prompt is appropriate for one’s research goals and argues that researchers should ensure that participants are thoroughly trained in momentary data collection. This is especially important as self-reports for momentary EMA because longer-than-momentary reporting time frames (≥2 hours) have previously been shown to yield systematically higher rating levels compared with immediate ratings [25]. These level differences could bias the EMA reports if a sizable portion of a sample did not adhere to the intended reporting time frames.

Although this study provides new information regarding participants’ self-reported time frames in EMA studies, it has limitations. First, although the cognitive interview phone calls were conducted according to a typical EMA schedule, we acknowledge the possibility of the mode of administration effects. For example, participants’ responses to a telephone interviewer could differ from responses provided without an interviewer. It is possible that participants may tend to provide more socially desirable responses to the interviewer [26]. Another example of the administration effect could be that the study participant picks up subtle and unintended verbal cues from the research team members as they read the items aloud (e.g., emphasis on specific parts of the sentence). Both examples may have introduced some bias in the resulting data. Second, it is challenging to verify how and whether the participants made their ratings based on the intended time frame. For example, it is possible that some participants responded with right before the prompt as their answer to the time frame probe by simply repeating the time frame instruction from the question regardless of the time frame they actually used. Future studies extending this line of investigation could incorporate additional interview procedures (e.g., using the think-aloud method) that solicit the details of the thought processes leading up to their ratings for both the momentary and coverage models. A third limitation is that we only assessed the time frame associated with each domain once per participant. An essential characteristic of EMA is that it is comprised repeated assessments of the same constructs, and this feature of EMA studies may alter the time frames used as a study progresses. For this reason, the results presented here may only be generalizable to the first few EMA prompts. Future studies that inquire about participants’ reporting time frames on many occasions would provide additional information as to whether participants improve their adherence to the desired time frame or drift into broader time frames throughout study participation. Conducting cognitive interviews in a random and intermittent manner within an existing EMA protocol may potentially be an opportunity to expand on this question. The fourth limitation is the generalizability of the results to participants recruited from the general public. The training effect may be more robust in MTurk workers than in the general population, possibly because MTurk workers tend to be better educated [27] and more attentive to instructions [28]. Future studies that involve participants from a more diverse pool of participants would be able to further expand on the training effect documented in this study.

Conclusions

In summary, this study provides evidence that participants do not reliably use the momentary time frame intended for EMA protocols when brief instructions are provided; rather, they provide evidence that respondents often appear to use longer periods. The results also indicate that training participants with detailed time frame definitions and providing opportunities to practice EMA reports during training substantially improved participants’ adherence to the time frame instructions. Adherence levels in coverage EMA were not codable in this study; therefore, this remains to be a question for future research.
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Abstract

Background: Patient-provider communication is critical for engaging and retaining people living with HIV in care, especially among medically case-managed patients in need of service coordination and adherence support. Expanding patient-provider communication channels to include mobile health modalities, such as text messaging and video calling, has the potential to facilitate communication and ultimately improve clinical outcomes. However, the implementation of these communication modalities in clinical settings has not been well characterized.

Objective: The purpose of this study is to understand patient and provider perspectives on the acceptability of and preferences for using text messaging and video calling as a means of communication; perceived factors relevant to adoption, appropriateness, and feasibility; and organizational perspectives on implementation within an HIV clinic in South Carolina.

Methods: We conducted 26 semistructured in-depth interviews among patients receiving case management services (n=12) and clinic providers (n=14) using interview guides and content analysis informed by the Proctor taxonomy of implementation outcomes and the Consolidated Framework for Implementation Research. Participants were purposefully sampled to obtain maximum variation in terms of age and gender for patients and clinic roles for providers. The data were analyzed using quantitative and qualitative content analyses.

Results: Most patients (11/12, 92%) and providers (12/14, 86%) agreed that they should have the capacity to text message and/or video call each other. Although consensus was not reached, most preferred using a secure messaging app rather than standard text messaging because of the enhanced security features. Perceived benefits to adoption included the added convenience of text messaging, and potential barriers included the cost and access of smartphone-based technology for patients. From an organizational perspective, some providers were concerned that offering text messaging could lead to unreasonable expectations of instant access and increased workload.

Conclusions: Patients and providers perceived text messaging and video calling as acceptable, appropriate, and feasible and felt that these expanded modes of communication could help meet patients’ needs while being safe and not excessively burdensome. Although patients and providers mostly agreed on implementation barriers and facilitators, several differences emerged. Taking both perspectives into account when using implementation frameworks is critical for expanding mobile health–based communication, especially as implementation requires active participation from providers and patients.
Introduction

Background

Provider communication with patients outside of office visits can be critical to retaining people living with HIV in care, which is vital to sustaining health and preventing onward HIV transmission. In the United States, particularly in the southeastern United States where the HIV epidemic is now concentrated [1,2], rates of retention in care remain suboptimal. In South Carolina, approximately 20,000 individuals are living with HIV, but only 53% are retained in care [3].

Traditionally, providers, including case managers who have frequent interactions with patients regarding all aspects of clinical care, have relied on landline telephones to reach patients. These efforts can consume a considerable amount of provider time [4], especially for care involving chronic diseases [5] such as HIV. However, as technology has evolved, traditional means of communication have faced significant challenges, including people’s disinclination to answer a blocked or unfamiliar number and lack of a functioning voicemail box. Mobile technology has the potential to overcome these challenges and improve communication among patients experiencing barriers to care [6]. Enhancing patient-provider communication can work to build trust, foster more patient engagement, and improve health outcomes along the HIV care cascade [7-10].

Communication using mobile technology has become almost universal. Currently, 96% of American adults report owning a cell phone and 81% own a smartphone [11]. Mobile health (mHealth), defined as “medical and public health practice supported by mobile devices” [12], offers the potential to connect health care providers and patients, enhance in-clinic interactions, and improve care access. Studies have demonstrated that mHealth interventions implemented in HIV clinics are acceptable and can improve clinical outcomes [13-17]. However, many of these interventions either used automated one-way forms of communication (eg, appointment or medication reminders) or scripted two-way communication (eg, check-ins requiring confirmation of message receipt), and several studies have found no significant effect on clinical outcomes [18-20]. A recent systematic review found that more effective text messaging interventions allowed for interactivity, two-way communication, and links to support [21]. Several studies have also examined the feasibility and acceptability of video calling in the context of HIV, mostly to support telehealth visits [22], partner notification services [23], and counseling related to HIV testing [24]. There is a gap in understanding whether using mHealth modalities, including text messaging and video calling, simply as additional channels of communication between patients and providers in an unscripted, bidirectional manner could help improve communication without unduly increasing staff burden.

Objectives

Implementing mHealth-based communication in a clinical setting presents unique challenges, as these modalities require adoption by both providers and patients. Although some HIV-related mHealth interventions have described participant and provider perspectives on acceptability and feasibility [25-27], few have used an implementation science approach [28]. Implementation science focuses on understanding how evidence-based interventions can be integrated into health-related policies and practices [29,30]. In this study, we sought to understand patient and provider acceptability of and preferences for expanding communication channels to include mHealth modalities within an HIV clinic in South Carolina using an implementation science perspective. The specific research questions were as follows:

1. Are text messaging and video calling acceptable forms of communication for patients and providers, and what are the preferred modalities?
2. What are the perceived benefits and barriers to adoption, appropriateness, and feasibility of expanding patient-provider communication to include text messaging and video calling?
3. From an organizational perspective, what factors will influence the implementation process?

Methods

Context

The research was conducted within an academic medical institution in Charleston, South Carolina, housing a Ryan White HIV clinic that delivers comprehensive outpatient medical care for approximately 1200 people living with HIV. A multidisciplinary team works within the clinic to provide clinical care, social support, and case management services. Approximately 20% of the clinic population receives case management consisting of the coordination of medical and social services tailored to meet individual clients’ needs. Patients are eligible for case management if they meet certain eligibility criteria established by the Ryan White Program (Part B), including having been diagnosed with HIV; income at or below 550% of the federal poverty level; and a demonstrated need for receiving assistance with social, community, legal, or financial barriers to care [31]. Case management has proven effective in improving clinical outcomes, including medication adherence and viral suppression [32].

This study was conducted as formative research to inform a subsequent intervention involving the provision of bidirectional text and video calling capabilities between case-managed patients and providers, specifically case managers and pharmacists, to enhance communication and ultimately improve retention in care and medication adherence.
Participants, Sampling, and Recruitment

Patients were eligible to participate if they were aged 18 years or older, were receiving medical case management services through the HIV clinic, and reported having a cell phone capable of text messaging and/or video calling. Patients were recruited for the study immediately following their routine clinic visit and were purposefully sampled to obtain maximum variation in terms of age, gender, and race. Compensation was provided to the patients in the form of a US $50 gift card. Providers at the HIV clinic, including those providing medical services (eg, physicians, physician assistants, and pharmacists), social services (eg, case managers, social workers, and outreach coordinators), and administrative support (eg, nurse administrators, coordinators, and program support staff), were recruited via email. The providers were not compensated for their participation. The sample size was determined based on data saturation. The study was approved by the institutional review board of the Medical University of South Carolina. All participants provided verbal consent and gave permission to audiorecord the interviews.

Potential Intervention Modalities Under Study

As part of the formative research development process, we sought to understand whether patients and providers would prefer using the standard SMS text messaging feature that is available on all cell phones or using an encrypted, secure app available only on smartphones and computers. The research team chose to use the secure messaging app, QliqSOFT (QliqSOFT, Inc), hereafter referred to as Qliq, as it provides secure text messaging for use within health care settings and offers a Health Insurance Portability and Accountability Act (HIPAA)-compliant platform that is free for patients [33]. The app is passcode protected, includes the ability to delete messages if a device is lost or stolen, and keeps contacts separate from contacts stored on the mobile device. For video calling, participants were also presented with a choice of a standard option, such as using FaceTime, or use of an encrypted app, although no specific encrypted video calling app was specified.

Theoretical Orientation

We drew upon 2 implementation science frameworks to inform our study: (1) the Proctor taxonomy of implementation outcomes [34] and (2) the Consolidated Framework for Implementation Research (CFIR) [35]. We chose to focus on 4 of the 8 implementation outcomes outlined in the Proctor taxonomy, including acceptability (degree to which the intervention is agreeable, satisfactory, or has relative advantage), adoption (the initial decision, intent, or action to try an intervention), appropriateness (perceived intervention fit, relevance, or compatibility), and feasibility (extent to which an intervention can be conducted or successfully used) [34], as these were most salient to addressing our first 2 research questions and were most applicable to understanding factors relevant to implementation before intervention rollout. In addition, the Proctor taxonomy provides a flexible, practical framework for categorizing and understanding implementation aspects relevant to both providers and patients. We also used CFIR, a comprehensive, explanatory model of implementation addressing 5 major domains, including intervention characteristics, outer setting, inner setting, characteristics of individuals, and process [35]. CFIR is particularly relevant to understanding intervention implementation from an organizational perspective, which comprises our third research question.

In-depth Interviews

Data collection consisted of semistructured in-depth interviews with both patients and providers. The interviews took place in a private room at the clinic and lasted for 30-60 minutes. Interview guides containing open-ended questions were developed with a focus on understanding preferences for, and acceptability of, a text-based intervention within the clinic (Multimedia Appendix 1). During the interviews, participants watched a brief demonstration video of Qliq and were asked about their initial thoughts and preferences of using Qliq versus SMS text messaging. Interview guides for providers were also developed using domains from the CFIR as a guide. In addition, at the end of the qualitative interviews, patients and providers were asked to verbally provide their responses to 4 statements using a 5-point Likert scale ranging from strongly disagree to strongly agree. The 4 statements were as follows: (1) “I would like to use this form of communication frequently,” (2) “Providers and patients should have the capacity to text and/or video call with each other,” (3) “Trying to implement a system to allow texting and/or video calling between patients and providers is too complex and not worth the time and risk,” and (4) “Most patients would be interested in communicating by text and/or video with their case manager or pharmacist.” All interviews were audiorecorded and transcribed verbatim by a third party.

Analysis

Data were analyzed using both qualitative and quantitative content analyses [36,37]. Data on preferences for intervention modality (standard SMS text messaging vs encrypted secure messaging) were extracted from interview transcripts and quantitatively tabulated. Similarly, the Likert-scale statements relating to acceptability asked at the end of the in-depth interviews were analyzed quantitatively, with scores between patients and providers averaged by question and compared using two-tailed t tests. Quantitative analysis was performed using Stata version 16 [38].

For the qualitative analysis, emerging themes and technology preferences were discussed by the study team during data collection. Following the completion of data collection, we followed the steps outlined in the qualitative content analysis, including data preparation, categorization, and reporting [36]. All interview transcripts were read and discussed by 2 members of the study team. For data categorization, a coding scheme was developed using both inductive and deductive methods. Open, inductive coding was applied to the data regarding acceptability, barriers and facilitators to adoption, appropriateness, and feasibility. These codes were then further categorized and mapped onto the Proctor implementation framework. A second layer of deductive codes was applied to the data generated from provider interviews using predefined categories and constructs from CFIR. Data were coded using Atlas.ti (version 8). Memos
were drafted to keep track of the categorization decisions, and the findings were iteratively discussed with the study team. The research team consisted of a behavioral scientist trained in qualitative research methods (VAF), 2 research assistants (SK and CE) and a medical student (RD) with no affiliation to the HIV clinic and who received training in qualitative methods specific to the project, a research nurse who served as the study coordinator (LM), and a physician scientist who provided clinical care at the Medical University of South Carolina HIV clinic (EGM). Data collection and analysis were conducted by the study team members with no direct affiliation to the HIV clinic (VAF, SK, CE, and RD). Coding was conducted by a member of the research team (VAF), and a second member of the research team (RD) conducted an audit trail, which included reviewing transcripts, coding schemes, and memos to ensure conformability and authenticity. To enhance the trustworthiness and transparency of the data, authentic citations drawn from interview transcripts were used to create tables to report the results (Multimedia Appendices 2 and 3).

**Results**

**Sample Characteristics**

We conducted 26 interviews with 12 patients and 14 providers (Table 1). The patients were predominantly African American (10/12, 83%), aged between 23 and 57 years, and all reported having access to a smartphone. Providers included medical providers (6/14, 43%), social support providers (5/14, 36%), and support staff (3/14, 21%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients (n=12)</strong></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5 (42)</td>
</tr>
<tr>
<td>Female</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Gender fluid</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Native American or White</td>
<td>1 (8)</td>
</tr>
<tr>
<td>White</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.5 (9.8)</td>
</tr>
<tr>
<td>Smartphone access, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (100)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Years enrolled in clinic, mean (SD)</td>
<td>6.4 (4.3)</td>
</tr>
<tr>
<td><strong>Providers (n=14), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Role</td>
<td></td>
</tr>
<tr>
<td>Medical provider</td>
<td>6 (43)</td>
</tr>
<tr>
<td>Social support provider</td>
<td>5 (36)</td>
</tr>
<tr>
<td>Support staff</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Female</td>
<td>11 (79)</td>
</tr>
</tbody>
</table>

**Acceptability**

Most patients (11/12, 92%) and providers (12/14, 86%) either strongly agreed or agreed with the statement that they “should have the capacity to text and/or video call” each other. Similarly, participants mostly agreed that patients would be interested in texting and/or video calling providers, specifically case manages and/or pharmacists, and felt that implementing texting messaging and/or video calling was “worth the time and risk” (Table 2). No statistical differences were found between patients’ and providers’ perceptions of acceptability.
In general, patients felt that communication with their healthcare team was already quite good and that being able to text or video call would further enhance their ability to connect. When describing the potential benefits of being able to text with a case manager, one participant said:

"Texting is fast, go...it gets straight good, easy for you to reply back. Any questions, just [text]...and then it probably might open up the dialogue a little bit more."

Providers, especially social support providers, expressed frustration with their ability to reach patients using landline telephones. One social service provider said:

"There are so many patients that I have...where I am not able to get ahold of because they don’t have voicemail set up. Their voicemail is full. They might have called me, but when I try to call them back, I can’t get them for whatever reason. So that’s very frustrating. It’s very time consuming. I want to be an efficient [position redacted], and when doing a lot of phone tag takes up a bulk of your day when you have other patients waiting on you to get to them, it’s just a nuisance."

Providers mostly felt that having the ability to text patients would help alleviate this challenge.

Preferences

With regard to preferring SMS text messaging to Qliq, the secure messaging app, 83% (10/12) of patients endorsed a preference for Qliq (Table 3). For providers, preferences were more varied.

Table 3. Patients’ and providers’ preferences for SMS text messaging versus Qliq.

<table>
<thead>
<tr>
<th>Provider preference for text messaging modality</th>
<th>Patients’ preferences (n=12), n (%)</th>
<th>Providers’ preferences (n=14), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefers SMS text messaging</td>
<td>2 (17)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Prefers secure app (Qliq)</td>
<td>10 (83)</td>
<td>5 (37)</td>
</tr>
<tr>
<td>Prefers use of the web-based patient portal (MyChart)</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Prefers that both methods be available (SMS text messaging and Qliq)</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>No preference</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
</tbody>
</table>

Perceived Benefits and Barriers to Adoption

Patients and providers agreed on the perceived benefits of text messaging, which included efficiency, convenience, and ease of use, irrespective of modality (Qliq vs SMS text messaging; Multimedia Appendix 2). The ability to engage in asynchronous conversations through text messaging was seen as a clear advantage by both groups. Patients specifically cited the inability to answer calls while at work and hesitation to answer calls because of privacy concerns related to HIV. One participant stated:
As a patient, we go through our day with people and doing things. And people don’t really know about our situations. So a lot of people feel, when they do get a pop-up phone call, they can’t really answer the phone and speak freely because of who they’re around.

Although providers also felt that having the ability to text would be efficient and convenient, some worried that these benefits could become drawbacks by creating unreasonable expectations of instant access and overutilization by patients, thus leading to increased workload. A few other barriers were mentioned. Some patients and providers cited the impersonality of texting as a barrier. As a medical provider voiced, “people don’t see my concern over text.” For this reason, a few participants preferred video calling over text messaging. One participant said:

Video chat I think would be better, like I said, that way you can visually see them and try to get body language and stuff like that, communicating, that’s means a lot.

Some providers and patients also mentioned cost and cell phone access, specifically smartphone access, as potential barriers.

**Appropriateness**

From both patients’ and providers’ perspectives, allowing text messaging and video calling was perceived as appropriate because of its potential ability to improve communication while being relatively safe and not overly burdensome (Multimedia Appendix 2). Most patients articulated a desire for texting, and many providers were enthusiastic about reaching patients using this modality, as it was perceived to be mutually beneficial. When describing her preferences for text messaging (Qliq vs SMS), one social support provider said:

Whatever will make my work life easier. Again, when it comes to the client, it’s about making sure that they get what they need.

The appropriateness of video calling was less clear for both the patients and providers. However, for providers who field questions about medication and adherence, such as pharmacists, video calling was perceived as offering the distinct benefit of being able to see which pill a patient had questions about and to directly observe a patient taking their medication in cases where daily adherence was in question. Some social service providers also felt that video calling would be useful for providing social support and counseling, as it would enable visual contact.

**Feasibility**

Two issues regarding feasibility emerged: (1) privacy or security issues and (2) concern over message content (Multimedia Appendix 2). With regard to privacy and security, patients and providers were well aware of the stigmatizing nature of HIV and were in agreement that nothing directly mentioning HIV should be sent over text. Providers were concerned about patients sending protected health information over text, whereas patients did not share this concern. One social support provider explained:

...You can control what you send out to patients, but you can’t control what patients send back to you.

Patients mostly trusted their health care providers to be discreet, although there was some concern about how their contact details would be stored in the providers’ phones and whether the providers’ phones would be used outside of the office setting. Some patients also had privacy concerns over video calling because of the potential of being overheard when discussing sensitive health-related matters. For text messaging, patients favored Qliq, the secure app, in large part because of the enhanced security features. One patient stated:

You have kids, you have family members who doodle in your phone. They can read the text, everybody else’s text. But when it comes to your health and your privacy, there should be an app that is created just for that.

With regard to message content, providers agreed that texting should be used for short, simple messages, such as checking-in with patients or confirming logistics for transportation to a clinic visit. Patients mostly agreed to use text messaging for such short messages, although some thought it would be helpful if clinical information, such as laboratory results, could also be sent over text.

**CFIR-Specific Implementation Constructs**

Provider-specific themes relevant to CFIR mainly fell into 3 domains: (1) intervention characteristics; (2) the inner setting, specifically the implementation climate; and (3) the outer setting, specifically patient needs and resources (Multimedia Appendix 3). With regard to intervention characteristics, providers, specifically social support providers, mostly felt that texting offered a significant relative advantage to the status quo in that it would both reduce the phone-tag burden and would increase efficiency. However, some worried that having the ability to text and video call would be complex to implement, as it could lead to significant disruptions and task them with yet another mode of communication to manage throughout the day. Providers felt that the source of the intervention was internal and had been developed to respond to patient needs and provider frustrations while trying to communicate with patients using traditional modalities.

With regard to the inner setting, there was a discernable tension for change raised by a number of providers, specifically those associated with providing case management and outreach services. These providers already had access to basic cell phones (flip phones) for patient communication but found texting on these devices cumbersome; hence, providers felt that smartphone access was needed to facilitate text-based communication. Importantly, one provider felt that using a secure app for text messaging with patients would be overkill and unnecessarily complicate the process of text messaging. However, most providers felt that the enhanced security measures of Qliq were of value, both to themselves and patients, and offered benefits over standard SMS text messaging.

With regard to the outer setting, providers, especially social support providers, were keenly aware of patient needs and perceived text-based communication as a means to better meet
patient needs. Providers’ perceptions of patients’ needs were mostly accurate, although a few differences emerged. Several providers felt that patients would prioritize convenience over security and were worried about those without smartphone access. One social support provider said:

*I think also knowing the majority of our patients and their tech savvy skills, I think texting [SMS] would be much easier for them...not all of them [patients] are gonna have smartphones, unfortunately.*

In addition, several providers felt that patients already had the ability to send secure text messages to providers through the web-based patient portal and thus viewed expanding text messaging capabilities as redundant. However, patients consistently cited logistic difficulties using the patient portal (eg, trouble remembering passwords). One patient voiced:

*I see [text messaging] as a better improvement ‘cause when I go through the patient care app like every six months you gotta get a new password and it’s like, “I don’t want to get a new password. Just show me when the next doctor’s appointment is coming up.”*

Some providers were aware of these difficulties and were concerned that using a secure app for texting would result in similar logistical challenges.

**Discussion**

**Principal Findings**

In this formative study of 26 patients living with HIV and HIV care providers within a South Carolina–based clinic, we found high acceptability and feasibility for expanding patient-provider communication channels to include text messaging and video calling. Below, we discuss the implications of our findings for each specific research question.

**Acceptability and Preferences for mHealth Communication Modalities**

The high acceptability of text messaging found in our study resonates with the findings from prior mHealth interventions implemented in HIV clinics that used either SMS or a form of secure messaging [20,26,27,39]. To our knowledge, our study is one of the first to directly compare preferences for standard versus secure text messaging among patients living with HIV and providers. Although we did not find unanimous consensus, patients’ and providers’ overall preference for using secure messaging because of privacy concerns mirrors prior insights regarding technology use, stigma, and privacy among people living with HIV [40]. However, enhanced security comes at the cost of additional requirements (eg, smartphone use) and logistical hurdles (eg, passwords), which have been identified as barriers to technology use [41,42]. Therefore, there is a need to consider issues surrounding security, access, and convenience when developing best practices related to the use of text messaging within HIV clinics. Recently, efforts have been made to clarify best practices regarding text messaging use in health care settings [43-45]. For the intervention informed by this formative study, the clinic ultimately chose to use the secure messaging app but also allowed for standard SMS text messaging for patients without smartphones to maximize both security and access.

**Benefits and Barriers to Adoption, Appropriateness, and Feasibility**

We found that patients and providers agreed that text messaging could be a faster, more efficient mode of communication and seemed appropriate given its potential to increase patient engagement. There was less consensus on the benefits of video calling, although both patients and providers saw its utility in specific circumstances, such as allowing for directly observed therapy and fostering social support in times of need. Our findings are supported by other studies that have examined patients’ and providers’ perspectives on mHealth among people living with HIV, specifically with regard to the perceived benefits of convenience and ease of use and the perceived barriers of cost or access and confidentiality or security concerns [25,28].

What is novel from our findings is that providers’ acceptance of and enthusiasm for using the technology was often contingent upon patients’ ability and willingness to use it. With regard to technology preference, many providers were deferential to patients’ preferred modality (SMS text messaging vs Qliq). In addition, patients factored in providers’ use of the technology (eg, storage of contact details in provider phone and location of phone use) into their assessment of feasibility.

Given our study’s findings of patient-provider interdependence related to intervention acceptability, more theoretical understanding is needed concerning the implementation of mHealth interventions dependent upon patient-provider interaction. Although many implementation science frameworks include a construct related to patient needs, few, if any, elevate the importance of this construct to the forefront. One recent study to understand the implementation of patient-centered care transformation interventions made adjustments to CFIR throughout their analysis, including promoting patient needs as resources to its own domain as opposed to a subdomain of the outer setting, which investigators felt reflected the prioritization of patients and patient satisfaction currently being emphasized within health-related interventions [46]. Although this change is notable, gaps remain in understanding health interventions whose effectiveness depends on uptake and use among both patients and providers and on the interplay between them.

**Organizational Factors Relevant for Implementation**

Providers perceived that adding text messaging and video calling as communication channels was an internally generated idea to overcome frustrations with the existing channels (eg, using landline phones). Some staff were concerned that the very features that made text messaging appealing, such as its convenience and ease of use, could create false expectations of instant access and overutilization, thus creating implementation challenges by disrupting existing workflows and increasing staff burden. However, most felt that the benefits of improved patient engagement and communication outweighed the potential drawbacks.

Results from our formative study show that patients’ and providers’ intentions to use text messaging and video calling...
exist on a continuum, highlighting that one size may not fit all. For example, although many providers were enthusiastic, several providers expressed reticence to use text messaging and/or video calling with patients, mostly as a result of failing to see the advantage over existing platforms or because of concerns that the intervention would increase workload and reduce efficiency. However, if interventions such as offering text messaging and/or video calling were to be rolled out clinic wide, uneven use of the intervention might result in technology preference mismatches, for example, patients who prefer texting assigned to providers who prefer to call and vice versa. This finding suggests that implementation strategies are needed to ensure that patients and providers are aware of and can access all possible communication methods, paying specific attention to patient preferences.

Limitations
Our study has several limitations. The generalizability of our findings might be limited, given that the data came from one specific HIV clinic in South Carolina. However, provider and patient participants were purposefully chosen to maximize variation in terms of professional position and sociodemographic characteristics, respectively, to capture a diverse set of experiences and perceptions. Although not formally tracked, almost all patients and providers who were invited to join the study agreed to participate. Our sample predominantly consisted of African American patients, which reflects the racial makeup of the clinic population more generally and the disproportionate burden of HIV found among this group. Contributing to this limitation, our sample size was relatively small, and we were unable to tease out the differences in patient perspectives by specific characteristics, such as age, race, and place of residence (urban vs rural), despite known disparities in technology use across such factors [47-49]. This limitation also highlights the need to recognize that preferences for communication differ among individuals, and allowing choice is important.

In addition, patient participants were selected from case-managed patients who were physically present at the clinic to attend their regular medical appointments. Although all case-managed patients demonstrated a need for supportive services to help them stay engaged in care, we did not specifically sample patients according to their medication adherence status or past clinic attendance. We are also missing perspectives from patients who are disengaged from medical care—a critical group to reach. However, we did receive provider perspectives from outreach staff who specifically work to reengage patients in care and who spoke on the potential benefits and challenges of using text messaging and video calling to communicate among this population. Owing to logistical constraints, we were unable to return transcripts for member checking, although the findings were informally discussed with the providers during intervention development. In addition, all patients in our sample had access to smartphones, whereas smartphone access is not universal among the clinical population. Finally, our study took place before the implementation of the text messaging and video calling intervention; therefore, the findings are based on perceptions of hypothetical use and barriers to implementation. Implementation findings gathered after the completion of the intervention will help convey a more complete understanding.

Conclusions
We found broad enthusiasm, acceptability, and feasibility for the implementation of bidirectional text messaging between patients and providers, with a preference for doing so using secure means. There was less consensus about the appropriateness of video calling, although both groups acknowledged its utility in certain circumstances. Engagement in text messaging and video calling within an HIV clinic setting requires buy-in from patients and providers. The expansion of communication channels will only be effective in enhancing communication if the services are used by both parties. Implementing a bidirectional intervention raises important questions for implementation research, as it requires a thorough understanding of the organizational, provider, and patient needs and finding implementation strategies and options that work for all.
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Abstract

Background: The internet enables sharing of narratives about health concerns on a substantial scale, and some digital health narratives have been integrated into digital health interventions. Narratives describing recovery from health problems are a focus of research, including those presented in recorded (eg, invariant) form. No clinical trial has been conducted on a web-based intervention providing access to a collection of Recorded Recovery Narratives (RRNs).

Objective: This study presents knowledge produced through the development of the Narrative Experiences Online (NEON) Intervention, a web-based intervention incorporating the algorithmic recommendation of RRNs.

Methods: Knowledge was gathered through knowledge integration (KI) activities. KI1 synthesized previous studies to produce the NEON Impact Model describing how accessing RRNs produces health-related outcomes. KI2 developed curation principles...
for the NEON Collection of RRNs through consultation with the NEON Lived Experience Advisory Panel and the curation of a preliminary collection. KI3 identified harm minimization strategies for the NEON Intervention through consultation with the NEON International Advisory Board and Lived Experience Advisory Panel. The NEON Intervention was finalized through 2 research studies (RS). In RS1, mental health service users (N=40) rated the immediate impact of randomly presented narratives to validate narrative feedback questions used to inform the recommendation algorithm. In RS2, mental health service users (n=25) were interviewed about their immediate response to a prototype of the NEON Intervention and trial procedures and then were interviewed again after 1 month of use. The usability and acceptability of the prototype and trial procedures were evaluated and refinements were made.

**Results:** KI1 produced the NEON Impact Model, which identifies moderators (recipient and context), mechanisms of connection (reflection, comparison, learning, and empathy), processes (identification of change from narrative structure or content and internalization of observed change), and outcomes (helpful and unhelpful). KI2 identified 22 curation principles, including a mission to build a large, heterogeneous collection to maximize opportunities for connection. KI3 identified seven harm minimization strategies, including content warnings, proactive and reactive blocking of narratives, and providing resources for the self-management of emotional distress. RS1 found variation in the impact of narratives on different participants, indicating that participant-level feedback on individual narratives is needed to inform a recommender system. The order of presentation did not predict narrative feedback. RS2 identified amendments to web-based trial procedures and the NEON Intervention. Participants accessed some narratives multiple times, use reduced over the 4-week period, and narrative feedback was provided for 31.8% (105/330) of narrative accesses.

**Conclusions:** RRNs can be integrated into web-based interventions. Evaluating the NEON Intervention in a clinical trial is feasible. The mixed methods design for developing the NEON Intervention can guide its extension to other clinical populations, the design of other web-based mental health interventions, and the development of narrative-based interventions in mental health.

**KEYWORDS** narratives; storytelling; intervention development; mental health; online intervention; patient involvement; narrative medicine; internet; recovery; mobile phone

**Introduction**

**Background**

The growing use of social media platforms has enabled the sharing of digital narratives about health and health problems on a substantial scale [1]. The sharing of digital health narratives has been examined across a range of domains, including cancer [2], chronic pain [3], and mental health [4]. Digital health narratives have also been incorporated into complex health interventions, where they can be used to structure therapeutic discussions [5], support engagement with an intervention [6], address health inequalities by giving voice to underrepresented populations [7], and reach nonmajority cultural groups or hard-to-reach populations [6-8]. Access to digital health narratives might also normalize experiences of health conditions and facilitate attitudinal change in health care staff when used as part of clinical education programs [9]. Although some interventions have integrated bespoke digital narratives curated by intervention development teams [10], others draw on the vast range of available public narratives, sometimes using algorithms to select those narratives that might provide the most therapeutic benefit for a recipient [11].

One specific focus of research has been on the subset of health narratives that describe recovery from health problems [12,13]. The definitions of recovery narratives vary across health domains. A systematic review of mental health defined a recovery narrative as a first-person lived experience account, which refers to events or actions over a period and which includes elements of adversity or struggle as well as self-defined strengths, successes, or survival [13]. Narratives matching this definition are henceforth referred to as recovery narratives.

Recovery narratives can be shared as part of synchronous interactions between people, and sharing a recovery narrative is a core component of the work of peer specialists [14], an established effective intervention [15]. Recovery narratives can also be shared asynchronously in invariant forms such as text (eg, prose or poetry), audio, video, and other media, including visual artwork [16]. Narratives shared asynchronously are referred to as recorded recovery narratives in the remainder of this paper. Early examples of recorded recovery narratives can be found in the 1957 book _The Plea for the Silent_ [17], which was published with the intent of addressing stigma about mental health problems. Recorded recovery narratives have been shared by health service units through booklets collating stories produced by their clients [18] and in printed autobiographies [19]. When shared on the web, recovery narratives can be presented individually [20-23] or in curated collections [24]. Recovery narratives have been incorporated into collections produced by antistigma campaigns such as Time to Change in the United Kingdom [25] and into websites intended to support the recovery process, such as Here to Help in Canada [26].

Sharing a recovery narrative can provide substantial benefits for the narrator [27], and developing new stories about one’s experiences is central to the work of the hearing voices groups [28] and supports posttraumatic growth [29]. Qualitative research suggests that the elements of narratives describing recovery can also provide specific benefits to recipients, such as reducing isolation or providing hope for the future [30]. Although randomized controlled trials have been conducted on
interventions incorporating digital health narratives in relation to weight loss [11] and cancer [31], no randomized controlled trial has been conducted on the use of recorded mental health recovery narratives to benefit recipients. The best interventional evidence to date is derived from a study that investigated the use of a bespoke website presenting recovery narratives, among other mental health material. This identified benefits in three domains: being inspired, knowing I am not alone, and believing recovery is possible [10]. Narratives could be received in private, but meetings with support workers were available.

NEON Program

Overview

This paper describes the development of a web-based intervention that presents recorded recovery narratives. Research has been conducted as a part of Narrative Experiences Online (NEON), a 5-year program of work funded through the Programme Grants for Applied Research scheme of the National Institute of Health Research from 2017 to 2022. The aim of NEON is to investigate whether accessing recorded recovery narratives can improve health-related quality of life for people affected by mental health problems [32]. The NEON program comprises three stages: theory studies, which are completed and summarized below; intervention development studies, which are reported in this paper and integrate knowledge produced by theory studies; and 3 randomized controlled trials to evaluate the intervention. The primary outcome measure for all 3 trials was the Manchester Short Assessment of Quality of Life [33].

NEON Theory Studies

A systematic review developed an empirically supported definition of a mental health recovery narrative [13]. The review also used a narrative synthesis of 45 included publications to develop a conceptual framework describing the characteristics of mental health recovery narratives, grouped into nine superordinate categories: genre, positioning, emotional tone, relationship with recovery, trajectory, use of turning points, narrative sequence, protagonists, and use of metaphors. This framework was validated and extended through the analysis of 77 recovery narrative interviews [34] to provide a finalized Recovery Narrative Conceptual Framework.

A systematic review was then conducted to develop a Narrative Impact Conceptual Framework, describing the forms of impact from accessing mental health recovery narratives [1]. This review included 5 articles. Narrative synthesis was conducted to identify five transdiagnostic benefits to recipients: connectedness, a better understanding of recovery, a reduction in stigmatic views (including self-stigma), the validation of difficult personal experiences, and potentially beneficial behavioral responses, such as the initiation of more meaningful interactions with support workers. Strong affective responses can be produced in recipients of recovery narratives. The review identified one harmful outcome: emulating harmful behaviors encountered in eating disorder recovery narratives. It identified that strategies are needed to support the processing of affective responses and to minimize harmful impact. The review concluded that interventions incorporating recorded recovery narratives might be particularly relevant in areas with low population density, that is, where access to both mental health care and peers with experience of similar mental health problems may otherwise be difficult [35].

The Narrative Impact Conceptual Framework was then extended by a study that developed a long-term narrative impact model characterizing the longer-term impact of live and recorded mental health recovery narratives [36]. This study involved an iterative thematic analysis of 77 interviews in which participants told their own recovery narrative and talked about the impact of recovery narratives of others on them. Helpful changes were identified as perceptions of connectedness to the narrative or narrator (as the strongest mechanism), validation, hope, empowerment and appreciation, a reduction in stigma and self-stigma, and the initiation of a particular form of turning point [37] identified as a reference shift, where accessing narrative content leads to a rapid and radical change in how recipients view what is possible for them. Harmful changes were identified as perceptions of inadequacy (eg, if a narrative describes a recovery that the recipient thinks is impossible), disconnection (eg, from narrators who appear to have experienced less distress than the recipient), pessimism (eg, how much recovery is possible for the recipient), and emotional burden caused by empathy with the parts of a recovery narrative that describes adversity or struggle. The model also identified factors that might moderate the impact of recovery narratives: the recipient is experiencing a crisis and the recipient perceives the recovery narrative as authentic or inauthentic. The long-term narrative impact model had two main findings. First, a universally helpful recovery narrative is unlikely to exist, as components of recovery narratives that create benefits for some, such as observing narrator achievements, can cause harm for others. Second, a careful selection of narratives for use in an intervention is not by itself a sufficient harm management strategy, and other approaches are also needed to minimize harm.

A short-term narrative impact model was then developed through an experimental study on the immediate effect of accessing recorded recovery narratives [38]. Current mental health service users (N=40) where shown a series of recovery narratives and asked for qualitative and quantitative feedback on their impact. The short-term narrative impact model was developed through thematic analysis of the qualitative data. In the model, change is initiated through a recipient reflecting on their own experiences and then forming a connection through three mechanisms: comparing oneself with the narrative and/or narrator, learning about other people’s experiences, and experiencing empathy. The three mechanisms of connection lead to impact through the identification of change based on the narrative structure or the interpretation of change in the narrative content, both of which lead to the internalization of the interpretation by the individual. Factors moderating impact included clinical factors (eg, an inability to focus on the narrative due to symptomatology), personality (eg, long-term difficulty in connecting with others), and recipient preferences such as narrative modality.

The potential to create positive change means that using recorded recovery narratives as a mental health intervention is possible, but the possibility of negative impacts means that care
is needed. The use of recovery narratives by health services has also been widely questioned. The critical theorist and activist collective Recovery in the Bin [39,40] and others [41] have argued that only very particular types of narratives that are perceived to be successful or acceptable are promoted by services. This can narrow the range of recovery templates available to recipients and potentially cause harm by limiting or negating recipients’ own ways of recovering [42]. Others have expressed concerns that recovery narratives might be co-opted, that is, used for purposes other than those intended by the narrator, and that this can sustain harmful structures such as poorly functioning health services [43] or deflect attention from systemic inequalities and social injustice [41]. These ethical issues must be carefully considered.

To inform the work of building an ethically defensible recovery narrative collection, a systematic review of decisions made in the curation of mental health recovery narrative collections was conducted [44]. The concept of curation draws on existing usage within the discipline of museum studies, where the work of curators has been extensively studied [44]. Curation is understood as both a purposeful and political act, with curators often engaging with artifacts or collections that are sensitive and challenging [45]. In total, 23 documents were identified, of which only one was a research publication. A significant knowledge gap was identified regarding curatorial decision making in relation to recorded mental health recovery narratives.

To address this gap, an interview study was conducted with 30 recovery narrative collection curators from 7 countries [24]. The qualitative analysis identified six categories of decisions made by curators comprising the VOICES (Values and motivations, Organization, Inclusion and exclusion, Control and collaboration, Ethics and legal, Safety and well-being) framework. It was concluded that collection curators have a great influence on how mental health and recovery issues are presented and understood and that recovery narrative collections can provide a mechanism for making collective rather than individual-level knowledge available.

**NEON Intervention Development**

This paper reports the process of developing the NEON Intervention, a new mental health intervention that provides access to recorded mental health recovery narratives. Digital health technologies [46] are increasingly being used in global mental health practice, motivated by challenges such as lengthy waiting lists for treatment [47], limited access to in-person mental health treatment in rural and remote communities [48-50], and the distress inherent in accessing in-person treatment for people experiencing social anxiety [51]. Digital health technologies are a crucial approach during the COVID-19 pandemic [52], when social connectedness is reduced [53].

The NEON Intervention provides access to the recorded mental health recovery narratives contained in the NEON Collection. The NEON Collection is a curated collection of recorded mental health recovery narratives. Narrators have given permission for their narratives to be used in the NEON Collection. Each narrative is characterized using a standardized inventory derived from the Recovery Narrative Conceptual Framework called the Inventory of Characteristics of Recovery Stories (INCREASE) [54].

Users of the NEON Intervention can access narratives in four ways:

1. **Recommended**: they can request the automated recommendation of recovery narratives in the NEON Collection. Requests are served by a recommender system [55], a term encompassing a family of algorithms designed to match digital media items to users. Recommender systems are frequently used in web-based digital media hosting services such as Spotify [56]. The design of the recommender system used in the NEON Intervention draws on the findings presented in this paper. Recommendations are informed by the narrative feedback provided after each narrative is received. For example, if accessing a recovery narrative makes a recipient feel more hopeful, they will receive more recommendations for recovery narratives with similar characteristics.
2. They can directly browse narratives in the NEON Collection by selecting tags of interest.
3. They can choose to be shown a randomly selected narrative.
4. They can rerequest a previously shown narrative.

The NEON Intervention is being developed and evaluated with three target groups: individuals who experienced psychosis, individuals with other mental health problems, and informal carers.

1. People who experience psychosis regularly use digital technologies such as social networks [57], and a systematic review of digital interventions for psychosis incorporating web-based, social media, and mobile technologies concluded that these approaches are acceptable, are feasible, and have the potential to improve outcomes [58]. Messages that promote hope are known to be recovery-promoting in psychosis [59], and hope is known to mediate potential psychosis recovery indicators such as increases in structured activity [60]. Accessing recovery narratives can reduce self-stigma, and self-stigma predicts low adherence to psychosocial treatments in patients with schizophrenia [61]. The effectiveness of the NEON Intervention for people who experienced psychosis will be evaluated in the definitive NEON Trial [27] (ISRCTN11152837).

2. The evidence reviewed earlier indicates that the benefits of accessing recorded recovery narratives are primarily transdiagnostic; therefore, the NEON Intervention may also be effective for people with nonpsychotic mental health problems. The effectiveness of the NEON Intervention for people with mental health problems other than psychosis will be evaluated in the definitive NEON-O Trial [27] (ISRCTN63197153).

3. With less strong evidence, recovery narratives may be helpful for informal carers, that is, family or friends of people with mental health problems, both for supporting their well-being and informing their understanding of the experiences of the person they care for. The feasibility of using the NEON Intervention with informal carers will be evaluated in the NEON-C Trial [27] (ISRCTN76355273).
Aims and Objectives

The aim of this paper is to present selected items of knowledge developed during the intervention development process for the NEON Intervention and the study procedures for the 3 planned NEON trials. A detailed description of the final version of the NEON Intervention and of our chosen trial procedures is provided in our trial protocol [27]. In combination with our trial protocol, the knowledge presented in this paper will support the replication of the NEON Intervention, enable studies with other populations, and inform development of new interventions using recorded recovery narratives. Some knowledge products (such as the curation principles described below) will have broader relevance to the design of interventions, integrating digital narratives about health and health problems.

The objectives of this study in the context of the development of the NEON Intervention by the NEON study are as follows:

1. Study objective 1: to develop the NEON Impact Model, a change model describing the impact of the NEON Intervention on recipients
2. Study objective 2: to identify appropriate curation principles for the NEON Collection of recorded recovery narratives used by the NEON Intervention
3. Study objective 3: to identify appropriate strategies for minimizing harm from the NEON Intervention
4. Study objective 4: to finalize narrative feedback questions for use by the recommender system
5. Study objective 5: to evaluate the acceptability and usability of an initial prototype of the NEON Intervention and associated trial procedures
6. Study objective 6: to identify features of intervention use relevant to trial planning

Study objectives 1-3 were addressed through three knowledge integration activities. These were methodical activities that drew on existing study expertise and knowledge to develop knowledge products underpinning the final version of the NEON Intervention evaluated in the NEON trials. Study objective 4 was initially addressed through research study 1, an experimental study in which quantitative feedback was provided by mental health service users who were shown items selected from the NEON Collection of recovery narratives. Study objectives 4-6 were addressed through research study 2, a feasibility evaluation of a prototype implementation of the NEON Intervention.

Knowledge produced through the three knowledge integration activities and 2 research studies is interlinked and is included in a single paper to provide a thorough account of the NEON Intervention development work. In selecting these five activities for inclusion, we focused on describing how human-computer interaction issues were successfully addressed in developing the NEON Intervention and trial procedures. This is in keeping with an accepted definition of human-computer interaction research as considering the broad personal and sociological context of technology usage [62]. Technical aspects of the development of the recommender system used in the NEON Intervention were also informed by the knowledge presented in this paper. These will be reported elsewhere.

Knowledge Integration Activity 1: Development of the NEON Impact Model

This knowledge integration activity developed the NEON Impact Model, describing how recorded recovery narratives improve outcomes. The modeling of change is recommended in the UK Medical Research Council guidance on the development and evaluation of complex evaluations [63].

The 3 completed NEON studies on impact [1,36,38] were synthesized by the NEON research team to produce a change model comprehensively describing how health-related outcomes might be produced by receiving recorded recovery narratives. The short-term narrative impact model was selected as the theoretical foundation of the integrated change model because it was produced by an experimental study considering only recorded recovery narratives. To incorporate longer-term impacts, relevant components from the Narrative Impact Conceptual Framework and the long-term narrative impact model were integrated if they described health-related change. Informed by the biomedical principle of nonmaleficence [64], negative outcomes identified in other eHealth studies [65] were added if they might be produced through use of the NEON Intervention, to inform the design of harm minimization strategies or trial procedures. Moderators and forms of learning were present across all underpinning studies; hence, comprehensive lists were synthesized by merging similar items and grouping them into superordinate categories.

Knowledge Integration Activity 2: Identification of Curation Principles

This knowledge integration activity identified appropriate curation principles for the NEON Collection of recovery narratives. Implementing these principles ensured that the NEON Collection addresses all safeguarding, ethical, legal, clinical, and technological challenges associated with storing and using recovery narratives.

Measures

The INCRESE is a 77-item, researcher-rated standardized tool to identify manifest and latent characteristics of recorded mental health recovery narratives [54]. Categories in INCRESE
comprise narrative eligibility, narrative mode, narrator characteristics, narrative characteristics, and narrative content. In total, 71 items characterize manifest content (eg, narrator gender, narrator diagnosis, content requiring content warnings, types of turning point, specific topics such as family, education, or work), and 6 characterize latent content (stage of recovery, genre, positioning, tone, relationship with recovery, and trajectory). Specific attention was paid to the issue described earlier, relating to the importance of diverse recovery templates, so items and rating categories included *uses a nondiagnostic framework, recovery despite services, recovery outside services, narrator rejects the concept of recovery as used in mental health services*, and *circular trajectory*. Different rating scales are used for different sections, for example, present or mainly positive or mainly negative for specific narrative content and escape or endurance or endeavor or enlightenment for genre. No summary scores were produced.

**Procedures**

All elements of the design of the NEON Collection were explored using the VOICES typology of curatorial decisions as an organizing framework [24]. The research team sought advice on specialist issues from relevant experts, for example, legal advice was obtained in relation to intellectual property and references to third parties in recorded recovery narratives. To ensure that the curation principles for the NEON Collection were informed by a lived experience perspective, rather than reflecting solely research and clinical priorities, three consultation workshops with the NEON Lived Experience Advisory Panel (LEAP) were held between October 2017 and June 2018. The NEON LEAP comprises an independent chair and 10 members with an interest in recovery narratives and personal experience of mental health problems and services either directly or as family members. Workshop agendas were co-produced between a subgroup of the NEON LEAP and the research team, who met at least two weeks before each workshop to finalize the agenda and precirculate preparatory materials in line with best practices [66]. Workshops addressed issues presenting complex ethical challenges, such as inclusion and exclusion criteria, appropriate approaches to anonymization, withdrawal of narratives, and procedures for processing third-party requests for narrative withdrawal. Each workshop was attended by approximately 15 participants, comprising all NEON LEAP members and several research team members. Each workshop involved facilitated whole-group and subgroup discussions to systematically explore curatorial issues from a lived experience perspective. The meetings were minuted in detail. LEAP members were paid GB £150 (US $210) plus expenses per workshop. This work informed the ethics application enabling intervention development work. This was approved by the UK Health Research Authority to govern the approved research protocol, minuted recommendations from the workshop on coder well-being. The documents were imported into NVivo (QSR International; version 11). The text describing a decision or the rationale for the decision was identified and summarized. Decisions were then organized into six predefined categories of the VOICES framework of narrative curation.

**Analysis**

To synthesize knowledge on the most critical decisions taken during this process, a document analysis [68] was conducted on the minutes of NEON LEAP consultation meetings (n=3), the approved research protocol, minuted recommendations produced by CSG, the NEON Collection page on the NEON website, and minuted recommendations from the workshop on coder well-being. The documents were imported into NVivo (QSR International; version 11). The text describing a decision or the rationale for the decision was identified and summarized. Decisions were then organized into six predefined categories of the VOICES framework of narrative curation.

**Knowledge Integration Activity 3: Identification of Harm Minimization Strategies**

This knowledge integration activity identified appropriate strategies for minimizing harm from the NEON Intervention.

**Participants**

Strategies were developed through consultation between the NEON research team, the NEON LEAP as described in knowledge integration activity 2, and the NEON International Advisory Board, which comprises 7 experts in research and intervention development around recovery narratives, eHealth interventions, peer research, and mental health recovery.

**Procedures**

An iterative approach was used to identify, implement, and refine candidate harm minimization strategies. The NEON Impact Model was used as a foundation for shaping harm minimization strategies, and an evolving design rationale [69] explaining essential decisions and why they were made was created. This was expressed in the form of a draft protocol for
the 3 NEON trials. An early draft of the trial protocol was discussed with NEON International Advisory Board members, and the prototype developed for research study 2 was then discussed at two meetings between a subgroup of NEON LEAP and NEON researchers. These consultations led to protocol and prototype enhancements. The prototype was considered at a NEON LEAP meeting, and further enhancements were made.

One area in which efforts were made to be guided by research was in relation to content warnings, also known as trigger warnings, defined in an education context as “offering prior notification of an educational topic so that students may prepare for or avoid distress that is automatically evoked by that topic due to clinical mental health problems” [70]. The research team conducted a nonsystematic narrative review of research on content warnings [27]. The review found limited and conflicting evidence, primarily drawn from educational or trauma treatment settings [70-75]. No directly relevant evidence concerning the impact of content warning in relation to mental health recovery narratives was identified. NEON is a health service–funded study, so it was decided to follow the standard clinical practice of giving content warnings on the basis of the ethical principle of nonmaleficence.

Research Study 1: Narrative Feedback

The aim of research study 1 was to evaluate an initial set of narrative feedback questions designed for use in the recommender system. This contributed to the selection of a final set of narrative feedback questions, in keeping with study objective 4. The specific objectives of research study 1 were to identify floor and ceiling effects in narrative feedback, to describe variability among participants, and to examine whether the order of presentation affected response. The latter was included because it might indicate fatigue in the repeated provision of feedback. The analysis used quantitative narrative feedback data collected in the short-term narrative impact model study [38] but only qualitative data from this study have previously been reported.

Participants

Eligible participants were people with current mental health concerns, using statutory mental health services, aged above 18 years, able to provide informed consent, and fluent in English. Individuals who were experiencing a crisis or who were otherwise unable to participate in the research were excluded.

Setting

Participants were recruited from statutory mental health services within a health care trust in the East Midlands of England.

Measures

The Herth Hope Index (HHI) is a 12-item measure of hope adapted from the Herth Hope Scale with adequate psychometric properties [76]. The HHI score ranged from 12 (low hope) to 48 (high hope).

Procedures

A subset of 30 narratives were assembled from the NEON Collection by 2 researchers. Narratives were purposively selected to maximize the variation in modality, narrator diversity, and length. Modality was chosen because multimedia use in educational settings has been shown to increase the depth of learning in students [77], suggesting that this may promote engagement and cater to different learning styles within individuals. Narratives with a substantial range of modalities are available in the public domain, and the use of multimedia may also promote the inclusiveness of individuals who experience disabilities or who may have difficulty comprehending a specific mode of media, for example, due to dyslexia. The selected narratives were diverse in narrator age, gender, and ethnicity, given the evidence from the NEON Impact Model that sociodemographic characteristics can influence connection. Finally, to vary the cognitive demands of participants, the chosen narratives were different in length. Text narratives ranged from half a page to 3 pages, video narratives ranged from 1 to 5 minutes, and audio narratives ranged from 2 to 3 minutes. On the basis of a pilot study protocol, it was estimated that, on average, participants would take no longer than 10 minutes to read, watch, or listen to a narrative. A total of 30 narratives were selected, comprising 15 texts (poems and prose text), 10 videos, and 5 audio-based narratives.

The study was promoted as an investigation of narrative impact through social media, advertisements within services (eg, posters and newsletters), and by clinicians and managers from Improving Access to Psychological Therapy Services, community forensic services, locality mental health teams, and recovery colleges. Both clinician referrals and self-referrals to the study were accepted. Potential participants were given a participant information sheet by their clinician or researchers. Interested participants then contacted the researchers or gave their clinician permission to pass on their contact details. The researchers assessed eligibility, and informed consent was obtained before the interview. Interviews took place in a university or clinical setting.

Each participant took part in a two-hour research session, for which they were offered GB £20 (US $28) plus expenses. After providing informed consent, the researcher completed a participant characterization form from the verbal responses provided by the participant. The characteristics recorded included age, gender, preference for narrative modality, current diagnosis, and hope (HHI). Each participant then sequentially received randomly selected narratives, discontinuing when the participant indicated that they wished to stop. If individuals expressed a preference for narrative modality, then only narratives consistent with their preferences were considered. After accessing each narrative, the participants provided narrative feedback by rating three questions: How connected to the story did you feel? How connected to the narrator of the story did you feel? How hopeful did the story make you feel?

Each response was rated on an 11-point scale (rating: 0-10). The labels for the two questions on connection were as follows: 0, extremely disconnected; 2, somewhat disconnected; 5, neither connected nor disconnected; 7, somewhat connected; and 10, extremely connected. The labels for the question on hopefulness were as follows: 0, extremely pessimistic; 3, somewhat pessimistic; 5, neither hopeful nor pessimistic; 7, somewhat hopeful; 10, extremely hopeful.
Analysis
Quantitative analysis was conducted using SPSS statistics (IBM; version 25) and STATA SE (version 16). The significance level was set at $P=0.05$. Narrative feedback responses were grouped by question and then tested for nonnormality using the Kolmogorov-Smirnov test. No evidence of nonnormality was found; therefore, parametric tests were used.

Floor and ceiling effects and variability across participants were inspected by creating box-and-whisker plots. Outliers were defined as cases that fell 1.5 times above or below the IQR, and extreme outliers were defined as cases falling 3 times above or below the IQR. The impact of order of presentation was evaluated by creating a derived variable called presentation order (first, second, third, fourth, fifth, etc) and conducting a linear multilevel regression with each narrative feedback question as a dependent variable. This was because all participants accessed at least four narratives but not all accessed five or more.

Research Study 2: Feasibility Evaluation
The aim of research study 2 was to evaluate the feasibility of using the NEON Intervention and associated trial procedures with people with experience of mental health problems. The specific objectives were to finalize narrative feedback questions (study objective 4), to evaluate the acceptability and usability of an initial prototype of the NEON Intervention and associated trial procedures (study objective 5), and to identify features of intervention usage relevant to trial planning (study objective 6).

Participants
Eligible participants were people with current mental health concerns; using statutory mental health services; aged $\geq 18$ years; having the capability, with support if needed, to interact with a web-based intervention; having access to a computer or smartphone with an internet connection at home, in a community venue, or through a health service venue; who are able to provide informed consent; and who are fluent in English. Individuals who were experiencing a crisis or who were otherwise unable to participate in the research were excluded.

Setting
Participants were recruited from statutory mental health services within a health care trust in the East Midlands of England.

Procedures
Research participants were recruited through a single health care trust in England, using three strategies. First, posters and leaflets were placed in health services and community venues. Second, participants were recruited through a direct approach by clinical support officers who attended health care clinics. Third, communication was sent by the research team to prior NEON research participants who provided ongoing consent to contact.

A prototype web-based NEON Intervention was developed as an interactive platform for implementing strategies and allowing the features to be used by others to inform refinements. The platform integrated the NEON Intervention with selected web-based trial procedures, such as eligibility testing and web-based consent processes. All components of the NEON Intervention were implemented apart from the recommender system, and the baseline measures component was implemented in reduced form, that is, with fewer measures. Data usage was automatically logged, including the device type used to access the intervention, time between key trial processes (informed consent, baseline measure completion, randomization, first narrative presentation, etc.), frequency, and context of usage of specific features (eg, “I’m upset” or “Get me out of here”).

Participants attended a 2-hour baseline interview at a research site, for which they were offered GB £20 (US $28) payment plus expenses. They worked through a series of tasks using a prototype. The tasks were to read the web-based participant information sheet; provide web-based consent through an informed consent form; register a NEON Intervention account using an email address; complete a web-based participant demographics form; complete the 12-item Manchester Short Assessment of Quality of Life [33], which is the primary outcome; complete the 10-item CORE-10 (Clinical Outcomes in Routine Evaluation) measure of problems, functioning, and risk [78], which is a secondary outcome; access an initial random narrative and provide narrative feedback; use the NEON Intervention to select an additional narrative and provide narrative feedback using the same three questions and rating scale as in study 3; and if time allowed, to explore the interface, including features such as the “About me,” “I’m upset,” and “Get me out of here” buttons.

During these tasks, participants were asked to verbalize their thoughts using a think-aloud protocol [79]. The researcher did not guide the participant, although occasionally the researcher assisted if the participant was stuck and could not progress despite substantial effort. The planned exception was that the researcher would proactively assist a participant who indicated that they normally needed support in using a computer system, but this did not occur in practice. After the tasks were completed, the participants were asked two trial procedure questions: Would you be happy to receive payment for trial participation through online vouchers? What might prompt you to use the intervention after your first use of it? The interview was recorded, and the researcher made field notes on the observations.

Following the baseline interview, participants were given unconstrained access to the web-based prototype for 28 days, during which time their usage was automatically logged. A follow-up interview was then conducted at a research site, and participants were paid GB £20 (US $28) plus expenses. A summary of their recorded usage of the intervention was prepared, showing the number of narratives accessed and rated, number and date of log-ins, and proportion of log-ins on mobile devices (smartphones or tablets) or computers (laptops or desktops). At the follow-up interview, participants were shown their usage and asked to discuss notable features, such as periods of high or low usage. Data usage summary sheets as a form of data visualization are a standard approach to support reflection on computer system usage [80]. If a system or system feature is underused, the discussion of usage data can differentiate whether this was due to (1) the system creating immediate positive change requiring no further engagement, (2) periods...
of planned technological disconnection such as holidays, or (3) malfunction, dislike, or poor usability of the system or feature [81].

The prototype was also discussed at a NEON LEAP meeting and minutes were taken. NEON LEAP members were subsequently given access to the prototype and provided written feedback.

**Analysis**

To meet study objective 5, a list of prototype features was created. For each feature, feedback from baseline and follow-up interviews and NEON LEAP feedback were synthesized. Short narrative summaries of responses to the two trial procedure questions were produced, and the baseline field notes were analyzed thematically. Each element of feedback was categorized as acceptable, unacceptable, usable, less usable, and other. Categories of unacceptable and less usable identified features that most needed improvements. Categories of acceptable and usable were included to indicate variations in response across the cohort, for example, to identify whether there were features that were acceptable to some but unacceptable to others. Feedback in the other category was reviewed individually.

To meet study objectives 4 and 6, descriptive analyses were conducted to describe participant demographics, frequency and route of access, frequency of narrative feedback, and frequency and length of use of the NEON Intervention.

**Results**

**Knowledge Integration Activity 1: NEON Impact Model**

The NEON Impact Model, describing the processes by which engaging with a recorded recovery narrative can create change, is shown in Figure 1.

Figure 1. Narrative Experiences Online Impact Model linking experience of narratives to outcomes. NEON: Narrative Experiences Online.

In the NEON Impact Model, the impact of a recovery narrative is moderated by the characteristics of the recipient and the context in which they receive it. A complete list of recipient and contextual moderators synthesized from the source studies is shown in Table 1.

In the NEON Impact Model, one way for a narrative to make an impact is through the recipient learning something from the narrative (mechanism 2 in Figure 1). The types of learning synthesized from the source studies are shown in Textbox 1.

The NEON Impact Model informed (1) the design of the NEON Intervention, including the narrative feedback questions and guidance about using the intervention, and (2) the trial process evaluation.
Table 1. Moderators of the impact of recovery narratives.

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Direction of influence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recipient characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Recipient reports a long-term inability to connect with others.</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient has experienced a recent event perceived as distressing.</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient is experiencing a mental health crisis.</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient has beliefs, values, or attitudes contradicting those of the narrator.</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient is experiencing mental health problems that disrupts information processing (such as hearing voices).</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient perceives the content of the narrative to be emotionally challenging.</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient experiences difficulties in comprehending the form of the narrative (eg, if the narrative is presented as a poem).</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient perceives the narrative or narrator to be inauthentic.</td>
<td>Reduced impact</td>
</tr>
<tr>
<td>Recipient perceives the narrative or narrator to be authentic.</td>
<td>Increased impact</td>
</tr>
<tr>
<td><strong>Contextual characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Recipient has access to a private space to access challenging narratives.</td>
<td>Increased impact</td>
</tr>
<tr>
<td>Recipient has access to a mental health worker who supports processing.</td>
<td>Increased impact</td>
</tr>
</tbody>
</table>

Textbox 1. Types of learning from accessing recovery narratives.

<table>
<thead>
<tr>
<th>Learning About Mental Health</th>
</tr>
</thead>
<tbody>
<tr>
<td>• How others experience a mental health condition</td>
</tr>
<tr>
<td>• Alternative conceptualizations of mental health problems</td>
</tr>
<tr>
<td>• The impact of mental health problems on others (eg, carers)</td>
</tr>
<tr>
<td>• New coping strategies to enhance daily living</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Learning About Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Recovery is possible</td>
</tr>
<tr>
<td>• Specific recovery strategies that have helped others</td>
</tr>
<tr>
<td>• Barriers to recovery that others have experienced</td>
</tr>
<tr>
<td>• Differing beliefs and values that have supported recovery</td>
</tr>
<tr>
<td>• How to manage treatment and make best use of services</td>
</tr>
</tbody>
</table>

Knowledge Integration Activity 2: Curation Principles

The NEON Collection curation principles are listed in Textbox 2. These have been implemented in full to create, manage, and use the NEON Collection.
Textbox 2. Curation principles for the Narrative Experiences Online Collection.

Curation Principles

VOICES (Values and motivations, Organization, Inclusion and exclusion, Control and collaboration, Ethics and legal, Safety and well-being) domain

1: values and motivations of the Narrative Experiences Online (NEON) Collection

- Purpose: the primary purpose of the NEON Collection is to provide benefits to recipients.

- Mission: the NEON Collection will seek for heterogeneity of narrative content, form, and narrator demographics and to be as large as possible. Greater heterogeneity and size increases the chance of a recipient finding someone like them or a story like theirs and hence experiencing the helpful outcomes outlined in Figure 1. Insufficient heterogeneity and size risks a recipient failing to find someone like them and hence feeling more disconnected from others.

- Less hopeful narratives: the NEON Collection will include some narratives where adversity and struggle are the dominant themes. Although these narratives are less regularly used by health services, recipients experiencing profound distress may find it easier to connect with such narratives.

VOICES domain 2: organization of the NEON Collection

- Donation from existing collections: narratives can be donated to the NEON Collection by organizers of existing collections but only if the collection organizer confirms that appropriate consent has been obtained and only if the narrative is already public. Appropriate consent means either the collection organizer has previously collected consent to enable reuse or has obtained consent from individual narrators to donate their narrative to the NEON Collection. Details of the source collection will be retained and may be displayed to recipients to help them understand the context of the narrative.

- Donations from individuals: narratives can also be offered to the NEON Collection by individual narrators, even if they have not been published.

- Role of the curator: NEON researchers will assess inclusion of narratives, with involvement of the Collection Steering Group (CSG), the NEON Chief Investigator, or a legal expert where uncertainty exists around specific exclusion criteria. Diversity in the NEON Collection will be monitored to identify underrepresented groups to be targeted for narrative donation. Curators of the NEON Collection will not edit narratives, which will be displayed as close as possible to their original form.

VOICES domain 3: inclusion and exclusion of narratives in the NEON Collection

- Decision-making process: decisions on inclusion will be made with reference to formal current inclusion and exclusion criteria. These criteria will be publicly available to ensure transparency. Numbers of narratives considered, included, and excluded will be published for transparency. If stories link to external material, then the contents of this material should not be considered when deciding inclusion, as it may change. Donors (either individual narrators or collection organizers) will be informed if their narrative is not included, and there will be an appeal process.

- Inclusion criteria: a narrative is includable in the NEON Collection if all of the following criteria are met—(1) it includes elements of adversity or struggle that relate to mental health problems, broadly defined; (2) it includes descriptions of strength, success, or survival, as defined by the narrator or identifiable by a third party; (3) it refers to events or actions over a period (including either external events or internal mental events); (4) it is told by an individual with experience of mental health problems and recovery; (5) where language is used, the narrative is mainly in English or, if translated, the translation needs to be provided or approved by the narrator; (6) the story is provided in a digital file, the story is provided in a format that can easily be converted into a digital file, or the story is hosted on an existing webpage, the URL to the webpage is permanent, and the page does not contain links that would enable navigation to another page; or (7) consent to use the narrative in perpetuity (other than if the narrative is withdrawn) has been obtained from the narrator, from the owners of an existing collection who have previously collected consent from their donors that is broad enough to allow for reuse, or from the owners of an existing collection who have collected individual consent from their donors for usage in the NEON Collection.

- Exclusion criteria: a narrative is excluded from the NEON Collection if any of the following criteria are met—(1) it is presented as fictional; (2) it is told by anyone other than the individual experiencing mental health problems and recovery (such as a carer or journalist); (3) (for video and audio stories) the quality of recording is so low that the story is very difficult or not possible to understand; (4) it is split across multiple files or modalities or uses a multimedia approach that cannot easily be integrated into a single file; (5) it contains descriptions of potentially harmful behaviors in sufficient detail as to be likely to encourage imitation; (6) it indicates that the narrator has engaged in an undisclosed, serious criminal activity; (7) the narrator is a child or appears to be a child, unless it has been confirmed that the narrator is now an adult and has provided consent for a childhood story to be shared; (8) it contains hate speech; (9) it provides information about a third party that might reasonably lead to harm being caused to the third party such as providing directly identifying information about someone accused of abuse; (10) it includes sensitive personal information about individual third parties, unless the third party has already made this information public, for example, by publishing their own recovery story, or unless the third party is no longer alive. A story includes sensitive information about a third party if it clearly reveals their political or religious beliefs, mental or physical health conditions, sexual orientation or behaviors, or any offences committed or alleged to have been committed by them; (11) it reveals the adoption status of a third party, unless the third party has already made this information public; or (12) it raises any other unforeseen concerns, in which case this list of reasons for exclusion may be updated. Exclusion criterion 9 is included for predominantly legal reasons: the NEON Collection is hosted in the European Union (EU) and hence subject to the EU General Data Protection Regulations on personal information.

- Resolution of uncertainty: when making an assessment, there will be a bias toward the inclusion of a narrative. For example, inclusion criteria 2 is met if any rater can see strengths, successes, or survival in a narrative. If NEON researchers are uncertain whether a narrative meets all the inclusion criteria or exclusion criterion 1, 2, or 3, a final decision will be made by CSG. If the uncertainty is about exclusion criterion 4, 5, 7, 11, or 12, a final decision will be made by the NEON Chief Investigator. If the uncertainty is about exclusion criterion 6, 8, 9, or 10, an opinion will be sought from a legal representative approved by the study sponsor. Some forms of uncertainty can be resolved by asking the narrator for a short addendum to contextualize the narrative, but narrators are not required to submit this or may not be contactable, and hence final decisions may need to be made without it.
VOICES domain 4: control and collaboration around the NEON Collection

- Oversight: for the duration of the NEON program, the study sponsor will act as an auditor and may examine records relating to narrative consent. If use of the NEON Collection continues beyond the end of the study, an equivalent authority needs to be in place and approved by the study sponsor.
- Archiving and reinstatement: the NEON Collection can be temporarily archived (eg, at the end of the NEON program) and withdrawal requests cannot be met while it is archived. It can only be reinstated from the archive if a body with an equivalent status to a study sponsor is identified.
- Information about approvals: details of legal and ethical approvals for the NEON program and the NEON Collection will be displayed whenever narratives from the NEON Collection are used.

VOICES domain 5: ethical and legal considerations for the NEON Collection

- Documentation of consent: if a collection organizer wishes to offer narratives to the NEON Collection, they must confirm in writing that consent has been provided. This confirmation will be stored for audit purposes.
- Rights of collections: collection organizers have the right to withdraw any narratives that they have donated.
- Rights of the narrator: accepted narrators have a right to inclusion and publication of a short addendum. They might use this to illustrate how their life has changed since they created their narrative or to contextualize what was happening in their life at the time they wrote their narrative. All narrators have a right to withdraw a narrative. They can request withdrawal through a collection organizer if the narrative was donated from an existing collection or directly through the NEON Collection in all cases.
- Rights of third parties: third parties can request withdrawal, for example, if they assert that a narrator did not have capacity when they submitted a narrative, and each request will be individually assessed by the NEON CSG. To protect the right of narrators to have their story told, third parties do not have an automatic right to withdrawal.
- Processing of withdrawal requests: all narratives will be given a unique ID to aid withdrawal requests. Since some withdrawal requests may be malicious, such as an attempt by someone who is not the narrator to withdraw the narrative without due cause, in order to protect the rights of narrators and the existence of the NEON Collection, proof of identity may be required. Low-burden mechanisms will be provided to establish identity.
- Assertion of copyright breach: individuals can assert that a narrative has breached their copyright, and assertions of copyright theft will be processed in accordance with the European e-Commerce Directive 2000/31/EC [82].
- Expectations on recipients: to access narratives in the NEON Collection, a user must register an account and commit to not copying any material. This is because some individuals have donated narratives that are not published elsewhere.

VOICES domain 6: safety and well-being

- Safety of narrators: the NEON Collection will not edit or anonymize narratives that have been submitted because stories can be an economic and social resource for some narrators and because this may have intellectual property implications for the NEON program. If an individual donates their narrative to NEON, they will be provided with information about how the narrative will be used and encouraged to think about consequences of revealing their identity in a narrative, allowing them to make an informed choice about whether to be identifiable. They can submit identifying metadata (such as a story title that includes their name) if they wish.
- Safety of curators: when assessing narratives for inclusion, curators have the right to disengage from a narrative that distresses them, either temporarily or permanently, without providing a reason.

Knowledge Integration Activity 3: Harm Minimization Strategies

Several harm minimization strategies were identified and implemented in the NEON Intervention.

Strategy 1: Informed Consent

Potential participants were informed through a web-based participant information sheet about the potential harmful impacts listed in the NEON Impact Model (Figure 1). This allowed participants to make an informed choice about whether to participate in the study.

Strategy 2: Reflecting on Self-management

Before receiving the first narrative, participants received brief advice on how to handle difficult emotional responses to narratives. They were then asked to record self-management strategies that they find helpful to use when upset. This encouraged participants to apply their self-management strategies if needed when using the NEON Intervention. They can change the recorded strategies in the “About me” section of the intervention.

Strategy 3: Dealing With Emotional Distress

Participants were encouraged to use the “I’m upset” button if they become upset while using the NEON Intervention. This button is prominently available on all intervention pages and opens a webpage, providing access to four resources:

- A reminder of any self-management strategies they previously recorded.
- Evidence-based self-management resources organized into categories such as express yourself creatively, labeling your feelings, mindfulness, self-soothing, meditation, breaking up triggers, and distraction.
• Information about contacting a general practitioner, local mental health services, and the National Health Service (NHS) urgent and emergency care hotline.

**Strategy 4: Content Warnings**

INCREASE rates five sensitive issues: abuse or sexual violence, loss of life or endangerment to life, self-harm including eating disorders, violence or aggression and injustice, and prejudice and discrimination. As interpretation is needed in relation to some of these, compromising interrater reliability, INCREASE items relating to content warnings only will be independently rated a second time by a different rater. If either rater identifies a content warning as relevant, it will be included in the final INCREASE rating. If the INCREASE rating of a narrative indicates it deals with any of the five content warning issues, then all relevant content warnings are displayed before the presentation of the narrative. The participant must actively select to proceed to be presented with the narrative.

**Strategy 5: Proactively Blocking Categories of Narratives**

Participants have the ability to block categories of narratives. They can be blocked based on the modality or content. For modality, they have the option to block up to three of the four categories: text, audio, moving images, and static images. For content, they have the option to block any of the five INCREASE content warning categories: abuse or sexual violence, loss of life or endangerment to life, self-harm including eating disorders, violence or aggression and injustice, and prejudice and discrimination. Narratives in each blocked category are not considered for future presentation. The “About me” section of the website contains the option to unblock previously blocked categories of narratives.

**Strategy 6: Reactively Blocking Individual Narratives**

If a participant finds a narrative distressing, they can block it during or after its presentation. The narrative will be immediately hidden from them and will not be considered for future presentation. The “About me” section contains the option to unblock previously blocked individual narratives.

**Strategy 7: Easy Exit**

A button labeled “Get me out of here” is prominently provided throughout the intervention, which when pressed goes to a neutral webpage. This can be used if a participant feels overwhelmingly distressed and wants to quickly leave the intervention or if the interface is being accessed in a public setting and a participant does not want others to know about their usage.

**Research Study 1: Narrative Feedback**

The clinical and sociodemographic characteristics of the 40 participants included in this study are shown in Table 2.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female participant), n (%)</td>
<td>24 (60)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.4 (16.7)</td>
</tr>
<tr>
<td>Modality preference indicated, n (%)</td>
<td>28 (70)</td>
</tr>
<tr>
<td>Herth Hope Index, mean (SD)</td>
<td>31.1 (5.3)</td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
</tr>
<tr>
<td>Mood disorder</td>
<td>15 (38)</td>
</tr>
<tr>
<td>Schizophrenia or other psychosis</td>
<td>9 (23)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Personality disorder</td>
<td>8 (20)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Self-rated recovery trajectory, n (%)</td>
<td></td>
</tr>
<tr>
<td>I am recovered</td>
<td>1 (3)</td>
</tr>
<tr>
<td>I am living well</td>
<td>4 (10)</td>
</tr>
<tr>
<td>I am making progress</td>
<td>18 (45)</td>
</tr>
<tr>
<td>I am surviving day to day</td>
<td>17 (43)</td>
</tr>
</tbody>
</table>

Participants provided feedback on a total of 281 narratives, with a median of 7 randomly selected narratives (range 4-14) accessed per participant from a pool of 30 narratives.

For the 281 ratings of narratives, the mean ratings for connection to the narrative (mean 6.03, SD 2.77), connection to the narrator (mean 5.76, SD 2.80), and hope (mean 5.31, SD 2.63) indicated that the narratives had, on average, a neutral to small positive impact on participants in terms of connection and hope, as the chosen rating scales used a value of 5 to indicate a neutral impact. The distribution of narrative connection ratings for each of the 30 narratives is shown in Figure 2.
**Figure 2.** Ratings by participants (N=40) of connection to the narrative.

The distribution of narrator connection ratings for each narrative is shown in Figure 3.

**Figure 3.** Ratings by participants (N=40) of connection with the narrator.

σ = outlier, ⋄ = extreme outlier

The distribution of hopefulness ratings for each narrative is shown in Figure 4.
Figure 4. Ratings by participants (N=40) of hopefulness for each narrative.

There were no apparent floor or ceiling effects in narrative feedback. Narratives 12 (range 7-10) and 13 (range 6-10) were hope-promoting for all participants in the sample, and narrative 15 had the highest median hope rating of 8.0 (IQR 7-9.8). However, hope ratings were more widely distributed for the other 28 narratives, which were hope-promoting for some participants but hope-reducing for others. The order of presentation did not predict any of the three narrative feedback ratings, and hence, there was no evidence of fatigue effects. Collectively, these results provide no rationale for discarding the candidate narrative feedback questions evaluated in this study, but they indicate that narrative feedback might be used to tailor recommendations of narratives to individuals, given substantial variability among participants on feedback provided.

Research Study 2: Feasibility Testing
The clinical and sociodemographic characteristics of the 25 participants included in this study are shown in Table 3.
Table 3. Characteristics of participants of study 4 (n=25).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.3 (11.6)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>4 (16)</td>
</tr>
<tr>
<td>White</td>
<td>21 (84)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Sheltered employment</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Employed</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Retired</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Training or education</td>
<td>4 (16)</td>
</tr>
<tr>
<td><strong>Living situation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>8 (32)</td>
</tr>
<tr>
<td>With others</td>
<td>17 (68)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No qualification</td>
<td>2 (8)</td>
</tr>
<tr>
<td>O-levels, General Certificate of Secondary Education, or equivalent</td>
<td>3 (12)</td>
</tr>
<tr>
<td>A-levels, National Vocational Qualification, or equivalent</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Degree-level qualification</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Higher degree–level qualification</td>
<td>4 (16)</td>
</tr>
<tr>
<td><strong>Service contact, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No contact with any National Health Service</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Contact with my general practitioner only (self-reported)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Contact with my general practitioner and with IAPT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Contact with my general practitioner and a specialist mental health team</td>
<td>23 (92)</td>
</tr>
<tr>
<td><strong>Duration of service support in years</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>13.88 (9.45)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>10 (7-20)</td>
</tr>
<tr>
<td>Has ever been an inpatient, n (%)</td>
<td>10 (40)</td>
</tr>
<tr>
<td><strong>Current diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia or other psychosis</td>
<td>5 (19)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>9 (33)</td>
</tr>
<tr>
<td>Mood disorder</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Other (included ADHD&lt;sup&gt;b&lt;/sup&gt;, posttraumatic stress disorder, personality disorder, and autism)</td>
<td>9 (33)</td>
</tr>
<tr>
<td><strong>MANSA&lt;sup&gt;c&lt;/sup&gt; score</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.13 (1.01)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4.5 (3.58-4.67)</td>
</tr>
<tr>
<td><strong>CORE&lt;sup&gt;d&lt;/sup&gt;-10 score</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>18.84 (9.11)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>20 (13-23)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IAPT: Improving Access to Psychological Therapies, a mental health treatment program provided by the National Health Service in England

<sup>b</sup>ADHD: attention-deficit/hyperactivity disorder.
Follow-up interviews were conducted with 22 participants. One nonattending participant experienced a serious adverse event confirmed as unrelated to the study, and two were unavailable in the follow-up interview period due to significant life events.

**Study Objective 5 (Acceptability and Usability)**

Feedback during the baseline interview was broadly positive, and no participant indicated that trial procedures or the NEON Intervention as a whole was unacceptable. Some participants commented that the design of the site used a large amount of blue and white, giving it the feel of a UK-based NHS website, which had negative associations for some.

A summary of the feedback specifically relating to trial procedures, which was rated as unacceptable or less usable, is shown in **Textbox 3**.

**Textbox 3.** Identified issues relating to Narrative Experiences Online trial procedures.

<table>
<thead>
<tr>
<th>Identified Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant Information Sheet (PIS):</strong> the PIS was too long. The focus on information about possible harms felt excessively negative and off-putting. A plain English summary would be helpful.</td>
</tr>
<tr>
<td><strong>Informed consent form (ICF):</strong> recording initials in the ICF created anxiety about confidentiality for one participant.</td>
</tr>
<tr>
<td><strong>Demographics form:</strong> the small number of categories for ethnicity was perceived as discriminatory. Some participants wanted to know whether the demographic information would be used in the recommender system.</td>
</tr>
<tr>
<td><strong>Manchester Short Assessment of Quality of Life (MANSA):</strong> some items (eg, “How satisfied are you with your sex life?”) were personal, embarrassing, or uncomfortable to fill in, especially with a researcher present. Submitting the form and then pressing the back button displayed a blank MANSA form, so it was not clear whether the data were successfully submitted.</td>
</tr>
<tr>
<td><strong>CORE-10:</strong> several participants felt distressed by a question on suicidality, and one suggested the “I’m upset” button should be available from this form onward. A suggestion was made that items be rated 1-10 instead of 1-5 and not to reverse-score some items.</td>
</tr>
</tbody>
</table>

A summary of the feedback relating to the NEON Intervention is shown in **Textbox 4**.

**Textbox 4.** Identified issues relating to the Narrative Experiences Online Intervention.

<table>
<thead>
<tr>
<th>Identified Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Welcome to NEON page:</strong> this should be preceded by a message thanking the participant for completing the enrollment process.</td>
</tr>
<tr>
<td><strong>Useful information page:</strong> this page includes the text, “It is normal to have a range of strong emotional responses to stories.” This made the stories sound scary and made the participant feel abnormal if they did not have a strong emotional response.</td>
</tr>
<tr>
<td><strong>Initial information page:</strong> collects information about the participant for use in the recommender system and allows proactive narrative blocking): more explanation was needed about what this was for. It was not clear what role information would have in matching people to stories. It was difficult to understand the difference between this and the demographics form. Some participants felt they had already provided this information. The titles of content warnings were considered to be very blunt and might cause distress. To get to the Initial Information page, participants have to navigate a substantial number of prior pages without seeing any recovery narratives, some showing warnings about harm. This might cause them to doubt the value of recovery narratives.</td>
</tr>
<tr>
<td><strong>First story page:</strong> shows an initial recovery story selected to have no content warnings: it felt quite abrupt to suddenly encounter this story after so many pages of information and data entry. More information was needed about the narrator—there was no explanation as to why this particular story had been chosen.</td>
</tr>
<tr>
<td><strong>Narrative feedback questions:</strong> six participants found it difficult to separate the meaning of the two narrative feedback questions on the connection to the narrator or to the story. Several participants did not understand what the purpose of the narrative feedback questions was.</td>
</tr>
<tr>
<td><strong>“Get me out of here” button:</strong> in total, 15 out of 25 participants explicitly indicated that they liked the inclusion of a button with the named “Get me out of here”; 8 felt that the name was too dramatic and that a more neutral name such as “Quick exit” would be better.</td>
</tr>
<tr>
<td><strong>“I’m upset” page:</strong> a third option was missing—how to access informal peer support for someone who wants to talk to others but does not want to contact a formal service. Give information about the local crisis team.</td>
</tr>
<tr>
<td><strong>Content warnings:</strong> in total, 15 participants felt that these were a good idea to include, but 1 participant suggested all stories should have content warnings and 2 participants suggested that the current content warnings do not sufficiently capture eating disorders.</td>
</tr>
</tbody>
</table>

Regarding the acceptability of web-based voucher payments for trial participation, 15 participants indicated that this was acceptable, one indicated that web-based vouchers restricted choice, and one mistakenly thought that vouchers had to be spent on the web (when in fact web-based vouchers can be redeemed in a range of shops). In relation to usage prompts, answers included weekly reminders to check in, notifications of new stories, messages sent if the user had not logged in for a while, and messages thanking them for using the system. Messages could be sent by email or SMS text messages.

---

\(^c\)MANSA: Manchester Short Assessment of Quality of Life.  
\(^d\)CORE: Clinical Outcomes in Routine Evaluation.
Feedback in follow-up interviews about using the NEON Intervention was broadly positive, and some participants indicated that access to the interface had helped them with their mental health problems. Some participants wanted direct access to what they described as inspirational stories to help lift their mood when they were feeling low. A few participants lost their log-in details, which was a sufficient barrier that they stopped using the system despite the availability of a password reset option. Some reported enjoying access to stories but failing to find someone like them, indicating a need for more diversity in the NEON Collection.

To clarify the role of baseline data collection, a message was added to explain the purpose of each trial procedure.

To reduce usage barriers arising from losing log-in details, the informed consent form was added to explain the purpose of the information being collected to support trial demographics form) and a subtitle is provided to describe the role of this information in the trial procedures, a title is provided to describe the information on the forms, which states that the information is being collected to support trial evaluation only and will not be used for matching narratives to participants.

To support understanding of the data being collected in relation to trial procedures, a title is provided to describe the information that will be collected (eg, Information about you for the trial demographics form) and a subtitle is provided to describe the role of this information in the trial (eg, This information will help us understand who is taking part in our trials).

To reduce participant discomfort and allow the participant to complete web-based forms in private if they wish, the same message also indicates that some questions might be perceived as sensitive.

To address concerns about ethnicity, subcategories were added, consistent with ethnicity guidance from the United Kingdom Office for National Statistics [84].

To support understanding of the data being collected in relation to trial procedures, a title is provided to describe the information that will be collected (eg, Information about you for the trial demographics form) and a subtitle is provided to describe the role of this information in the trial (eg, This information will help us understand who is taking part in our trials).

To produce a final version of the NEON Intervention, the following six modifications were implemented based on the findings presented in this paper. These modifications were included in the NEON Intervention version deployed in the NEON trials [27].

1. Response rates to the narrative feedback questions were lower than anticipated. To reduce burden and hence potentially increase completion of narrative feedback data, the two questions on connection described in research study 1 were made optional and the interface was adjusted accordingly. The rating scale for all feedback was simplified to a 4-point scale, for example, hope was changed to −1 (less hopeful than before), 0 (no change), 1 (a bit more hopeful), and 2 (much more hopeful).

2. To reflect the NEON Impact Model, two optional narrative feedback questions on learning and empathy were added.

3. For participants who wanted support without involving formal mental health services, the “I’m upset” page was extended with information about online peer support services. Services were selected by the research team based on the NEON Collection.

Table 4. Narrative accesses calculated from logged data about prototype usage by participants (n=25).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Weeks 1-4</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total narratives accessed per participant</td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td>Range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>13.2 (10.7)</td>
<td>10.1 (7.6)</td>
<td>6.6 (3.8)</td>
<td>7.3 (7.6)</td>
<td>4 (1.4)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>9 (5-18)</td>
<td>7 (4-14)</td>
<td>6 (4-10)</td>
<td>5 (2-13)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td>Range</td>
<td>3-42</td>
<td>2-30</td>
<td>2-12</td>
<td>1-18</td>
<td>3-5</td>
</tr>
</tbody>
</table>

The mean number of unique narratives accessed was 9.2 (SD 6.3), with a median of 7 (IQR 4-13), which shows that participants accessed some narratives multiple times. Other key findings include that the function to select a random narrative was used, that usage reduces over the 4-week period, that no participant accessed all available narratives, and that narrative feedback was only provided for a third of the narratives accessed.

Modifications Made Following Research Study 2

Eight modifications to the trial procedures were implemented in light of the feedback collected through research study 2:

1. To reduce the length of the participant information sheet, some items were restructured to present summary text only, with the option to expand to complete the text if desired.

2. To allow anonymity, the informed consent form was modified to require yes or no responses rather than initials and to indicate that the person providing consent can use an email address that does not include their name if they wish. These changes are in keeping with the UK Health Research Authority guidance on seeking consent by electronic means [83].

3. To reduce usage barriers arising from losing log-in details, a participant can request that all necessary access details (ie, website address, email log-in, and chosen password) be sent to their email address as soon as they have given consent.

4. Short messages of a maximum of two paragraphs were added to explain the purpose of each trial procedure.

5. To clarify the role of baseline data collection, a message is shown before the presentation of the forms, which states that the information is being collected to support trial evaluation only and will not be used for matching narratives to participants.

6. To reduce participant discomfort and allow the participant to complete web-based forms in private if they wish, the same message also indicates that some questions might be perceived as sensitive.

7. To address concerns about ethnicity, subcategories were added, consistent with ethnicity guidance from the United Kingdom Office for National Statistics [84].

8. To support understanding of the data being collected in relation to trial procedures, a title is provided to describe the information that will be collected (eg, Information about you for the trial demographics form) and a subtitle is provided to describe the role of this information in the trial (eg, This information will help us understand who is taking part in our trials).
on features provided to support user safety, such as moderation of discussions and reporting mechanisms in the event of receiving abusive or inappropriate messages.

4. To address concerns about the blunt nature of the content warning systems and to clarify which content warning related to eating disorders, the titles of content warnings were updated. Final content warnings comprised the following: abuse or sexual violence; loss of life or endangerment to life; self-harm including eating disorders; violence or aggression; and injustice, prejudice, and discrimination.

5. To address the negative perceptions of some participants that the NEON Intervention looked like a UK NHS website, a study logo was produced using a color scheme that is distinctively different from that employed by the UK NHS and was integrated into the NEON Intervention. The color scheme adopted by the NEON Intervention was updated to match the logo.

6. To improve accessibility, the “Welcome to NEON” and “Useful information” pages were redrafted in collaboration with the NEON LEAP.

Discussion

Principal Findings

The NEON Impact Model developed through knowledge integration activity 1 guided the development of the NEON Intervention, including through informing the selection of narrative feedback questions and through the adoption of a mission to build a large, heterogeneous collection, given that this might increase opportunities for comparison, learning, and empathy for a diverse user base. The Impact Model is relevant to interventions that integrate recovery narratives. It might also guide the selection of recovery narratives by clinicians who integrate these into their practice, for example, by structuring discussions with clients as to which narratives might have the most positive impact.

The curation principles developed through knowledge integration activity 2 are grounded in the practical experience of building a substantial preliminary collection and reporting them supports the transparent management of a collection. This study demonstrates that the VOICES typology can be used as a guideline for collection reporting [24]. These principles can be adopted by other collections.

The experimental evaluation of preliminary narrative feedback questions presented in research study 1 provides evidence that these questions can be used as a mechanism to collect feedback on the impact of narratives, and findings on response rates collected in research study 2 have allowed their design to be refined by categorizing questions as optional or mandatory. The final set of questions may be used in other interventions that require narrative feedback. Research study 1 identified a small number of narratives that were hope-promoting for all in the sample but mostly confirmed our prior findings that narratives are not universally hope-promoting [36]. The study also identified substantial participant variability in response to most narratives, indicating the need to tailor narratives to the needs of participants.

The formal evaluation of a prototype of the NEON Intervention in research study 2 provides evidence that it is feasible to use this intervention in a clinical trial and has allowed for the refinement of intervention and trial procedures. Knowledge about the acceptability of web-based trial procedures designed for the NEON trials can inform the design of web-based trial procedures for other web-based interventions, particularly in relation to the selection of measures where we found evidence that measures designed for delivery on paper were associated with distress for some participants. Safety measures developed for the NEON Intervention in knowledge integration activity 3 might also be more generally applicable to other web-based interventions, particularly those presenting challenging materials.

The immediate clinical relevance of these findings is in informing the NEON randomized controlled trials [27]. The NEON Intervention has been finalized and is now (2020-2022) being evaluated in 3 randomized controlled trials that run in parallel and share the same digital infrastructure. Each trial is designed for participants who may or may not use mental health services and who may or may not choose to receive support from mental health workers in using the intervention.

The long-term generalizability of the findings includes the extension of the NEON Intervention from a mental health focus to (1) other clinical populations, including chronic disorders and palliative and end-of-life care, (2) other marginalized communities beyond health care who may benefit from access to narratives from their community, and (3) other languages and cultures. For any extension, the content of the NEON Collection will need to be widened, and such a program is currently underway to develop a multilingual repository of Indian mental health recovery narratives, called NEON Collection India.

Strengths and Limitations

The strengths of this study are the mixed methods design to systematically address design issues, the use of multiple groups of participants with diverse mental health problems and experiences of service use, the consistent involvement of people with lived experience of mental health problems at every stage (including the research team and the NEON LEAP), and the use of web-based prototyping to bring concepts to life to obtain ecologically valid feedback.

Limitations of this study include the use of a single regional site for recruitment, the absence of a structured design approach such as the Double Diamond methodology of the Design Council, and the absence of testing of the final version of the trial procedures and NEON Intervention. This last limitation is being addressed through an internal pilot in the NEON Trial.

Comparison With Prior Work

Given that sharing a recovery narrative is a core component of the work of peer specialists [14], the NEON Impact Model might be compared with models created to describe the impact of peer workers. Gillard et al. [85] have identified that change comes about through a peer worker (1) building trusting relationships based on shared lived experience, (2) role modeling individual recovery and living well with mental health problems,
and (3) engaging service users with mental health services and the community. These are more relational mechanisms than our own mechanism of reflecting on personal experience, presumably due to the recorded nature of recovery narratives that are being received. Synthesizing partial models presented in prior NEON studies [1,36,38] has enabled us to develop a more comprehensive understanding of what can be learned from recovery narratives and what might moderate the impact of narratives.

The variation in feedback received against individual narratives, with some participants finding the same narrative hope-promoting and others finding it pessimism-promoting, suggests a need for the tailoring of narrative selection to the needs of individuals and validates the choice of a recommender system. The need to tailor digital interventions to recipients has long been recognized in health research, including in studies on stroke rehabilitation technologies [80]. Alankus et al [86] selected a target technology (rehabilitation gaming) and systematically demonstrated how to select properties of the technology that might be tailored. During the NEON trials, logging data will be collected from the recommender system, and an analysis of these data should reveal effective approaches to tailoring narrative selections to trial participants.

Conclusions

Recorded mental health recovery narratives can be integrated into web-based interventions, and it is feasible to conduct an evaluation of such interventions in a clinical trial.
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Abstract

Background: Care personalization is key to the well-being of people with dementia according to person-centered care. With the development of the internet of things, a large quantity of personal data can be collected securely and reliably, which has the potential to facilitate care personalization for people with dementia. Yet, there are limited assistive technologies developed for this purpose, and the user acceptance of assistive technologies is low in nursing homes. Therefore, through a data-enabled design approach, a digital platform was developed for helping the care team in a nursing home to personalize dementia care, specifically in the management of behavioral and psychological dementia symptoms.

Objective: This study aimed to evaluate the digital platform in a real-life context with potential users from the following two aspects: (1) to explore if the digital platform could help with generating insights on the current state of each person with dementia and (2) to gather feedback on the digital platform from the care team.

Methods: The digital platform was deployed in the nursing home for 7 weeks and the data collected were visualized and presented to the care team via the digital platform. The visualizations were analyzed by the researchers for pattern detection. Meanwhile, the care team was asked to examine the visualizations and were interviewed for the following: (1) if any insights and actions were generated from the examination, (2) the usefulness of the digital platform, and (3) the improvements they would like to see.

Results: The data collected on the digital platform demonstrated its potential for pattern detection. Insights were generated by the care team and categorized into “client level,” “ward level,” and “team level.” The corresponding actions taken by the care team were classified into “investigation” and “implementation.” User acceptance varied across the care team, and three aspects of improvement for the digital platform were identified.

Conclusions: By evaluating the digital platform, this study gained insights on applying data-enabled design for personalizing dementia care; besides, it offers future researchers some recommendations on how to integrate assistive technologies in the nursing home context.

(JMIR Form Res 2021;5(5):e25705) doi:10.2196/25705
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Introduction

Background

Dementia has physical, psychological, and social impacts on affected people, their caregivers, and their families, and it is an economic burden to the society at large [1]. The “person-centered” perspective on dementia care was introduced in care practice by Kitwood [2], where “in addition to neurological impairments, the personality, past experiences, health, and other aspects of the person with dementia also influence how the person will behave.” Inspired by Kitwood’s theories, researchers in dementia care have been exploring how to manage Behavioral and Psychological Symptoms of Dementia (BPSD) in a person-centered manner [3-6].

Over 80% of people with dementia will develop BPSD during the course of their disease [7], and 90% of people with dementia living in nursing homes exhibit BPSD [8]. BPSD contribute to the most stressful, complex, and costly aspects of dementia care, which commonly result in poor health outcomes for people with dementia [9]. Personalization is a key element of the person-centered care approach [10], and most of the current practices accommodate the past experiences, hobbies, capabilities, and preferences of people with dementia in developing personalized care plans [11,12]. However, some of these capabilities, behaviors, personalities, and preferences of people with dementia could change over time as dementia progresses [13]. We propose that these changes should be monitored and considered for providing a holistic approach to personalized BPSD management. We argue a personalized care plan can only be helpful when it is up to date. Yet, it takes time and effort for care teams to notice and adapt to some of these changes given their high workload [14]. Recent research has been investigating the potential of data-driven assistive technologies in care personalization.

Related Work

Over the years, low-cost sensors, wearables, electronic health records, and artificial intelligence have been deployed in the health care setting to collect and analyze data about an individual in terms of his/her physical condition, living environment, lifestyle choices, etc [15]. Researchers hypothesize that these data could help health care professionals to make better and more timely decisions for each patient and hence allow the care received by the patient to be personalized and continuous rather than general and episodic [16]. Collectively, data-driven care personalization is made possible by assistive technologies that can integrate the data and best care practices for health service delivery [17]. A global agenda for personalized telehealth has been proposed [18].

Previous attempts have explored the application of data-driven assistive technologies in the field of cancer care [19], physiotherapy [20], cardiovascular disease [21], and elderly care at home [22]. Conversational agents [23] and data visualizations [19] are being developed for facilitating the interactions between the technologies and their users. However, few studies have investigated this type of assistive technology in personalizing dementia care. The adoption rate of assistive technologies for dementia care in nursing homes has been low.

A scenario-based survey study found that caregivers think assistive technologies have not been tailored to their needs and concerns [24]. Similarly, a systematic review identified that the acceptance of assistive technologies is low without users’ input during its development process [25]. Therefore, a main reason for the low adoption has been identified to be the lack of understanding regarding the interactions between the technology and the people involved.

Research Context

In our prior work, we involved the care team from a Dutch nursing home and developed a digital platform for personalizing BPSD management via a data-enabled design approach. Data-enabled design is about using quantitative data from sensors and qualitative data from users in the field as creative design material to inspire and inform the design process [26]. These data can be highly personalized for an individual. We, therefore, hypothesize that data-enabled design offers an approach to transform these personal data into valuable up-to-date insights about each person with dementia for the care team and hence can facilitate the care team in personalizing BPSD management holistically. The digital platform was then developed for visualizing and presenting the combination of quantitative and qualitative data to the care team and was evaluated in the ward for 15 days. A detailed description of this digital platform can be found in a previous report by Wang et al [27].

We positioned this digital platform as an assistive technology to facilitate the care team in personalizing BPSD management. Studies from the perspectives of care research [28,29], anthropology [30], and gerontology [31] have pointed out that understanding the interplay between the technology and the context (eg, users) to which it is introduced early on could help in the integration of the technology for regular use in the future. Therefore, this study was conducted to explore the effects of the digital platform as an assistive technology on the facilitation of personalized BPSD management in the daily care practice in a nursing home for a longer period of time. This is a qualitative study with the focus of researching the user experience of a care team in using the digital platform.

Aims

This study aimed to (1) explore if the data visualizations of the digital platform could help with generating insights into the current state of each person with dementia and (2) gather feedback on the digital platform from a care team after deployment in a nursing home for a longer period of time. In this way, it builds on our preceding work by investigating the interplay of the digital platform and the care team in a longer time frame to explore the opportunities and challenges for personalizing BPSD care with assistive technologies in a real-life context among potential users.

Methods

Study Setup

In our prior study, an Indoor Positioning System (IPS) was deployed in one of the nursing home sites of Zorggroep Elde Maasduinen in the Netherlands to collect continuous location data.
data from the residents and the professional caregivers (hereafter the caregivers). Zorggroep Elde Maasduinen is a large-scale organization for the care of older adults in the south of the Netherlands [32], with multiple sites throughout the south of the Netherlands. This study was performed in a nursing-home site in Boxtel, which has a special ward (the Oleander) for caring for residents exhibiting BPSD. This ward is a specific ward for assessing the behaviors of people in the later stages of dementia (from moderate to late stages), who exhibit BPSD, with the aim to find an intervention for these symptoms for each individual person with dementia so that, in time, the person with dementia can return to one of the regular dementia wards in the nursing home.

The Oleander was selected to be the development site of the digital platform since it offers a typical case of BPSD management in an institutional setting. The IPS was hence deployed in the Oleander with the consent of all the legal representatives of all the residents and all care team members. Contextual information concerning the culture of the nursing home, the ward ambiance of the Oleander, and the working structure of the care team is provided in Multimedia Appendix 1. There were 10 residents living in this ward, and the care team regarded each resident as a unique individual. In order to understand the user experiences of the residents and the care team with the use of the digital platform in-depth, the minimum sample size for this study was three people with dementia (given our budget limit).

The study protocol was approved by the Human Research Ethics Committee of Delft University of Technology and the Board of Directors of Zorggroep Elde Maasduinen (see Multimedia Appendix 2 for the ethics approval letters of Delft University of Technology and Zorggroep Elde Maasduinen). Since this study involved collecting location data from people with dementia and caregivers, written informed consent was obtained from the caregivers and from the legal representatives of the people with dementia.

Location data are collected because, among all types of sensor data, this type has been used for monitoring BPSD and is recognized as central to the context of BPSD management [33]. Specifically, not only movement patterns but also other relevant parameters (eg, traveled distance and interaction time with others) could be derived from location data. Both caregivers and residents who participated were given tags since the digital platform was designed with the intention to record the interaction times between caregivers and people with dementia. This interaction time was defined as when and for how long caregivers interacted with people with dementia per day. We programmed the IPS so that a physical distance between two tags of less than half a meter for more than 1 minute was registered as an interaction.

For each resident, several other parameters specific to the daily routine and behavior of the resident were derived from the location data collected (eg, traveled distance, traveled trajectory, and duration of stay). Meanwhile, qualitative data about each resident (eg, daily report) were collected to contextualize the location data. How might the digital platform help with personalized BPSD management is illustrated with a few envisioned scenarios in Figure 1.

![Figure 1. Four envisioned scenarios where the digital platform could help with personalized BPSD (Behavioral and Psychological Symptoms of Dementia) management.](https://formative.jmir.org/2021/5/e25705/fig1.png)
Study Design

In this study, a longitudinal design was employed. As demonstrated in the previous section, evaluating the digital platform for BPSD management in the Oleander constituted a macro case study. Within the macro case study were nested micro case studies, and each micro case study was about one person with dementia. The sampling strategy of this study was a combination of typical case sampling and criterion sampling. Regarding typical case sampling, a broad consensus about what is typical was achieved via a discussion involving the research team and care team. All 10 residents in the Oleander were identified as exhibiting typical BPSD. Within these residents, the legal representatives of eight residents with dementia signed the consent form. Three residents showed signs of dislike toward the tags, and they were excluded from the study. Two participants dropped out later because of signs of dislike toward the tags. Thus, three participants completed the study, resulting in three micro case studies. The three people with dementia were two females and one male. Moreover, one had vascular dementia, one had Lewy body dementia, and one had Alzheimer disease. Based on the information from the care team, all three people with dementia were in the later stages of dementia, as supported by their Mini-Mental State Examination scores. Basic information about these three people with dementia can be found in Multimedia Appendix 3. As for criterion sampling, having a direct influence on the care plan of each person with dementia was considered to be the inclusion criterion. For each person with dementia, the responsible caregiver of the person with dementia, the ward doctor (hereafter doctor), the ward psychologist (hereafter psychologist), and the ward dietitian (hereafter dietitian) had direct influences on the care plan. In addition, the ward manager (hereafter manager) was considered to have a direct influence on the care plans because of participation in multidisciplinary meetings for care plan updates. All members of the care team who met the criterion were approached, and all of them consented to participate in the study. Therefore, each micro case study included the person with dementia and his/her responsible caregiver, doctor, psychologist, dietitian, and manager. The sample size was considered to be adequate for this constructivist qualitative research, where a new, deep, and nuanced understanding was aimed to be gained on personalizing BPSD management with a data-enabled design [34]. The study procedure is illustrated in Figure 2.

Figure 2. Study procedure.

Specifically, in week 1, an introduction was given to the participants, and the IPS was tested for its functionality. In weeks 2 to 8, the residents and caregivers wore tags for collecting their location data in the ward in everyday life. The caregivers wrote daily reports and gave a color code on the perceived stress levels of the people with dementia (ie, stress rating). For minimizing the workload of the care team, these tasks were designed to be as close as possible to the working routine of the care team. As for the daily report, it was part of the working routine of the care team. The daily report usually recorded when and where the person with dementia got stressed, what did he/she do, and what did the caregiver do to reduce his/her stress. Once a report was written, caregivers could select a category for the report to be uploaded to the system (eg, physical health and mental health). These reports were shared with other members of the care team, which could sometimes result in additional remarks and editing. The stress rating was done with the Crisis Development model.
Crisisontwikkelingsmodel in Dutch) [35], which is a standardized assessment tool used in several Dutch nursing homes for rating the stress levels of the residents, and each member of the care team was trained to use it. This model divided the stress level of a person into green, yellow, orange, and red, indicating no stress (green) to high stress (red). The care team recorded and categorized the effective measures carried out to help a resident relax at different stress levels on a so-called signal plan. Each resident had a personalized signal plan. Based on the signal plan, the behaviors of the residents acted as signals for their stress levels. The care team could then react by adjusting the interaction style and environment for each resident according to the signal plan to reduce the stress for the resident. This way of working has been found to be helpful by the care team. Before the development of the digital platform, the care team did not explicitly record the stress of a resident over time. During this study, the caregivers were instructed to conduct the stress rating. The frequency of stress rating changed to every half an hour in this study (the previous frequency was once per day [27]) as the caregivers found that the stress levels of people with dementia usually change drastically over the day. The quality of data was checked weekly, and technical support was provided when needed.

In week 9, both quantitative and qualitative data were visualized on the digital platform. Since this study spans a longer period of time, new types of visualizations were created on the digital platform for conveying the large amount of collected data effectively. Once the visualizations were done, a notification was sent to the caregivers to start the data examination. This is because the user scenario adopted was as follows: “the responsible caregiver examines the visualizations and discusses his/her findings with other team members in a care plan meeting” (refined based on a previous study [27]). Hence, the data visualizations were developed for caregivers to do the first round of data examination, and feedback on the digital platform from the whole care team was gathered. The term “examine” was used in referring to the caregiver’s and care team’s inspection of the data so as to reserve the term “analyze” for the researchers and algorithms. In week 10, both the researchers and care team studied the visualizations with different goals. While the goal of the care team was to uncover insights about people with dementia via a combination of quantitative and qualitative data, the goal of researchers was to investigate if behavioral patterns of people with dementia could be identified with the quantitative data (ie, the availability and utility of the data) and check with the care team about the identified patterns afterward. In week 11, individual interviews were carried out with the responsible caregiver of each person with dementia, doctor, psychologist, dietitian, and manager. The doctor, psychologist, dietitian, and manager were interviewed three times, and each time, they were interviewed specifically about each individual person with dementia. This led to 15 interviews (ie, five interviews per person with dementia). The participants involved in the study are shown in Table 1.

<table>
<thead>
<tr>
<th>Data collection</th>
<th>Number of participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>People with dementia</td>
<td>3</td>
</tr>
<tr>
<td>Caregivers</td>
<td>12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data examination</th>
<th>Number of participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caregivers</td>
<td>3</td>
</tr>
<tr>
<td>Doctor</td>
<td>1</td>
</tr>
<tr>
<td>Psychologist</td>
<td>1</td>
</tr>
<tr>
<td>Dietitian</td>
<td>1</td>
</tr>
<tr>
<td>Manager</td>
<td>1</td>
</tr>
</tbody>
</table>

Data Collection

The categories of data collected and their collection times in this study are summarized in Table 2. Precisely, some background information about each person with dementia was collected at the beginning of the study. The IPS data, daily reports, and stress rating of each person with dementia were collected from weeks 2 to 8. Lastly, the interviews were conducted at the end of this study and transcribed verbatim. The setup of the location data collection in the ward is shown in Figure 3.
Table 2. Details of collected data in the study.

<table>
<thead>
<tr>
<th>Category of data</th>
<th>Collection time</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background information</td>
<td>At the beginning of the study</td>
<td>Age, gender, basic clinical background, and typical behaviors of people with dementia</td>
</tr>
<tr>
<td>Indoor positioning system data</td>
<td>Continuous daytime collection from weeks 2 to 8</td>
<td>Location of people with dementia and caregivers</td>
</tr>
<tr>
<td>Daily reports</td>
<td>Once or a few times per day from weeks 2 to 8</td>
<td>Perception about when and where did the person with dementia get stressed, what did he/she do, and what did the caregiver do to reduce his/her stress</td>
</tr>
<tr>
<td>Stress rating</td>
<td>Every half an hour during the waking time of the residents from weeks 2 to 8</td>
<td>Perception of caregivers about the level of stress expressed by the person with dementia (color code used from low to high stress: green, yellow, orange, and red)</td>
</tr>
<tr>
<td>Feedback on the digital platform</td>
<td>At the end of the study</td>
<td>Semistructured interview on discovered insights and corresponding actions (if any), usefulness, and desired improvements of the digital platform</td>
</tr>
</tbody>
</table>

Figure 3. Set-up of location data collection in the ward (locations of the sensors are marked yellow on the map, and the data collected are sent to the server in the office via Wi-Fi gateways).

Data Analysis

Overview

Three analyses were performed to fulfill the research goals outlined above. The first analysis examined the availability and utility of the data collected by the digital platform. The second analysis investigated what types of insights and actions, if any, could be generated by the care team via using the digital platform. The third analysis studied the perceived usefulness and desired improvements regarding the digital platform.

Concerning the transferability of this study, we followed the strategies by Polit and Beck [36], which recommend that a sufficiently detailed description of the context is needed for the study results to be meaningful to other researchers. Transferability is defined as “the degree to which the results of qualitative research can be transferred to other contexts or settings with other respondents” [37]. Describing not only the study results but also their context could help the study results become meaningful to an outsider [37]. Hence, basic information about the nursing home where the research was conducted and a description of the three people with dementia are provided in Multimedia Appendix 1 and Multimedia Appendix 3, respectively.

Analysis 1: Data Availability and Utility

The aim of this analysis was to determine whether the digital platform could collect adequate data for the intended purpose of identifying behavioral patterns. With “adequate,” we implied the amount of data that could enable behavioral patterns to be revealed via visual inspection. Visual inspection, sometimes referred to as visual analysis, is the most widely used and recommended method for interpreting single-subject data [38,39]. This method involves the researcher analyzing the data visually, which allows for a holistic evaluation for understanding the idiosyncrasies present in the data for each subject [40]. The amount of data collected depends both on the technical functioning of the IPS and the participants’ adherence (ie, keeping the tags charged and connected, and wearing the tags correctly).

The researchers examined the data availability by checking the proportion of the study period for which data were available for each person with dementia. Visual inspection was then applied to identify whether behavioral patterns could be revealed for each person with dementia. If behavioral patterns were found,
these findings would be validated with the care team. Three

types of visualizations were created in the end, namely, tile

plots (example in Figure 4), combined plots (example in Figure

5), and mapping plots (example in Figure 6). Only tile plots

were used for the purpose of visual inspection (the guide for

visual inspection and the validation process with the care team

can be found in Multimedia Appendix 4).

Figure 4. Movement distance in the corridor for participant 1 from April 1 to May 20, 2020, for each day in the daytime (tile plot).

Figure 5. Duration of stay for participant 2 in all possible rooms in the ward per day in the daytime and corresponding daily report (combined plot).
Analysis 2: Types of Insights and Actions
The aim of this analysis was to explore what types of insights and actions, if any, could be generated by the care team from using the digital platform. To prepare the caregivers for the data examination, we sent them an email with a link to the three types of visualizations and instructions. The caregivers were asked to examine the data individually, and after that, they provided their insights at the care plan meetings. In this way, the insights were discussed within the care team. The caregivers were notified that they could contact the research team if any questions arose during the examination process. Being involved in developing the digital platform previously, the care team has gained experience in this type of data examination.

During the interview, each interviewee was asked if he/she had identified any insights from data examination and, if so, whether he/she would take any actions based on the insights. The interview guide can be found in Multimedia Appendix 5. Based on thematic analysis of the interview transcripts, GW and AA categorized the types of insights and actions into themes according to the six-step guidance by Braun and Clarke [41].

Analysis 3: Usefulness and Future Improvement
The aim of the third analysis was to evaluate the perceived usefulness of the digital platform by the care team. During the interview, each interviewee was asked if this digital platform was useful to his/her work and what could be improved. The interview guide can be found in Multimedia Appendix 5. Thematic analysis was conducted by GW and AA following the same guidelines as in Analysis 2.

We acknowledge that people with dementia were among the key stakeholders in this project. Since the people with dementia were in the later stages of dementia, we chose not to involve them in data examination and interviews. Instead, we involved care team members as they evaluated and monitored the current physical and emotional states of the residents daily and responded to their needs. All this information contributes to the personal care plan. For the people with dementia, their data were collected and studied, and the generated insights were shared with the care team and hence contributed to a timely update of their personal care plans. Given that dementia is progressive, receiving up-to-date care is essential for the well-being of people with dementia. In this way, people with dementia can benefit from participating in this project.

Results
Data Availability and Utility
The researchers analyzed whether location data collected over a longer period of time could reveal any behavioral patterns of people with dementia, such as trends and fluctuations in measured parameters within a day or over days. After the improvement of the tag design, the amount of missing data was reduced in comparison to the preceding study. However, there were still cases where no data were collected for a whole day. For example, two days of data were missing over the 7-week period for participant 1, as shown in Figure 4 (May 14 and May 20, 2020). Four days and three days of data were missing for participants 2 and 3, respectively. The missing data were mainly associated with the incorrect use of tags by the caregivers (ie, placing the tag on the wrong person or forgetting to charge or use the tags). Compared with a preceding study, the amount of missing data decreased [27]. Specifically, 3 days out of 7 weeks (on average) contained missing data in this study. In contrast, 7 days out of 15 days contained missing data in the preceding study [27].

It seems that the missed data did not inhibit the potential for identifying behavioral patterns via visual inspection. To illustrate, we present a tile plot of the location data for participant 1 from April 1 to May 20, 2020, in Figure 4. Specifically, this figure visualizes the movement distance of this person with dementia in the corridor each day in the daytime, where the color intensity corresponds to the movement distance (ie, light color: short distance; dark color: long distance). From Figure 4, participant 1 was found to have a longer movement distance in the corridor in April than in May and rarely moved in the corridor around noon (which corresponds to lunch time).

In general, this visualization in Figure 4 is representative of all three micro case studies in terms of the availability and utility.
of the location data (more tile plot examples can be found in Multimedia Appendix 6). The data collected over this period of time were adequate for behavioral patterns to be identified via visual inspection, despite some missing data. When discussing with the care team, we found that the daily patterns were usually within the expectations of the care team, mostly because they coincided with the daily routines of the participants (e.g., the care team expected participant 1 to be in the living room at lunch time). In summary, the daily patterns uncovered about each person with dementia validated the experience and knowledge of the care team. Yet, the trends and periodic patterns over the days were usually new insights to the care team (e.g., the care team did not know the total movement distance of participant 1 decreased over time).

In addition to tile plots, two more types of visualizations were also developed. The combined plot presented the daily reports and daily location data of the person with dementia side by side, as shown in Figure 5. Specifically, Figure 5 shows the duration of stay of participant 2 in all possible rooms in the ward each day, and clicking a data point on the graph provides the exact value of the duration of stay and the daily reports of this corresponding date. The main utility found for visualizing the duration of stay and daily reports together was to identify when the participants were under stress and what was done to reduce their stress. From previous research, we know that people with dementia might be sent back to their bedrooms if they are showing symptoms of stress, since there is a common belief within the care team that reducing the number of stimuli could help one to reduce stress, and the bedroom is regarded to have fewer stimuli than the rest of the ward. The daily reports normally recorded what happened and what was done around the stress moments.

The mapping plot presents the location data of all participants in their movement trajectories in the ward every hour in the daytime, as shown in Figure 6. For this visualization, on selecting a specific participant’s location trajectory, the trajectory of the selected person is highlighted, with all other participants’ trajectories visible in the background. The main utility found for this visualization was to identify if any person with dementia exhibits unique movement patterns spatially. From Figure 6, participant 3 was found to walk in circles when in the bedroom alone, which the care team indicated as insightful. The care team wondered if participant 3 was looking for a way out. From past experience, they know that participant 3 tends to walk when under stress, and this visualization made them realize that participant 3 walked in the room for a while after being sent to the room for relieving stress. This type of visualization was created since the care team had expressed that they would like to know the exact locations (e.g., where in a room) and movement trajectories of the residents to uncover detailed movement patterns [27].

Types of Insights and Actions

Types of Insights

The reported time spent on data examination ranged from 0.5 to 1.5 hours. Twenty-nine insights were generated by the caregivers, the doctor, the psychologist, and the dietician based on their interpretation of the data visualizations. The manager did not find any insights. These insights were grouped into 13 subthemes that are under three themes. The first theme, client level (the care team refers to residents as their clients), includes (1) day structure according to care plan, (2) moments of unrest, (3) unusual movement trajectory, (4) behavior change over time, (5) physical activity over time, and (6) effect of medication. The second theme, ward level, includes (7) interaction with caregivers, (8) interaction with other people with dementia, and (9) dining environment. The third theme, team level, includes (10) more detailed reports, (11) tag usage, (12) behaviors of caregivers, and (13) workflow. These themes and subthemes of insights are presented in Table 3, with each theme illustrated by an example quote. A detailed analysis of all the interviews can be found in Multimedia Appendix 7.
<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>Example quotea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Client level</strong></td>
<td></td>
</tr>
<tr>
<td>Day structure</td>
<td>“He has a day structure, in which he goes to the toilet two times a day around 11 am and 3 pm. From the data, sometimes he goes to the toilet once, and sometimes he does not go to the toilet at all. Because of his agitation, he forgets to ask to go to the bathroom, and then we might forget about it too.” [Caregiver 1] (mapping plot + stress rating)</td>
</tr>
<tr>
<td>Moments of unrest</td>
<td>“He more often gets agitated in the afternoon than in the morning. I think maybe after lunch; he starts to think about the next step; he cannot wait to have something to eat. Sometimes he asks for food; sometimes, he asks what are we going to do next? He is a bit bored in the afternoon.” [Caregiver 1] (tile plot + daily report)</td>
</tr>
<tr>
<td>Unusual movement trajectory</td>
<td>“I see his usual pattern from his room to the living room and to the kitchen. There has been one time to the back of our ward. Why? I don't know, but that’s not the route he usually takes. Yeah.” [Caregiver 3] (mapping plot + daily report)</td>
</tr>
<tr>
<td>Behavior change over time</td>
<td>“It seems that the connection (between restlessness and stress) is no longer there … perhaps his stress manifests itself less in movement and more in shouting. So, the restlessness has moved from motor to verbal. That is something I know from experience.” [Doctor] (tile plot + stress rating)</td>
</tr>
<tr>
<td>Physical activity over time</td>
<td>“You can see that in the morning he is more active. And during the day his walking distance gets less.” [Caregiver 3] (combined plot)</td>
</tr>
<tr>
<td>Effect of medication</td>
<td>“He has medication at 8 am, 12 pm, 5 pm. When he is restless, he gets extra antipsychotic medicine. I sometimes noticed the medicine is effective and sometimes not.” [Caregiver 1] (combined plot)</td>
</tr>
<tr>
<td><strong>Ward level</strong></td>
<td></td>
</tr>
<tr>
<td>Interaction with caregivers</td>
<td>“It strikes me that he is relatively alone when he goes back and forth (in the corridor). Except at 5-6 pm when there is care routine, and he is (with somebody and) keep moving back and forth (in the corridor).” [Doctor] (mapping plot)</td>
</tr>
<tr>
<td>Interaction with other people with dementia</td>
<td>“Most of the time, I would like to see my clients only (in the digital platform), but sometimes when my clients interact a lot with other clients, then it’s also sometimes useful to know what other clients are doing.” [Dietitian] (mapping plot)</td>
</tr>
<tr>
<td>Dining environment</td>
<td>“I wonder what they have been doing during mealtime? Because some people I don’t see in the living room (where the meal is served). It would also be nice if there is some quiet time around mealtime because when there’s a lot of distraction, some people forget to eat or go walking.” [Dietitian] (mapping plot)</td>
</tr>
<tr>
<td><strong>Team level</strong></td>
<td></td>
</tr>
<tr>
<td>More detailed reports</td>
<td>“Sometimes even when a high stress level is recorded for the client, there is no corresponding daily report to explain what happened.” [Psychologist] (combined plot)</td>
</tr>
<tr>
<td>Tag usage</td>
<td>“If I look at 3rd May, yeah, I think he had his tag put on only at 11:30. Sometimes, on 14th May, he doesn’t have it (the tag) with him at all.” [Caregiver 3] (tile plot)</td>
</tr>
<tr>
<td>Behaviors of caregivers</td>
<td>“I am also impressed by the distance traveled by the care staff … the staff is “more restless” than the residents. What’s normal? I find it interesting to reflect on that with the team.” [Doctor] (mapping plot)</td>
</tr>
<tr>
<td>Workflow</td>
<td>“It also gives me insight about all our daily things. And that’s I think that my colleagues they are…that they are more interested to see this.” [Caregiver 3] (mapping plot + daily report)</td>
</tr>
</tbody>
</table>

aThe main data sources on which the insights were based are presented in parentheses after each example quote.

**Types of Actions**

Except for the manager, the rest of the care team participants wanted to take some actions based on the insights they uncovered. Their intended actions were grouped into six subthemes that are under two themes. The first theme, investigation, includes (1) discuss causes behind insights, (2) monitor day structure, and (3) evaluate changes in care plan. The second theme, implementation, includes (4) change in care plan, (5) work practice, and (6) prediction. These themes and subthemes of actions are presented in Table 4, with each theme illustrated by an example quote. A detailed analysis of all the interviews can be found in Multimedia Appendix 7.
Table 4. Types of actions based on the insights generated.

<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Investigation</strong></td>
<td></td>
</tr>
<tr>
<td>Discuss causes behind insights</td>
<td>“I see this client moves a lot when he is in high stress level around 3 pm; we don't know what is going on, maybe because he wants to go to the bathroom, or he has nothing to do. It is a signal that things are not OK for him; hopefully, we can find reasons for this.” [Psychologist]</td>
</tr>
<tr>
<td>Monitor day structure</td>
<td>“This allows us to see what has or has not already been offered in a day. This is easy to look back.” [Caregiver 2]</td>
</tr>
<tr>
<td>Evaluate changes in care plan</td>
<td>“We decided…to let him go to bed earlier. And I hope when we see a new view (visualization) then I can see a difference in that (stress rating). To get to know if it’s helpful for him.” [Caregiver 3]</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td></td>
</tr>
<tr>
<td>Change in care plan</td>
<td>“We should bring him to the bathroom twice a day; this could help him to relax. I will discuss with my colleagues and update the care plan on this.” [Caregiver 1]</td>
</tr>
<tr>
<td>Work practice</td>
<td>“There should always be a caregiver in the living room when he is in the living room. He doesn't like to be alone.” [Caregiver 1]</td>
</tr>
<tr>
<td>Prediction</td>
<td>“From the data, I know when the client is more likely to get tense. Previously, I only observe their behaviors to get to know if he is tensed or not. It is predictive.” [Caregiver 3]</td>
</tr>
</tbody>
</table>

Usefulness and Future Improvement

Usefulness

The feedback of the care team participants on the usefulness of the digital platform for their work was categorized according to their professions. Their feedback is summarized in Table 5 with example quotes. A detailed analysis of all the interviews can be found in Multimedia Appendix 7.

Table 5. The perceived usefulness of the digital platform.

<table>
<thead>
<tr>
<th>Profession</th>
<th>Perceived usefulness</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caregiver (n=3)</td>
<td>Provide evidence for discussion and for confirming feelings</td>
<td>“It is nice that we use the data as the evidence when we discuss what we see with the doctor and psychologist.” [Caregiver 3]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“The data are confirmations of our feelings towards the client.” [Caregiver 2]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I feel they are a confirmation about what I already knew.” [Caregiver 1]</td>
</tr>
<tr>
<td>Doctor (n=1)</td>
<td>The insights are useful, but more scientific evidence is needed</td>
<td>“I think it is getting better and better. The clinical relevance is still complicated; for each client, we can do something with that, but for a scientific basis, not only a feasibility study but also a real clinical study is needed.”</td>
</tr>
<tr>
<td>Psychologist (n=1)</td>
<td>Triangulate subjective report of the caregivers with collected data</td>
<td>“For me, since I am not in the ward myself, I normally talk with the caregivers; it is good to see how often he is in stress (from the visualizations),”</td>
</tr>
<tr>
<td>Dietitian (n=1)</td>
<td>Need more data related to food and dining</td>
<td>“It tells me where the person is, how long the person stays there. So, it gives some data for me. Yes. And stress. But it doesn't mean a lot for the dietitian. It doesn't say a lot about food; it is more about what's being done.”</td>
</tr>
<tr>
<td>Manager (n=1)</td>
<td>Digital platform is not helpful for my work</td>
<td>“Is it helpful for my work? not so much, because if I must put a conclusion, I have to have more data, more in an overview … I couldn’t draw any conclusions from this data.”</td>
</tr>
</tbody>
</table>

Future Improvement

The care team participants formulated 23 key areas for developing the digital platform further. These were grouped into 10 subthemes that are under three themes. The first theme, data collection, includes (1) more types of data, (2) define whose data to collect, and (3) reliability of stress rating. The second theme, data visualization, includes (4) personalized parameters, (5) filter data by time, and (6) less clicking. Finally, the third theme, data examination, includes (7) reduce the examination time, (8) who should examine the data, (9) develop an examination workflow, and (10) automatic notifications. These themes and subthemes of areas of improvement are presented in Table 6, with each theme illustrated by an example quote. A detailed analysis of all the interviews can be found in Multimedia Appendix 7.
Table 6. Areas of improvement for the digital platform.

<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data collection</strong></td>
<td></td>
</tr>
<tr>
<td>More types of data</td>
<td>“What I missed is the actions, the interventions that the team members have done and what the effect is on the behavior of the clients; for me, it's hard to find any conclusion about examining this data.” [Manager]</td>
</tr>
<tr>
<td>Define whose data to collect</td>
<td>“We have known him for a long time … so we have done lots of analysis of his behaviors. I think these data will give much more information if it is someone new, who we don't know much about.” [Psychologist]</td>
</tr>
<tr>
<td>Reliability of stress rating</td>
<td>“Sometimes, stress-rating does not match the daily reports … that is very unfortunate because you cannot see many things properly … I don’t know if there is any more convenient method for this (stress-rating).” [Doctor]</td>
</tr>
<tr>
<td><strong>Data visualization</strong></td>
<td></td>
</tr>
<tr>
<td>Personalized parameters</td>
<td>“We only know the distance and how long he has been in the corridor. We would like to know how many times he moved back and forth in the corridor; this indicates his agitation.” [Caregiver 1]</td>
</tr>
<tr>
<td>Filter data by time</td>
<td>“It would be helpful to see what the person is doing at a time they should eat … that would tell me where the person is at mealtime or is he walking around? And that’s interesting. If I can select the time, then that would be nice.” [Dietitian]</td>
</tr>
<tr>
<td>Less clicking</td>
<td>“If I can see the report of the day when I hover on the data of that day, that would be good, I don’t have to select the date for the report, and it will make the process faster.” [Psychologist]</td>
</tr>
<tr>
<td><strong>Data examination</strong></td>
<td></td>
</tr>
<tr>
<td>Reduce the examination time</td>
<td>“This is new to me, I enjoyed doing it once. However, it is very difficult to look at the data when I have to care for clients.” [Caregiver 2]</td>
</tr>
<tr>
<td>Who should examine the data</td>
<td>“I noticed that caregivers have a lot of trouble in analyzing the data. And I think that’s … it has several reasons. But one of the most, I think the most important is that they are not used to analyzing data.” [Manager]</td>
</tr>
<tr>
<td>Develop an examination workflow</td>
<td>“We just talk about these in our regular meetings. It could be good if someone would first look at the data so that the data is not new for everybody … and discuss with the team in the regular meetings. During the meeting, everyone can discuss if they see the same things and why or why not.” [Psychologist]</td>
</tr>
<tr>
<td>Automatic notifications</td>
<td>“It would be nice if the device can generate some insights automatically to help us with the examination over time; for example, it can tell us when the data deviates from the baseline.” [Caregiver 1]</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Results**

By evaluating the digital platform in a real-life context with potential users for 7 weeks, this study gained insights on applying data-enabled design for personalizing dementia care in a nursing home. The results demonstrated the potential for the data visualizations in the digital platform to reveal behavioral patterns despite the missing data. In addition, we identified three main types of insights generated from data analysis, two main types of corresponding actions, the perceived usefulness of the digital platform, and three areas for its improvement.

**Implications of Analysis 1**

The results showed that integrating the digital platform into the nursing home environment might offer an opportunity for the care team to uncover the behavior patterns of the residents and personalize care plans accordingly.

A study on adapting mobile and wearable technology to support and monitor rehabilitation for people with dementia in the home environment has discussed that the monitoring approach could replace traditional methods for behavior analysis (eg, questionnaires) with four advantages [42]. The findings from this study coincide with three of the four advantages identified, which are as follows: the behavioral patterns identified by monitoring could be of higher resolution, data quality is independent of human recall, and collaborative care could be facilitated by sharing the data visualizations. The last advantage identified by this previous study is that the workload of the care team could be lowered by the monitoring approach [42]. In our case, the interplay of monitoring with assistive technology and the current practice of the care team was explored; hence, the time spent by the care team in managing the tags and examining the data was factored in. In this way, the overall workload increased in the short term, which was the main pain point mentioned by the care team.

The workload of the care team members might decrease in the long term as they gain experience with managing the tags and examining the visualizations. Meanwhile, the future development of the digital platform should focus on autonomizing some tasks for the care team. Moreover, BPSD management contributes to a high percentage of caring workload [43], and the insights generated from using the digital platform may offer novel and personalized ways for managing BPSD. Thus, using the digital platform would potentially enable BPSD management to be easier for the care team. In this study, most members of the care team identified the potential added value of this digital platform to their care practice; besides, they became more familiar with data collection and examination. Higher familiarity and having perceived needs have been recognized as two contributing factors for better user adherence [42]. Hence, a longer-term evaluation is needed to examine if the effort and time invested in using the digital platform could be outweighed by the effort and time saved from using it.
Implications of Analysis 2

The three main types of insights generated after data analysis were at the client level, ward level, and team level. Even though the initial aim of introducing the digital platform was to collect data that are unique to each individual, the care team generated insights that were not limited to the clients. This is because the context in which a person with dementia lives is also an important part to consider when personalizing dementia care, which reveals the importance of context in personalized dementia care. We recommend that future researchers and developers pay attention to this.

Although the types of insights and the types of actions were categorized in the Results section, they were interrelated in various ways. A tentative overview of the interrelations among them is shown in Figure 7. From the “Insight” section of this figure, some insights at the client level, ward level, and team level mutually influence one another. For example, when some caregivers increase awareness about their behaviors (team level), their interaction approach with the residents might change (ward level), and this may lead to a reduction in the frequency of BPSD moments for the residents (client level). Moreover, due to the interrelations between these insights, uncovering one insight may lead to the discovery of other insights. For example, realizing that the day structure of a resident is usually disrupted at certain times (client level) may trigger the care team to recall if there are any differences in this resident’s environment at these times (ward level) or to reflect if there are any difficulties in the workflow of the caregivers around these times (team level). Despite these overlaps, we feel that all the themes and subthemes provide a set of specific types and subtypes of insights, respectively. Discussing the various separated themes and subthemes naturally results in making sense of their interconnections.

Figure 7. Tentative relations between the types of insights and types of actions generated in this study.

Zooming out from the “types of insights” in Figure 7, we postulate that these insights interact with the two types of actions identified, which are “investigation” and “implementation.” When an insight is in the form of a statement (eg, the client forgets to go to the bathroom when agitated), the care team will implement it in care practice (eg, bring the client to the bathroom even though he did not ask for it); however, when an insight is in the form of a question (eg, what has the client been doing during dinner time?), the care team will inspect to find the answer by “investigation” (eg, meeting, observation, and collect and examine more data), and this process will lead to more insights. When the care team members are certain about their findings after more investigation, they will then implement them in care practice.

These types of insights and actions together with their interactions could also be applied in evaluating assistive technologies in other contexts of personalizing dementia care in nursing homes. We hence encourage future researchers and developers to use Figure 7 as a conversation guide when evaluating these assistive technologies with a care team and be open-minded about more types of insights and actions generated.

Implications of Analysis 3

The people with dementia, caregivers, doctor, psychologist, dietitian, and manager were among the key stakeholders for the digital platform. Previous studies have found that caregivers’ acceptance of assistive technologies is vital for successful integration and usage of these technologies in nursing homes [24]. We would like to add that, in the case of managing BPSD with assistive technologies, all members of the care team should be involved. This is because a group effort is needed in incorporating insights from the data examination into the current care practice for BPSD management. Different stakeholders tend to have different interests in a project. In our previous study, we identified that the main value held by the care team is to provide better care to people with dementia. As the digital platform was implemented in the ward for a longer period of time, we noticed that, despite the main value, it is important to cater for the different interests among stakeholders. Specifically, most members of the care team identified the potential added value of this digital platform in their care practice. The manager was mainly interested in the efficiency of care in the ward and therefore saw fewer benefits from the digital platform for her work.
To manage the competing needs stemming from different stakeholders, we recommend future studies to apply a multicriteria analysis to prioritize the stakeholders involved [44]. For example, the manager might be interested in different aspects of care in comparison to other members of the care team and thus could be involved differently. Knowing the reasons behind the low acceptance of some stakeholders and prioritizing stakeholders early on could help with the development of future assistive technologies for dementia care in nursing homes.

We postulate that the three main areas of improvement identified for the digital platform, namely, data collection, data visualization, and data examination, are interconnected to each other. Their tentative connections are shown in Figure 8. First, a change in data collection would affect both data visualization and data examination. For example, introducing data about nonverbal behavior might lead to a change in previous data visualizations to accommodate this new data type, and the examination process may have to be adapted accordingly. Second, an update in data visualization tends to affect data examination more than data collection. For instance, incorporating the hovering option for quick report reading can reduce the data examination time directly, but data collection will not be affected. Third, the data examination process, in turn, tends to affect data visualization more than data collection. Take the inclusion of automatic notifications as an example; while data collection could be the same, additional visualizations might be needed for presenting the data based on which the algorithmic analysis is made. This is to ensure the transparency of algorithms to the users, which has been found to be of paramount importance in decision-making [45]. The researchers and developers are advised to be aware of the mutual influences of these three areas when developing similar kinds of assistive technologies.

Figure 8. Tentative connections of the three improvement areas identified for the digital platform.

Reflection on Data-Enabled Design

Through the evaluation of the digital platform, we also learned about the value of data-enabled design in personalizing BPSD management. First, we experimented with the frequency and duration of collecting different types of data to explore the qualities and limitations of data as design material, as suggested by Bogers and van Kollenburg (who coined data-enabled design) [26]. In this way, the visualizations were perceived as relevant and meaningful to most members of the care team (eg, by increasing the frequency of stress rating). Second, after data had been collected over a longer period of time, the care team was able to gain insights from data visualizations that they otherwise would not have gained via traditional methods (eg, observation). The same has been found in previous data-enabled design studies [46]. Moreover, the care team generated insights at not only the client level but also the ward and team levels. This corresponds to the intention of data-enabled design as follows: “gain detailed and nuanced contextual, behavioral, and experiential insights” [26].

In addition, we adapted data-enabled design in several aspects to fit it in the dementia care context. First, even though one of our key stakeholder groups, people with dementia, was not involved in the data examination and interview sessions owing to cognitive impairments, we paid attention to their nonverbal behaviors when introducing the tags to them. Residents who showed signs of dislike toward the tags were excluded from the study, although their family members had signed the consent forms. We then included “design the tags to be more dementia friendly” on the to-do list. We found that more relevant design directions could be generated by combining data-enabled design with close observations of people with dementia (a way of co-designing with people having dementia [47]). In contrast, a previous data-enabled design study on developing a smart baby bottle only involved the parents in the design research [48]. Similar to people with dementia, babies can communicate their needs nonverbally, and more insights might be generated if the designers also involve the babies during the design process in the future.
Second, the data-enabled design approach was initially developed for designers to gain rich insights for their design projects. As stated by Bogers and van Kollenburg, “the aim of this approach is to, together with end-users, unravel the relevance, potential, and pitfalls of data in a specific context to design concepts that resonate” [49]. In our study, we identified that the care team could also gain insights about people with dementia and the contexts with this approach to improve their care practice. Since care team members are experts in understanding their clients and the care context, by involving them in the data examination, they can see things that designers cannot see. The designers can then learn from the insights generated by the care team and apply these insights in the design process. We, therefore, recommend the care team to be more involved in the data-enabled design process not only because the care team can gain more insights to improve their work, but also because the designers can learn more from working with the care team.

Finally, if one would like to apply data-enabled design in the dementia care context, an evaluation of the designed product (in our case, assistive technology) in the longer term is important. Both Figures 7 and 8 indicate that there is an interplay between the technology introduced and the current BPSD care in the nursing home. There is a growing body of research on understanding how technology innovations change the dynamics between the people involved in health care and care practices, and these changes could, in turn, alter the role of the introduced technology in daily practice over time [50]. This study adds to this body of work by gaining an understanding of the drivers and barriers of integrating assistive technology via a data-enabled design approach in the institutional dementia care setting.

Limitations and Future Work
The main limitation of this study was that all the interviews were conducted in a one-to-one format. This is because finding a time slot suitable for all the participants was difficult given the fast pace and high uncertainty of the working environment in the nursing home. A potential shortcoming of this format is the lack of discussions within the care team, which might have stimulated more ideas during the interviews. The benefit of this format is that each participant can express his/her own views and interpretations without being influenced by other participants. The strengths of this study were that the digital platform was deployed in a real-life context and a wide range of stakeholders with different professional backgrounds was involved. Previous research has found that the use of different professionals’ perspectives is valuable in developing assistive technologies for people with dementia [51-53].

For future work, the digital platform could be improved based on the feedback from the care team. For instance, regarding reducing the data examination time, the manual process of data visualization is planned to be automated by algorithms. In addition, further algorithms could be developed for pattern analysis (to replace visual inspection) and for making predictions. The results of the algorithmic analysis could then be presented in the form of push notifications, with which relevant visualizations will be provided.

Moreover, it would be interesting to investigate if combining different types of visualizations could generate more insights. Although all three types of visualizations were sent to the care team at the same time, all participants discussed the visuals one by one, which indicates that combining visualizations might not have been explored during the data examination process. It could be that there was no explicit instruction for exploring visuals in a combined way, or all participants did not see added value when combining these visuals; therefore, these explorations were not mentioned in the interviews.

In this study, we presented an in-depth investigation with a care team that was insightful in understanding the value of the digital platform and the application of data-enabled design in developing assistive technologies for personalizing BPSD care. We, therefore, suggest researchers and developers consider this case study approach in the development of future assistive technologies for personalizing dementia care.

Implication for Dementia Care During a Pandemic
This study was carried out during the lockdown period in the Netherlands because of the COVID-19 pandemic. At the beginning of the project, the research team (GW, AA, and TvdC) went to the nursing home to introduce and discuss the study both at the management level and at the ward level. The principal researcher (GW) then spent a few months developing the digital platform with the care team. When the nursing home shut down because of COVID-19, the principal researcher stayed in touch with the care team via email, Skype, and Zoom. In this way, the research team collected all the data without going to the nursing home and conducted the interviews online with the care team. In hindsight, this digital platform has the potential to help care team members and researchers gain insights about each person with dementia remotely, which might be valuable in case of the current pandemic and future pandemics. In addition, the family members of people with dementia could benefit by using the digital platform to stay updated about the situation of their loved ones in the nursing homes remotely, which could decrease the already high communication workload of the care team during a pandemic.

Conclusions
By evaluating the digital platform developed, this study gained insights on applying data-enabled design for personalizing dementia care, specifically in BPSD management. The collected data demonstrated potential use for pattern detection. The types of insights and actions generated from using the digital platform were identified and found to be interconnected. The perceived usefulness of the digital platform was found to vary across the care team, and we uncovered three aspects of improvement for the digital platform. These findings could guide future researchers and developers in investigating similar assistive technologies for personalizing dementia care in nursing homes and beyond.
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Abstract

Background: Cognitive behavioral therapy (CBT) for bulimia nervosa (BN) is most effective when patients demonstrate adequate skill utilization (ie, the frequency with which a patient practices or uses therapeutic skills) and skill acquisition (ie, the ability to successfully perform a skill learned in treatment). However, rates of utilization and acquisition of key treatment skills (eg, regular eating, urge management skills, and mood management skills) by the end of the treatment are frequently low; as a result, outcomes from CBT for BN are affected. Just-in-time adaptive interventions (JITAIs) may improve skill acquisition and utilization by delivering real-time interventions during algorithm-identified opportunities for skill practice.

Objective: In this manuscript, we describe a newly developed JITAI system called CBT+ that is designed to facilitate the acquisition and utilization of CBT for BN treatment skills when used as a treatment augmentation. We also present feasibility, acceptability, and preliminary outcomes data from a small proof-of-concept pilot trial (n=5 patients and n=3 clinicians) designed to identify opportunities for iterative development of CBT+ ahead of a larger ongoing randomized controlled trial.

Methods: A total of 5 individuals with BN received 16 sessions of outpatient CBT for BN while using the CBT+ app. Data were collected from patients and clinicians to evaluate the feasibility (eg, app use and user adherence), acceptability (eg, qualitative patient and clinician feedback, including usefulness ratings of CBT+ on a 6-point Likert scale ranging from 1=extremely useless to 6=extremely useful), and preliminary outcomes (eg, improvements in skill utilization and acquisition and BN symptoms) of the CBT+ system.

Results: Patients reported that CBT+ was a relatively low burden (eg, quick and easy-to-use self-monitoring interface), and adherence to in-app self-monitoring was high (mean entries per day 3.13, SD 1.03). JITAIs were perceived as useful by both patients (median rating 5/6) and clinicians (median rating 5/6) for encouraging the use of CBT skills. Large improvements in CBT skills and clinically significant reductions in BN symptoms were observed post treatment. Although preliminary findings indicated that the CBT+ system was acceptable to most patients and clinicians, the overall study dropout was relatively high (ie, 2/5, 40% patients), which could indicate some moderate concerns regarding feasibility.

Conclusions: CBT+, the first-ever JITAI system designed to facilitate the acquisition and utilization of CBT for BN treatment skills when used as a treatment augmentation, was shown to be feasible and acceptable. The results indicate that the CBT+ system...
should be subjected to more rigorous evaluations with larger samples and should be considered for wider implementation if found effective. Areas for iterative improvement of the CBT+ system ahead of a randomized controlled trial are also discussed.

doi:10.2196/18261
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Introduction

Background

Bulimia nervosa (BN) is characterized by recurrent episodes of binge eating (ie, eating a large amount of food within a discrete period accompanied by a sense of loss of control over eating) and compensatory behaviors such as purging (eg, self-induced vomiting and misuse of a laxative or diuretic), fasting, or driven exercise [1]. The leading evidence-based treatment for BN is cognitive behavioral therapy (CBT), a present-focused, active, skill-oriented treatment. Although CBT can be an effective treatment for BN, a recent meta-analysis found that nearly 70% of patients remain at least partially symptomatic at the end of the treatment [2].

One reason many patients may fail to achieve remission from CBT for BN is suboptimal levels of therapeutic skill acquisition (ie, the ability to successfully perform a skill learned in treatment) and skill utilization (ie, the frequency with which a patient practices or uses therapeutic skills) [3,4]. Acquisition and utilization of therapeutic skills designed to reduce dietary restraint (eg, regular eating) consistently predict treatment outcomes [4-7]. In addition, numerous studies have demonstrated that reduction of dietary restraint is a key mechanism of action in CBT for BN [2,8-11]. Although less well-studied, failure to respond adaptively to cues for binge eating (particularly a failure to regulate negative affect) is also strongly associated with the maintenance of BN symptoms [12,13]. A growing body of literature has identified that the use of therapeutic skills such as mood management techniques and the resulting improvements in the ability to manage negative affect during CBT for BN are associated with symptom improvement [12,14]. Existing data thus suggest that improvements in the acquisition and utilization of skills related to reducing dietary restraint and increasing adaptive responses to cues could strongly improve treatment outcomes for BN.

Mobile health (mHealth) technologies, specifically just-in-time adaptive interventions (JITAs), are a promising intervention paradigm that may be able to increase skill acquisition and utilization when used in conjunction with in-person treatment. JITAs monitor the temporal dynamics of an individual’s state in real time and quickly adapt to the individual’s current contextual state to provide individually tailored interventions at crucial times of need [15]. JITAs are increasingly being developed and used to augment treatment for several health care concerns [16-21] and generally show promise in the treatment of numerous physical [22] and mental health concerns [23]. Despite early successes in other fields, JITAs are still relatively rare, and few have been tested as an augmentation to a comprehensive therapy package. In addition, although JITAs are often described as providing tailored interventions, the tailoring of intervention content is typically limited to a series of prewritten interventions that are then matched to the user’s current contextual state (eg, providing a prewritten reminder to get up and walk when an app has identified that the user has not walked in a certain period). The ability of JITAs to (1) augment a comprehensive therapy package such as CBT for BN and (2) allow for more sophisticated tailoring of abilities by enabling a treating clinician to flexibly adjust the timing, content, and goals of a JITAI to match an individual patient remains largely untested.

This Study

As part of an ongoing National Institute of Mental Health (NIMH)–funded clinical trial (R34MH116021), our team recently developed CBT+, a JITAI system comprising a patient smartphone app and clinician portal designed to augment traditional in-person CBT for BN. In the development and design of the CBT+ system section below, we describe the core features of the CBT+ app with a particular focus on how we designed CBT+ to work as an augmentation to an ongoing treatment program by allowing the treating clinician to flexibly adjust the timing, content, and goals of CBT+ to match the changing needs of an individual patient. We also present data on feasibility (eg, app use and user adherence), acceptability (eg, qualitative patient and clinician feedback), and preliminary clinical outcomes from our initial wave of pilot patients (n=5) and therapists (n=3).

Development and Design of the CBT+ System

Identifying the Optimal Ways to Extend CBT for BN

As described above, CBT for BN strives to help patients acquire and use skills designed to (1) reduce dietary restraint and (2) increase adaptive responses to cues [3]. To reduce dietary restraint, CBT for BN encourages the development of 3 core skills: (1) scheduling eating episodes at regular intervals throughout the day, with the goal of eating 3 meals and 1-2 snacks per day; (2) eating a sufficient number of calories at each meal or snack to prevent acute hunger; and (3) eating a sufficient range of food, including foods the patient may fear eating (eg, desserts and carbohydrates), to reduce or prevent feelings of deprivation. The ultimate goal of these 3 skills is to reduce several types of dietary restraint (eg, caloric restriction, hedonic restriction, and adherence to rigid food rules) that increase vulnerability to binge-eating episodes. To increase adaptive responses to cues, CBT for BN also teaches 3 core skills: (1) how to recognize internal (eg, negative affect and urges) and external triggers (eg, presence of palatable foods) for BN symptoms, (2) how to modulate mood when experiencing negative emotions (without resorting to binge eating), and (3) how to manage urges to binge or use a compensatory behavior. These 3 skills are designed to help patients identify internal and
external triggers for binge eating before these triggers lead to a binge-eating episode and successfully use therapeutic skills to manage negative affect and urges [3].

We developed the CBT+ JITAI system as a CBT for BN treatment augmentation with the goal of increasing the utilization and acquisition of the 6 core skills described above. Accordingly, the full CBT+ JITAI system consists of 2 highly integrated subsystems: (1) the CBT+ patient smartphone app (CBT+ app) and (2) a CBT+ website that is accessible by the CBT therapist (CBT+ clinician portal). Below, we describe both the subsystems in more detail.

**CBT+ App**

**CBT+ Electronic Self-Monitoring Forms**
The CBT+ app (Figure 1) was designed to replace the traditional paper-based monitoring forms used in CBT for BN with easy-to-use electronic self-monitoring forms (Figure 2). Individuals were instructed to record all of their eating episodes in real time to capture information about their eating pattern, including the type of meal (eg, breakfast, midmorning snack, and lunch), time of the meal and snack, and food consumed. At each meal entry, patients also reported the presence or absence of any disordered eating behaviors or urges and rated their current mood. Individuals were also instructed to complete an other entry any time they engaged in disordered eating behavior outside of meal entries (eg, laxative use and excessive exercise), experienced a strong urge to engage in a disordered eating behavior, or experienced a significant change in mood. An open text box is available at all entries for patients to add additional context and comments if desired. The data entered into the electronic monitoring form provide the momentary data needed to power the clinician-controlled JITAI algorithm (described in greater detail in JITAI Algorithm section below).

Figure 1. Screenshots of the home screen showing all the tabs CBT+ users can access.
Goals

The goals feature allows patients to view up to 3 weekly goals (called priority goals in the app) that they collaboratively set with their clinician during treatment sessions. Priority goals are a method by which the clinician can control the JITAI algorithm, as individuals will only receive momentary interventions that have been linked with a priority goal. Priority goals are typically (though not always) linked to 1 of the 6 CBT skills described above, but clinicians can scale up or scale down the goal to meet the needs of an individual patient. For example, although regular eating skills recommend patients eat 3 meals and 1-2 snacks per day, the priority goals for regular eating can be more modest at first (eg, eating 2 meals and 1 snack) for patients who need to slowly build up to 3 meals and 1-2 snacks per day over several weeks. Weekly goals can be viewed on the goals tab of the CBT+ app. Before attending each therapy session, patients were instructed to rate how successful they were in meeting their goals each week, which provides information to the treating clinician that can be used to inform goal progression.

JITAI Algorithm

Each time an individual enters data, an embedded algorithm determines whether there is an opportunity for the individual to practice a therapeutic skill. The starting algorithm is based on CBT theory [24] and triggers interventions when self-monitoring logs suggest that CBT skills practice would be beneficial. For example, if one of an individual’s priority goals is to practice urge management skills whenever you experience an urge to binge, the CBT+ algorithm will check self-monitoring records at each entry and suggest an urge management skill to try whenever an urge is reported. As described above, the starting algorithm can be flexibly adjusted by the clinician by altering the priority goals set for that week. Clinicians can also control how often the algorithm intervenes directly by scaling up or down the frequency of interventions. For example, the starting algorithm prompts users to regularly eat if 5 or more waking hours have passed without an eating episode. However, if a clinician determines that a specific patient would benefit from a more frequent reminder, they can adjust the algorithm timing. By allowing clinicians to flexibly adjust the embedded algorithm, CBT+ will only intervene when opportunities are identified to practice the specific skills that the clinician and patient are working on together in the therapy sessions. For example, in the earlier scenario where an urge management skill was recommended, the patient may have also reported feeling sad. However, because the clinician and patient have not yet begun working on mood management skills and no priority goal was set in this domain, the algorithm will not intervene on this practice opportunity.

JITAI Interventions

All CBT+ interventions follow a specific structure that is designed to facilitate awareness of when, why, and how to use a specific skill at the moment that the skill is suggested. Each intervention has 3 key components: (1) the skill identified as most important to practice based on the data entered by the patient; (2) a brief rationale explaining why the patient would benefit from practicing that skill in the current moment; and (3) instructions to try this out now, which provide guidance on how to implement the suggested skill at the current time. Additional information about how clinicians can control the specific content of the interventions will be discussed in the Clinician Portal section below. Every time an intervention is delivered, patients...
are asked if they intend to use the recommended skill. If patients report that they do not intend to try out the recommended skill, they can select a reason (e.g., the suggested strategy did not feel relevant and it feels too hard) that will be shared with their treating clinician and can be used to refine future intervention content. In addition to the algorithm-generated interventions, patients can also receive push notification interventions at scheduled times preset by their treating clinician. Push notification interventions will be discussed further in the Clinician Portal section below. A standard intervention example and a push notification example are shown in Figure 3, and 2 examples of patient self-monitoring log entries and a corresponding intervention can be found in Textbox 1.

**Figure 3.** Screenshots of the delivered just-in-time adaptive interventions and follow-up questions.

**Textbox 1.** Examples of events that would trigger just-in-time adaptive interventions (JITAIs) and examples of corresponding JITAIs.

- **Patient X** had a priority goal of *eat regular meals and snacks* on her self-monitoring form. She noted that it had been more than 5 hours since her last meal or snack. The algorithm identified this as an opportunity to reinforce using regular eating skills and delivered a just-in-time adaptive intervention (JITAI; for example, to address logistics or problem-solving issues using regular eating skills).

  - **Identified priority strategy:** Stick to your planned meal and snack schedule, even if you are worried it is too much food or that you may gain weight.
  - **Rationale:** Getting back on track with your regular eating plan after you missed a meal or snack because of fears of weight gain often requires some problem solving.
  - **Try this out now:** Take a minute to think through how you will meet your regular eating goals for the rest of the day. Are there any logistical barriers you may experience? If so, try to identify some options for how you may be able to work around some of these barriers so that you can meet your goals.

- **Patient Y** had a priority goal of *learning to manage negative emotions skill*, and on her self-monitoring form, she gave a rating of 4 on the mood rating question (mood range 1 [good]-5 [bad]) and also checked off no box in response to the question “have you used a mood management strategy?” The CBT+ algorithm identified this as an opportunity to practice a mood management strategy and delivered a JITAI (e.g., encouragement for using alternative activities strategies for mood management).

  - **Identified priority strategy:** Engage in alternative activities to improve your mood.
  - **Rationale:** Breaking out of certain problematic habits (e.g., engaging in an alternative activity instead of binge eating when feeling sad) requires tolerating uncomfortable thoughts, urges, and/or cravings. Learning to tolerate distress is key to long-term success.
  - **Try this out now:** Many people find reflecting on their long-term goals to be helpful in tolerating distress at the moment. How will engaging in an alternative activity right now make your life better in the long term, even if it feels uncomfortable in the short term? Remember that thoughts, feelings, urges, and cravings cannot physically hurt you, and engaging in an alternative activity will take you closer to reaching your long-term goals. Practice tolerating distress and engaging in an alternative activity from our list right now.

**On-Demand CBT Skills**

The CBT+ app also includes a repository of the skills that individuals have learned in therapy to date. Individuals can always access a brief description of what each skill is and how to use that skill.
**CBT+ Clinician Portal**

**Patient Dashboard**

The patient dashboard quickly summarizes key data from the patients last week (e.g., number of binge episodes and number of self-monitoring entries). Clinicians can also view trends in their patients’ disordered eating behaviors over time through auto-generated graphs by clicking on any dashboard summary. A screenshot of the patient dashboard and a trend graph are shown in Figure 4.

**Figure 4.** Patient dashboard of the CBT+ clinicians’ portal.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Calendar</th>
<th>Visits</th>
<th>Skills</th>
<th>Records</th>
<th>Shown intervention popups</th>
<th>Push notifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Progression of Treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loss of control eating</td>
<td>8 Aug-14 Aug</td>
<td>1</td>
<td>8 Aug-22 Aug</td>
<td>3</td>
<td>23 Aug-29 Aug</td>
<td>0</td>
</tr>
<tr>
<td>Purging episodes</td>
<td>24</td>
<td></td>
<td>11</td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Laxatives</td>
<td>0</td>
<td></td>
<td>0</td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4+ hours without eating</td>
<td>6</td>
<td></td>
<td>1</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Eating / day AVG</td>
<td>2.9</td>
<td></td>
<td>5.8</td>
<td></td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>Data entries / day AVG</td>
<td>5.9</td>
<td></td>
<td>5.9</td>
<td></td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>Days with 0-2 data entries</td>
<td>1</td>
<td></td>
<td>0</td>
<td></td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

**Self-Monitoring Records**

Clinicians can use a calendar feature in which daily self-monitoring records can be viewed. All eating disorder behaviors endorsed by the patient are flagged in red to allow clinicians to quickly view the data from the past week and identify which days are most important to discuss during the therapy sessions. Figure 5 shows an example of the calendar feature.
Skills Tab
Clinicians can use the skills tab to open new skills once they have been introduced into therapy. Once a skill has been introduced during a session, the skill becomes viewable in the CBT+ app skill section, and priority goals that intervene in this skill can be assigned.

Interventions Tab
In the interventions tab, the clinician can view which interventions their patients received in the past week. Clinicians can also view if their patients intend to implement the suggested strategy and the reasons for not implementing a recommended strategy. This tab can be used to understand which intervention the patient found helpful or provide guidance for adjusting intervention content over time to address the reported barriers to skill use.

Push Notification Intervention Tab
The push notifications tab on the patient dashboard shows a list of all push notifications that have been sent or are scheduled to be sent to the patient. There are 2 types of push notifications: self-monitoring push notifications that prompt patients to enter data if they have not done so for a set number of waking hours (default is set at 5 hours, but this is adjustable by clinicians) and custom push notifications. Custom push notifications allow clinicians to set a one-time or recurring reminder to practice a therapeutic skill. These notifications allow clinicians to set a one-time or recurring reminder to practice a therapeutic skill. These notifications allow clinicians to preset JITAs that are not dependent on self-monitoring log completion. Custom push notifications can be used to remind patients ahead of sessions to try out a specific homework at agreed-upon times, encourage skill use during known high-risk times (eg, right before a scheduled weekly happy hour and on weekday evenings where unscheduled time can be a common trigger for binge-eating episodes), or send motivational messages.

Visits Tab
Clinicians use the visits tab to see the summary of goals that have been assigned to the patient at each session and record session notes. During each in-person therapy session, clinicians add a new visit and set priority goals for the period between the current visit and the next therapy session. As described above, priority goals are typically linked to 1 of 6 CBT skills. Linking to 1 of the 6 skills allows clinicians to view a list of prewritten interventions that can be delivered during algorithm-identified moments when that skill should be practiced. The prewritten interventions contain suggestions for specific CBT strategies that may facilitate skill use, and they are designed to address common barriers to skill implementation (ie, low accountability, poor awareness of when and how to use skills, habitual use of maladaptive coping skills, distress intolerance, poor problem-solving abilities, low motivation, and poor memory). Clinicians can choose any or all of the prewritten interventions that may be relevant for their patient, or if none of the prewritten options are relevant, they can create their own custom intervention. After assigning weekly goals and linking goals to interventions, clinicians save and close the visit, which triggers an automatic update to the individual patient’s CBT+ algorithm.
Methods

Study Design
We conducted a small pilot trial (n=5 patients and n=3 clinicians) to assess the feasibility and acceptability of augmenting CBT for BN with the CBT+ JITAI system and identify opportunities for improvement to CBT+ ahead of a larger ongoing randomized controlled trial (RCT). In this study, we present data obtained from clinicians and patients that were used to inform iterative development.

Participants
Patients were eligible if they were aged between 18 and 70 years and met the criteria for a primary diagnosis of BN. Exclusion criteria included active severe psychiatric comorbidity that would limit the ability to participate in an outpatient clinical trial for BN (eg, psychosis, acute suicidality, and severe substance use disorder), inability to speak and write English, diagnosis of an intellectual disability that would impair the use of the CBT+ app, or having received a full trial of CBT for BN in the past. Although the CBT+ app is currently only compatible with Apple iPhone iOS, participants were not excluded based on ownership of an iPhone; participants without iPhones were given loaner iPhones to use for the duration of the study. Patients’ (n=5, 4 females and 1 male) average age was 35.6 (SD 6.8, range 25-42) years and average BMI was 31.2 (SD 4.43, range 25.8-37.1) kg/m². A total of 4 patients self-reported as Caucasian or White, 1 identified as multiracial, and 2 identified as Latino or Hispanic.

Clinicians were either masters (n=2) or doctoral-level clinicians (n=1) with a minimum of 2 years of experience in delivering CBT for BN. All 3 clinicians previously completed the Centre for Research on Eating Disorders at Oxford web-based training program developed by Fairburn et al [25] and received weekly supervision from a licensed psychologist during the course of the treatment trial.

Treatment
The treatment consisted of 16 sessions of CBT for eating disorders based on the treatment approach developed by Fairburn [24]. In addition to in-person treatment, all patients were instructed to use the CBT+ app daily for the duration of the clinical trial.

Assessments
Full assessments occurred at baseline, midtreatment (week 8), and posttreatment (week 16). Assessments included the Eating Disorder Examination (EDE, version 17.0) [26]; a series of self-report measures, including the Quality of Life Inventory (QOLI) [27]; and behavioral tasks. Patients completed phone interviews after 4, 8, 12, and 16 weeks of treatment to provide specific feedback on the CBT+ app. Patients also completed weekly presession questionnaires in which they rated different components of the CBT+ app, reported on their skill use in the past week, and provided qualitative feedback about the app. To measure dietary restraint and emotion regulation, patients completed the EDE questionnaire restraint subscale items [28] and 4 individual items selected from the Difficulties in Emotion Regulation Scale [29] in the weekly presession questionnaires. Clinicians completed postsession questionnaires after every session and rated the usefulness of the CBT+ system. To quantify CBT+ app use, the number of days the app was used (ie, the number of days when at least one entry was completed) and the number of entries completed per day (ie, adherence) were calculated. For this aim, we only included days during which the patient was still enrolled in the trial to allow for the determination of app use during the period when the patient intended to use the CBT+ system. Thus, for the 2 patients who discontinued treatment, we only included use data up to the date that they discontinued participation in the study. Data from the app were used to examine skill use during each treatment period. To examine the use of the skill eating enough at each meal and snack to prevent excessive hunger throughout the treatment, we calculated the weekly percentage of regular eating episodes (ie, excluding those accompanied by loss-of-control over eating) where participant endorsed that they “ate enough food to prevent excessive hunger before [their] next planned eating episode” and/or that they “ate a range of macronutrients (eg, protein, fat, carbs)” (Figure 6). The percentage of records in which the participant endorsed using an urges management skill when relevant (ie, when the participant also experienced an urge to binge or use a compensatory behavior) was calculated for each week in treatment to identify changes in the use of urges management skills throughout treatment (Figure 7).
Figure 6. Change in frequency with which patients endorsed eating enough at regular eating episodes throughout treatment.

![Graph showing change in frequency with which patients endorsed eating enough at regular eating episodes throughout treatment.](image)

Figure 7. Change in frequency of reported urge management skill use throughout treatment.

![Graph showing change in frequency of reported urge management skill use throughout treatment.](image)
Results

Study Feasibility

Of the 7 patients who were eligible to participate in the study after the baseline assessment, 5 chose to enroll in the study. Two patients who began treatment dropped out of the study: one after session 4 and the other after session 7. Both stated that their reason for dropping out was being too busy to continue treatment. The remaining patients (n=3) completed all 16 treatment sessions and all assessments.

Feasibility of the CBT+ System

In weekly presession questionnaires, patients reported a few minor technical issues with the CBT+ app (eg, occasional app crashing and occasional occurrences of an entry not saving), but no other major problems with the app were reported. Patients also noted occasional minor issues using the CBT+ system that were not because of technical issues with the system itself but still prevented app use (eg, forgetting login information and poor Wi-Fi connectivity). Technical issues that limited the use of the CBT+ app for at least one entry were reported in 5% (3/58) of weekly patient questionnaires. Clinicians reported only 1 bug with the clinician portal: eating episodes were occasionally mistakenly flagged as binge episodes on the calendar page. This bug was reported in 3% (2/58) of the weekly clinician questionnaires. Given that the technical issues with the CBT+ system were minor and did not interfere with treatment delivery, no live changes in the system were made during this study. As described above, CBT+ app use was evaluated during the periods when a patient was active in the study (eg, for the 2 users who discontinued in-person treatment, data on their app use were included until the time they discontinued study participation). Although we considered reporting adherence across 16 weeks for all participants, regardless of whether they completed treatment or not, we ultimately decided that understanding app adherence during active treatment would be more valuable for future iterations than reporting app adherence overall, which would mix the results of those who intentionally used the app with those who intentionally discontinued participation and thus limit interpretability. On average, patients used the app on 86.1% of days (range 74.6%-92.9%; SD 7.5%) and made 3.13 entries per day (range 2.53-4.34; SD 0.74) while they were actively in treatment. User adherence declined somewhat throughout the course of the treatment but remained high among patients who continued their study participation. All 5 patients used the app on 100% of days and completed 3.59 entries per day (range 2.67-4.88; SD 0.82) during the first week of treatment. By week 8 (n=3), this number had declined to 89.4% of days (range 68%-100%; SD 18.4%) and 2.77 entries per day (range 2.20-3.88; SD 0.96). By the final week of app use, patients (n=3) used the app on 85.5% of days (range 78%-90%; SD 6.78%) and made an average of 3.19 entries per day (range 2.80-3.44; SD 0.34).

Acceptability of the Overall CBT+ System

Data from all patients were included in acceptability analyses and included the final acceptability interviews completed with the 2 patients who discontinued treatment. Patients’ median rating of the overall usefulness of CBT+ was 5 (out of 6; IQR 1) on a 6-point Likert scale ranging from 1=extremely useless to 6=extremely useful. During qualitative feedback interviews, all patients reported that the app was easy to use and that they liked that the app kept them on track with their weekly goals and reinforced the use of strategies. Textbox 2 shows additional qualitative feedback from patients. Key themes that emerged from qualitative interviews with patients included positive feedback regarding the ability of CBT+ to provide added accountability and awareness of the patient’s own patterns, ability to track progress, and reinforcement of skills and strategies. Negative feedback primarily centered on the redundancy of interventions and concerns regarding the burden associated with completing daily records. Patients reported that self-monitoring via the CBT+ app could be burdensome, partially because tracking food intake is in itself burdensome, regardless of the format used, but also partially because of the number of questions asked in the CBT+ app at each entry. Patients also reported that they were less likely to thoroughly read the CBT+ intervention texts as treatment progressed because they had already read a similar version of the intervention before and found that they did not need to reread the intervention content.
Textbox 2. Qualitative feedback from patients on the CBT+ app.

Accountability and Identifying Patterns
- “Tracking my food intake allows me to check in with myself throughout the day.”
- “I like being prompted to reflect on how I’m feeling.”
- “It’s a good record to look back on and see what was happening if I fall off with my goals.”
- “It helps us to have more honest discussions and to validate what I think with actual data.”
- “It reminds you and when you reflect back…it helps to put things into perspective and see why things are happening.”
- “The fact that the app says, ‘Did this include two…or three [food] groups?’ helps you to pay attention to what you’re eating.”
- “It was super helpful. It made me think about [eating enough] more and made me be more cognizant of what I was putting in my meals.”
- “I could start to see patterns by recording everything.”
- “It helps you to understand why you’re eating so much in a certain moment. I always use the box at the end to make notes about whether something is happening and where I am. Writing it down and reflecting on it helps.”
- “It is helpful since I have to fill out the form and I have to reflect on everything that happened when I ate the meal. It definitely helps me realize why I ate what I did or why I ate as much as I did. It helps me realize why I was so hungry, if I didn’t eat for the last 5 hours.”

Tracking Progress
- “I like that it provides structure and feedback on my progress. It keeps me on track with my goals.”
- “[The app] helped by reminding me to record and being able to see my progress prompted me to maintain that progress.”

Reinforcement of Skills and Strategies
- “I like how the app reinforces the use of strategies.”
- “I think it helps to keep you aware and reflective about what you discuss in your therapy sessions. Like it keeps it in the back of your mind. What you’re eating and putting into the app is very purposeful and connected to what you discuss in therapy.”
- “I find [the identified priority strategies] somewhat helpful in changing my behavior.”
- “[The app] helps because it reminds you of [urge management strategies].”
- “I’m not the best at making entries in the moment, I think [the app] would be more useful if I actually did that. Otherwise, it’s less useful for me if I make an entry after. But overall, having it there and having to make the entry later certainly makes you more mindful [of strategies].”
- “I’d say the app and the therapy are just as helpful as each other with [incorporating feared foods]. Because again it keeps it in the back of my mind when I have to enter the stuff in.”

Redundancy and Burden
- “Over the last four weeks [of treatment] it was kind of redundant and burdensome because it was the same stuff that I had been doing…It just felt kind of taxing to do it.”
- “It was a little cumbersome to record everything I ate.”
- “It’s just really burdensome, the same questions over and over again. I almost wish it was all on one page, because I feel like [clicking] next, next, next just makes it feel longer.”
- “A lot of times the same strategies kept coming up so I started ignoring them after a while.”
- “I find [the identified priority strategies] helpful but also a little repetitive. But at the same time, you want to be reminding of the strategies.”
- “I liked that at the beginning. I feel like later on [in treatment], I wouldn’t read them because I had read them a bunch of times and I’d seen them and I knew what they were talking about.”
- “I definitely find [the reminder push notifications] helpful, but a lot of times the push notifications just reinforce to me how burdensome it is. It’s almost overwhelming. It’s just another thing on my to-do list.”

Clinicians’ median rating of the overall usefulness of CBT+ was 5 (out of 6; IQR 0), using the same Likert scale described above. Clinician interviews were overall positive, but a few suggestions for improvements to the clinician portal were noted, including changing the layout for viewing self-monitoring data and flagging compensatory behaviors on the calendar page in addition to binge episodes.

Acceptability of JITAI
The frequency of JITAI was evaluated during the periods when a patient was active in the study (eg, for the 2 users who discontinued in-person treatment, data on JITAI frequency were included until the time they discontinued study participation). Patients received an averaged of 2.14 push notification reminders to enter data (range 1.76-2.69, SD 0.47) and 0.78 interventions (range 0.41-1.70, SD 0.53) per day. Table 1 shows the average
percentage of total interventions associated with each skill. Significantly more interventions were received for the 3 skills related to reducing dietary restraint (1461/1590, 91.89% of all interventions) than for the 3 skills related to increasing adaptive response to cues (65/1590, 4.09% of all interventions). This imbalance was primarily driven by regular eating interventions (1288/190, 81.01% of all interventions), which may be partially due to the fact that it is (1) the first of the 6 skills introduced in CBT for BN and (2) considered an essential skill to prioritize in CBT for BN; thus, many clinicians maintained regular eating as one of the key priority goals for the majority of treatment. A secondary factor that may explain the imbalance is that 2 of the 5 patients in the pilot trial dropped out of the treatment before they were introduced to several adaptive responses to cues skills, which were introduced in the latter half of the treatment.

Table 1. The average percentage of total interventions associated with each skill.

<table>
<thead>
<tr>
<th>Cognitive behavioral therapy skills</th>
<th>Interventions (%)</th>
<th>25th percentile</th>
<th>75th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eat regular meals and snacks</td>
<td>86.0</td>
<td>57.0</td>
<td>96.3</td>
</tr>
<tr>
<td>Eat enough food at each meal and snack</td>
<td>9.5</td>
<td>0.2</td>
<td>24.4</td>
</tr>
<tr>
<td>Incorporate feared foods and binge-trigger foods</td>
<td>0.0</td>
<td>0.0</td>
<td>1.4</td>
</tr>
<tr>
<td>Use urge management strategies to cope with urges</td>
<td>3.3</td>
<td>0.9</td>
<td>5.9</td>
</tr>
<tr>
<td>Learn your triggers for binge eating</td>
<td>0.0</td>
<td>0.0</td>
<td>0.7</td>
</tr>
<tr>
<td>Learn to manage negative emotions</td>
<td>0.0</td>
<td>0.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Clinicians created custom push notifications during 16% (9/56; range 0/4, 0%-5/6, 83%) of sessions. The most common type of custom push notification was a personalized reminder notification to complete self-monitoring entries as close to their eating episodes as possible or to make an other entry as soon as they engaged in any disordered eating behavior. The second and third most common custom push notifications were reminders to adhere to treatment recommendations (eg, “refrain from weighing yourself at home”) and interventions designed to address common treatment-interfering behaviors (eg, “try to avoid drinking too much alcohol on the weekend to prevent binge eating”), respectively.

Overall, patients reported that they intended to use the suggested strategies 97.1% (372/383) of the time when identified priority strategies were delivered (range 84/88, 95.5%-13/13 and 91/91, 100%). During qualitative interviews, 100% (5/5) of patients reported that the JITAI provided situationally relevant interventions, although 40% (2/5) of patients described the interventions as repetitive and reported that they frequently received interventions related to the same types of problematic behaviors.

Descriptive statistics were calculated for the patients’ and clinicians’ ratings of the app’s usefulness. Patients’ ratings of the usefulness of JITAI for each of the 6 skills are shown in Table 2. Patients’ median usefulness ratings for the 6 skills ranged from 4 to 5 on a 6-point Likert scale (ranging from 1=extremely useless to 6=extremely useful).

Table 2. Median patient ratings of the usefulness of CBT+ for the acquisition of each cognitive behavioral therapy skill.

<table>
<thead>
<tr>
<th>Cognitive behavioral therapy skills</th>
<th>Participant rating</th>
<th>25th percentile</th>
<th>75th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eat regular meals and snacks</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Use urge management strategies to cope with urges</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Eat enough food at each meal and snack</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Learn your triggers for binge eating</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Learn to manage negative emotions</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Incorporate feared foods and binge-trigger foods</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Preliminary Clinical Outcomes
To examine changes in CBT skills during the treatment period, we graphed data collected via the CBT+ app that reflects several CBT skills. Of note, not all skills were measured weekly using the app. For these skills, we used data from the weekly self-report questionnaires described in the Assessment section. Figures 8 and 9 show 2 examples from the weekly questionnaires. All skills examined via app or weekly questionnaires showed a visual pattern of improvement throughout the treatment.
For clinical outcomes, we only included data from treatment completers, as both patients who dropped out discontinued their participation in the study before the midtreatment assessment point, and thus, we only had baseline EDE and QOLI scores. From pre- to posttreatment, patients who completed treatment demonstrated large decreases in the frequency of binge eating and compensatory behaviors and in EDE global scores. The detailed results are presented in Table 3. At posttreatment, the mean EDE global score for treatment completers fell within 1 SD of community norms. Although paired samples t tests from pre- to posttreatment did not demonstrate statistically significant changes, the effect sizes were large for eating disorder symptoms. Patients generally demonstrated slight improvements in the QOLI total score from pre- to posttreatment with a small effect size (Table 3).
## Discussion

As part of an ongoing NIMH-funded clinical trial (R34MH116021), our team developed CBT+, a JITAI system consisting of a patient smartphone app and clinician portal designed to augment traditional in-person CBT for BN. CBT+ is the first JITAI system designed as an augmentation to CBT for BN with the specific goal of promoting skills acquisition and utilization.

### Principal Findings

Our preliminary evaluation demonstrates that it is broadly feasible and acceptable to integrate a JITAI system with CBT for BN, although some concerns were noted with 2 out of 5 patients discontinuing participation in the study. Among treatment completers, outcomes were positive in all 3 patients, showing substantial decreases in objectively large binge episodes and compensatory behaviors, and average posttreatment EDE global scores were within 1 SD of community norms, a metric commonly used to define remission [30,31].

We found that user adherence to app use and data entry on the CBT+ app were high throughout the study period for patients who remained in the study. Although there was a modest fall-off in adherence rates over time, patients used the app on 87.2% (470/539) of the days, even during the last weeks of prescribed app use in treatment, which is greater than that reported in other studies (eg, the overall percentage of the days when smartphone app was used for breast cancer=45% [32] and for depression=66% [33]) and clinical reviews of mHealth apps developed to augment treatments [34]. Devising a system that facilitates continued adherence during many months is critical for JITAIAs, as JITAI algorithms rely on these data to inform the timing and content of intervention delivery. High user adherence may have been because of 3 key strengths in the design of the CBT+ app. First, the user interface of CBT+ was specifically designed to be low burden, that is, patients only needed to enter a few key variables at each data entry, which allowed us to keep entry time between 1 and 2 minutes per entry. Second, the self-monitoring data were directly relevant to the in-person treatment component, and therapists routinely referred to and made use of app-collected information during treatment, which allowed therapists to reinforce frequent use of the CBT+ app. Third, patients reported finding the JITAIAs helpful, which may have increased the likelihood of completing data entry because of the perceived usefulness of the JITAI system.

Qualitative feedback and weekly questionnaire results suggested that both patients and clinicians believed that the CBT+ system was easy to use and helped them keep track of their goals. With regard to the acceptability of JITAIAs, CBT+ algorithms produced slightly less than 1 intervention per day. Patients perceived the JITAIAs to be accurate and appropriate to the entries they completed and found the JITAIAs to be helpful in promoting the use and acquisition of therapeutic skills. JITAIAs designed to reduce dietary restraint comprised the majority of interventions that were delivered. This finding suggests that most patients needed continued support to practice skills designed to reduce dietary restraint (such as eating regular meals and snacks and eating enough food at each meal and snack) compared with strategies designed to reduce unhelpful responses to cues to binge eating (such as learning to manage triggers for binge eating and learning to manage negative emotions). As the reduction of dietary restraint is the most well-established mechanism of action in CBT for BN [2,8], JITAIAs designed to improve skills related to reducing dietary restraint may be the most impactful.

One reason that clinicians and patients may have found CBT+ beneficial was the high customizability and personalization allowed by the JITAI system. Previous research conducted by our team found that both clinicians and users value a system that allows personalized interventions [35]. The CBT+ clinician portal offered multiple options to clinicians to personalize the content, timing, and frequency of interventions to their patients’ needs. For example, clinicians could craft personalized push notification interventions and used this feature in approximately 1 out of 5 sessions. These personalized push notifications were frequently used to target adherence to treatment recommendations (eg, reminder delivered every morning to remind participants to avoid at-home weighing) and to address treatment-interfering behaviors (eg, push notifications scheduled to remind participants every weekend to avoid high alcohol use to prevent the risk of binge eating).

Patients who completed treatment experienced improvements in CBT skills and significant reductions in binge eating and compensatory behaviors over the course of 16 weeks of treatment, and the average posttreatment EDE scores were in the remission range by the end of treatment. Although the additive efficacy of CBT+ cannot be directly assessed because of the lack of a control group, preliminary outcomes are promising and support the need for an RCT assessing whether CBT+ enhances outcomes when added to CBT for BN.

### Table 3. Change in eating disorder symptoms and quality of life from pre- to posttreatment.

<table>
<thead>
<tr>
<th>Eating disorder symptoms and quality of life</th>
<th>Pretreatment, median (range)</th>
<th>Posttreatment, median (range)</th>
<th>t test (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Past month objective binge episodes</td>
<td>4 (2-14)</td>
<td>0 (0-1)</td>
<td>1.65 (2)</td>
<td>.24</td>
<td>0.95</td>
</tr>
<tr>
<td>Past month total loss of control eating episodes</td>
<td>8 (4-14)</td>
<td>0 (0-1)</td>
<td>2.62 (2)</td>
<td>.12</td>
<td>1.52</td>
</tr>
<tr>
<td>Past month total compensatory behaviors</td>
<td>10 (2-10)</td>
<td>1 (0-4)</td>
<td>1.47 (2)</td>
<td>.28</td>
<td>0.85</td>
</tr>
<tr>
<td>Global Eating Disorder Examination score</td>
<td>2.59 (2.18-3.88)</td>
<td>1.73 (1.64-1.86)</td>
<td>2.06 (2)</td>
<td>.18</td>
<td>1.18</td>
</tr>
<tr>
<td>Quality of Life Inventory total score</td>
<td>15.28 (14.78-17.28)</td>
<td>16.75 (14.22-18.00)</td>
<td>−0.62 (2)</td>
<td>.60</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Qualitative feedback and weekly questionnaire results suggested that both patients and clinicians believed that the CBT+ system was easy to use and helped them keep track of their goals. With regard to the acceptability of JITAIAs, CBT+ algorithms produced slightly less than 1 intervention per day. Patients perceived the JITAIAs to be accurate and appropriate to the entries they completed and found the JITAIAs to be helpful in promoting the use and acquisition of therapeutic skills. JITAIAs designed to reduce dietary restraint comprised the majority of interventions that were delivered. This finding suggests that most patients needed continued support to practice skills designed to reduce dietary restraint (such as eating regular meals and snacks and eating enough food at each meal and snack) compared with strategies designed to reduce unhelpful responses to cues to binge eating (such as learning to manage triggers for binge eating and learning to manage negative emotions). As the reduction of dietary restraint is the most well-established mechanism of action in CBT for BN [2,8], JITAIAs designed to improve skills related to reducing dietary restraint may be the most impactful.

One reason that clinicians and patients may have found CBT+ beneficial was the high customizability and personalization allowed by the JITAI system. Previous research conducted by our team found that both clinicians and users value a system that allows personalized interventions [35]. The CBT+ clinician portal offered multiple options to clinicians to personalize the content, timing, and frequency of interventions to their patients’ needs. For example, clinicians could craft personalized push notification interventions and used this feature in approximately 1 out of 5 sessions. These personalized push notifications were frequently used to target adherence to treatment recommendations (eg, reminder delivered every morning to remind participants to avoid at-home weighing) and to address treatment-interfering behaviors (eg, push notifications scheduled to remind participants every weekend to avoid high alcohol use to prevent the risk of binge eating).

Patients who completed treatment experienced improvements in CBT skills and significant reductions in binge eating and compensatory behaviors over the course of 16 weeks of treatment, and the average posttreatment EDE scores were in the remission range by the end of treatment. Although the additive efficacy of CBT+ cannot be directly assessed because of the lack of a control group, preliminary outcomes are promising and support the need for an RCT assessing whether CBT+ enhances outcomes when added to CBT for BN.
Limitations and Future Work

Several limitations of this study must be acknowledged. First, we conducted an open trial, which limits our ability to draw conclusions about the effectiveness of CBT+ in improving skills acquisition and utilization above and beyond CBT alone. Second, our study had a small number of patients, as the primary goal of this pilot study was to evaluate the feasibility and acceptability of CBT+ ahead of an ongoing RCT. Our team is currently conducting a randomized control trial comparing CBT for BN with electronic self-monitoring via the CBT+ app without the JITAI system to CBT for BN with electronic self-monitoring via the CBT+ app with the JITAI system (ie, full CBT+ system) to better understand the additive value of CBT+. Third, although user adherence in our study was better than that observed in other mHealth app studies, we observed a modest decrease in user adherence in the latter half of treatment. Fourth, the dropout rate was relatively high. Although this rate is comparable with that reported in other treatment studies for individuals with BN (eg, 15%-65% across a range of other treatment studies [36-40]), these results suggest that there may be some participants for whom the CBT+ system is not feasible or acceptable. Fifth, as is typically the case in eating disorder studies, most participants were female; thus, app adherence and outcomes may not generalize to men. Sixth, similar to standard in-person CBT for BN [41], completing self-monitoring forms on the CBT+ app was perceived to be burdensome. Finally, although the interventions were generally found to be helpful, they were considered less useful later in treatment, likely because of their repetitive content.

Future iterations of the CBT+ app could better tailor JITAI’s to improve their usefulness throughout the treatment. Similarly, the CBT+ app could incorporate and use more passive channels of data collection, such as continuous glucose monitoring, which could help increase the accuracy of the algorithm (eg, provide a risk alert to a participant when they have not eaten for more than 4 hours and are at a risk of binge eating) [42].

Conclusions

In summary, our preliminary results suggest that the CBT+ system is a feasible and acceptable treatment augmentation for both patients and clinicians. If the results are confirmed in a larger RCT, the CBT+ system could prove to be a valuable addition to treatment to facilitate skill use and acquisition and ultimately reduce bulimic symptoms. Further research is necessary to determine the extent to which CBT+ is responsible for improving skills acquisition and utilization and whether improvements in skills acquisition and utilization mediate symptom reductions.
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Abstract

Background: Depression is a prevalent and problematic mental disorder that often has an onset in adolescence. Previous studies have illustrated that depression disclosures on social media are common and may be linked to an individual’s experiences of depression. However, most studies have examined depression displays on social media at a single time point.

Objective: This study aims to investigate displayed depression symptoms on Facebook at 2 developmental time points based on symptom type and gender.

Methods: Participants were recruited from an ongoing longitudinal cohort study. The content analysis of text-based Facebook data over 1 year was conducted at 2 time points: time 1 (adolescence; age 17-18 years) and time 2 (young adulthood; ages 20-22 years). Diagnostic criteria for depression were applied to each post to identify the displayed depression symptoms. Data were extracted verbatim. The analysis included nonparametric tests for comparisons.

Results: A total of 78 participants’ Facebook profiles were examined, of which 40 (51%) were male. At time 1, 62% (48/78) of the adolescents had a Facebook profile, and 54% (26/78) displayed depression symptom references with an average of 9.4 (SD 3.1) references and 3.3 (SD 2.3) symptom types. Of the 78 participants, 15 (19%) females and 12 (15%) males displayed depression symptom references; these prevalence estimates were not significantly different by gender (P=.59). At time 2, 35 young adults displayed symptoms of depression with an average of 4.6 (SD 2.3) references and 2.4 (SD 1.3) symptom types. There were no differences in the prevalence of symptoms of depression displayed between males (n=19) and females (n=16; P=.63).

Conclusions: This content analysis study within an ongoing cohort study illustrates the differences in depression displays on Facebook by developmental stage and symptom. This study contributes to a growing body of literature by showing that using social media to observe and understand depression during the emerging adult developmental period may be a valuable approach.

(JMIR Form Res 2021;5(5):e20179) doi:10.2196/20179

KEYWORDS
adolescents; content analysis; depression; Facebook; social media
Introduction

Background
Depression often has an onset during adolescence and young adulthood [1-3]. Social networking sites (SNSs) may present new opportunities to understand emerging adults’ experiences of depression, as over 90% of youth and 75% of adults use one or more SNS [4,5]. Previous work has found that displayed depression symptoms on SNSs are common; a study of college students found that these displays were present on up to a quarter of participants’ profiles [6]. Furthermore, displayed depression symptoms on SNSs were positively associated with self-reported depression symptoms using clinical screening tools [7]. Given the nearly ubiquitous use of SNSs among adolescents and young adults, the disclosure of depression on SNSs may present an innovative opportunity to evaluate how depression displays on social media may change during the developmental transitions of emerging adulthood. Thus, SNSs may allow researchers to understand unique aspects of the depression experience during adolescence and young adulthood, such as gender differences or changes in the types of symptoms displayed over time. Research approaches incorporating SNSs may enhance our understanding of symptom burden, symptoms over time, and differences by developmental stage and gender.

Depression During the Emerging Adult Years
The emergence of depression is a major health concern during adolescence; the prevalence of depression increases between the ages of 10 and 18 years [1-3]. The most common form of depression in adolescents and young adults is major depressive disorder, with a yearly incidence of approximately 8% [8,9]. An additional 22% of adolescents and young adults have subdiagnostic levels of depression symptoms, which is an important and understudied group [10].

Patients with a major depression diagnosis and those with subdiagnostic levels of depression symptoms experience impaired functioning and morbidity. It is well established that depression is associated with numerous negative health and social outcomes. These outcomes can include poor academic achievement, increased rates of substance use, comorbid psychiatric conditions, and, most severely, suicide [11-15].

Depression and Gender
Gender is another critical factor in the depression experience; previous work suggests that beginning in adolescence, females have higher rates of depression compared with males [16-18]. It has been proposed that gender differences reported in the literature may reflect differences in depression prevalence and depression symptom types or differences in diagnosis and treatment by providers [19]. A recent meta-analysis found that gender differences in depression diagnoses were seen at the young age of 12 years, peaked in adolescence, and declined in adulthood [20].

A New Lens to Understand Depression Experiences: SNSs
SNSs may present new opportunities to investigate depression, particularly among adolescents and young adults. The vast majority of adolescents and young adults use an SNS, such as Instagram, Snapchat, or Facebook [5,21]. SNSs allow users to build a personal profile, communicate with others, and build a social network. Thus, SNSs provide unique tapestry for curating personal content and sharing with viewers.

Through content displayed on an SNS profile, profile owners may provide researchers insight into experiences that are not always apparent in their life offline. SNSs, such as Facebook, allow individuals to create personal profiles that are public representations of themselves. Facebook users have the ability to change their web-based identity on a daily or even minute-to-minute basis. These disclosures may include references to depression symptoms in the form of status updates, that is, personally written text describing the profile owner’s current state of mind. Thus, SNSs allow users to capture their lived feelings, behaviors, and experiences at any time or place.

Examining content on an SNS as a representation of one’s self has theoretical support. Even before the advent of using social media as a venue for personal expression, research has shown that human-computer interaction use fostered self-disclosure and uninhibited personal expression [22,23]. Social media may foster the self-expression of depression symptoms through their unique affordances. Affordances are typically described as properties of artifacts that can be recognized by users and contribute to their function [24]. An affordance approach can be useful because it provides a way to identify functionalities that are similar and different across these platforms [25-28]. Social media affordances can include social affordances, cognitive affordances, or functional affordances. Social affordances provided by social media may enhance the likelihood of disclosures of depression symptoms in social media venues and include a sense of belonging to a group, such as a group focused on a particular interest, experience, social group, or religion [29]. This sense of belonging may lead to social media being a safe space in which depression disclosures can occur. Another social affordance is its capacity to promote network-informed associations, such as when Facebook suggests friends for a user based on their friends’ friends. This allows users to see how friends are connected to other people and their interests [30]. This feature may again contribute to the sense that Facebook is a safe and connected space for disclosure. These affordances may inform mechanisms by determining which types of communication are common on particular platforms.

Affordances are also a useful lens through which to view social media platforms. As platforms can change in popularity or features within an individual platform change, researchers can focus on underlying affordances to interpret observations and predict whether similar observations would be seen on platforms with similar affordances [31].

Evidence Supporting Depression Symptom Disclosures on SNSs
Several areas of previous research support the investigation of depression using SNSs. First, previous work illustrates that from the inception of social media, adolescents have used SNSs to disclose personal information and seek support. One study from the early period of social media found that adolescents reported
that they often disclosed more about themselves on SNSs than they did in person [32]. Adolescents with depression have also described using SNSs to express themselves and seek social support [33]. Peers may respond to these disclosures with social support. Previous work supports that peers often view SNS depression symptom disclosures as a cry for help and respond by providing support on the web and offline [34].

Second, depression symptom displays are common across SNSs. Previous studies have described depression symptom displays across various SNSs, including Facebook, Twitter, and Tumblr [6,35-37]. Previous studies have reported that between 25% and 33% of Facebook profiles of adolescents and young adults include references to depression symptoms consistent with the symptom criteria for a major depressive episode (MDE) [6].

Third, studies support links between displayed depression symptoms on SNSs and self-reported depression symptoms. One study found a positive association among young adults between posting displayed references to depression on Facebook and self-reporting depression symptoms [7]. Another study found that adults who used Facebook to post about health concerns were also more likely to have depression via a medical record review [38]. To date, these studies have focused on displayed depression symptoms in young adults or adults on SNSs.

Finally, previous literature has explored different approaches to examine the relationship between social media and depression, such as through studies examining the interaction between individual users and social media [39,40]. Other studies have examined social media language and compared it with the language present in medical records [41]. These studies complement approaches that examine social media directly and highlight the potential knowledge to be gained from understanding how depression is represented on social media and the user experience.

The Role of Development
Adolescence is often the time when depression symptoms arise; thus, adolescents may be faced with these symptoms during a developmental stage in which their abstract thinking and ability to conceptualize the future is still developing [1-3]. As a result, adolescents may post their experiences on social media as an outlet for expression or to seek peer support. Developing and relying on peer support is a major task in adolescence. Given the social affordances of social media, these platforms may represent safe spaces in which adolescents feel comfortable expressing their new experiences. Alternatively, adolescents may be reluctant to share depression-related experiences on social media, as the fear of stigma among their peer groups may limit their comfort in expressing depression symptoms. As most studies to date of displayed depression symptoms on social media have focused on young adults, it remains unclear how and how often adolescents choose to represent depression symptoms on social media.

Young adulthood is a time in which youth achieve new levels of independence from parents and experience additional responsibilities for work or education. For young adults with depression, the developmental changes that occur in early adulthood can cause increased stressors [42]. Therefore, early adults may use social media to express these stressors to a known peer network where they can seek support. Previous studies have shown that young adult peers frequently see displayed depression symptoms by their peers and often interpret these displays as requests for support [34].

The developmental stage, which combines adolescence with young adulthood, has been proposed as a contributor to the symptom experiences of adolescents and young adults with depression [42]. A previous study argued that although the core experiences of depression were similar for adolescents and young adults, experiences related to stressors and depression triggers differed by developmental stage [43]. Other studies have found an improvement in depression symptoms in early adulthood compared with adolescence, suggesting that an increased level of experience, cognitive development, and psychosocial maturity may be key factors in improving an individual’s self-management of depression [44,45].

Gaps in the Literature
At present, there are important gaps in the literature. First, this study is unique in its use of displayed depression symptoms on SNS samples at 2 developmentally distinct time points. There has been a call for studies on media about the adolescent developmental period [46]. Previous approaches using limited longitudinal study designs using SNSs have been successful. A previous study evaluated displayed references on SNSs regarding religion and sexual behavior over a one-year period [47]. A second study followed students during their first year of college to understand the emergence of alcohol displays on Facebook [48]. However, this study provides a unique contribution of examining 2 distinct time points, years apart, to understand differences by developmental period within a longitudinal cohort study.

Second, this study evaluates depression displays on SNSs at the symptom level. To date, most previous studies have focused on undifferentiated and aggregate displayed depression on SNSs. Depression symptoms can include sleep issues, which may be nonspecific to depression, and depressed mood, which is a more specific concern. The investigation of specific depression symptom displays on SNSs remains to be understudied. Furthermore, whether there are changes in displayed depression symptom frequency or types of depression symptoms displayed in adolescence compared with early adulthood remains to be unknown.

Third, studies provide conflicting findings regarding whether males or females are more likely to display depression references on SNSs. One previous study of college students found that 40% of females were depression symptom displayers (DSDs), compared with 25% of males [7]. Another study of college students found that females were more likely to display references to both stress and depression on SNSs [49]. Most of these studies have focused on college students, so it remains to be unclear how these results apply to adolescents or populations that are more general. A previous qualitative study focused on college students found that students perceived no differences in the frequency of seeing depression symptom disclosures on SNSs from male versus female peers [34].
To summarize, there is incomplete knowledge of depression displays by developmental stage, depression symptom displays, and gender, considering the unique time points of adolescence and young adulthood.

**Study Purpose**

The aim of this content analysis study was to evaluate displayed depression symptoms on Facebook posts among a cohort of participants at 2 time points: adolescence and young adulthood. Our study objectives are to determine (1) the prevalence of displayed depression symptoms at 2 developmental time points: adolescence and young adulthood; (2) the most common depression symptoms displayed on Facebook; and (3) the prevalence of displayed depression symptoms by gender. As we conducted this study in the context of an ongoing longitudinal study, we also aim to illustrate our methodological process and its strengths and limitations so that future studies could consider such approaches in the context of their studies.

**Methods**

**Overview**

This study used a cohort of participants enrolled in the Developmental Pathways Project (DPP). This ongoing parent study was ideal for the purposes of this study for 3 reasons. First, the DPP study design was longitudinal and collected data from participants in adolescence (ages 17-18 years) and young adulthood (ages 21-22 years). Second, the study design of recruiting students in adolescence allowed us to leverage a more general population of adolescents, rather than focusing on college student populations, as in many previous studies. Third, recruitment was designed to oversample participants with early signs of depression, to increase the likelihood of having depression symptom displays present on SNSs.

The detailed screening and sampling procedures have been described previously [50,51]. Informed consent was obtained from adolescents and their parents at the start of the study. All study procedures were approved by the University of Washington Human Subjects Division.

**Participants**

Recruitment began with mailing an introduction letter from the DPP principal investigators with a fact sheet for this study. This sheet explained that the purpose of the study was to learn about how young adults use social media. The participants were informed that we would be contacting them via email to request their Facebook profile name and URL to send a Facebook friend request. We created a Facebook profile for this study that participants would link their profile with for the duration of the study. We informed participants that if they accepted our friend request via Facebook, we would view their Facebook profile to get an idea of how often they used the profile and what they posted on it. They were assured that we would post no comments or public messages to their profile and that all information we gathered would be kept confidential. Participants were told that accepting the Facebook friend request served as their voluntary, informed consent to participate in the Facebook study. Participants received US $10 for participation.

One week after mailing the letter, we sent each eligible participant an email that contained the same letter and fact sheet and asked for their Facebook profile name and URL. For those who did not respond, we searched for their Facebook profile using their full name or email address. To verify that the participant’s Facebook profile belonged to the actual participant, one of the following data-matching criteria had to be met by finding the information on the Facebook profile and matching it to the information on file for that participant: their email, birthday, city and high school, city and high school graduation year, or high school and high school graduation year.

One week later, we sent friend requests to DPP participants who met the eligibility criteria for whom we had Facebook profile names. The friend requests included a Facebook message explaining that there was a new DPP-related study opportunity and that if they wished to participate, they would need to accept the friend request within 3 months. If we were unable to find the Facebook account, we sent a follow-up email requesting account information. If the participant had not accepted the friend request one week later, we sent a text message reminding them to check their email and Facebook accounts. If the participant still had not friended the Facebook account after 3 months, the friend request was rescinded.

**Depression Symptom Display Codebook Development**

Using previous studies, we created a depression codebook containing keywords used to evaluate Facebook profiles and Twitter feeds for references to depression [6,35,36]. References to depression symptoms were defined using the symptoms outlined in the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) criteria for an MDE (Table 1) [52]. We chose the established clinical criteria as the basis of our research codebook to provide the most clinically relevant, objective framework for profile evaluation. The criteria for MDE based on the version of the DSM used in this study included depressed mood, loss of interest or pleasure in activities, weight or appetite changes, sleep problems such as insomnia or hypersomnia, slowing down of thought and movement (referred to as psychomotor retardation in the DSM-IV), energy loss, feelings of worthlessness or guilt, decreased concentration, or suicidal ideation [52]. Some of these criteria in the DSM-IV are further described as requiring observation by a physician to be considered valid, such as changes in appetite or weight. However, as this study involved evaluating self-disclosed feelings, thoughts, and experiences by participants, all symptoms were evaluated at face value, as reported by the participant.
Table 1. Depression symptom definitions applied to Facebook profile status updates.

<table>
<thead>
<tr>
<th>DSM-IV criteria</th>
<th>Example key words or phrases</th>
<th>Exclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressed mood</td>
<td>Sad, empty, crying, tearful, alone, lonely, distressed, down (unless context clarifies otherwise)</td>
<td>“I had a bad day”: reference to a negative event without expressing emotion, FML (F*ck my life)</td>
</tr>
<tr>
<td>Decreased interest or pleasure in activities or anhedonia</td>
<td>Not having fun, don’t feel like doing anything, giving up, lack of purpose, not caring, not giving a “F*ck”</td>
<td>“I’m bored”: references to being bored or decreased interest in something specific such as a class or project</td>
</tr>
<tr>
<td>Changes in weight or appetite</td>
<td>No appetite, don’t feel like eating, can’t stop eating, eating everything in sight</td>
<td>“I ate too much McDonalds this weekend”: references to poor eating habits rather than change in appetite or references to single episodes of eating too much, such as at Thanksgiving</td>
</tr>
<tr>
<td>Insomnia or hypersonomnia</td>
<td>Tired, exhausted, sleepy, need a nap, easily tired, not sleeping well, restless sleep, can’t sleep, can’t get to sleep, falling asleep in an unusual place, insomnia</td>
<td>“I took a nap after finals”: references to specific fatigue-related events</td>
</tr>
<tr>
<td>Agitation or slowing down of movement</td>
<td>Inability to sit still or feeling slow</td>
<td>“So excited for this concert that I can’t sit still!”: references to energy increases linked to specific events</td>
</tr>
<tr>
<td>Fatigue or loss of energy</td>
<td>Can’t get anything done, can’t get motivated due to fatigue</td>
<td>“I’m tapped out after that soccer game”: references to specific events or activity leading to low energy</td>
</tr>
<tr>
<td>Feelings of worthlessness or guilt</td>
<td>Feel guilty or worthless, “I am stupid,” “I’m not cool,” “I’m average,” “I’m crazy” or “I’m insane,” regretting something, being a failure, or failing</td>
<td>“I’m feeling so guilty after binge watching the whole fifth season”: references to single episodes of guilt linked to one-time activities</td>
</tr>
<tr>
<td>Difficulty concentrating or indecisiveness</td>
<td>Can’t study, can’t finish work, can’t concentrate because of emotion, can’t decide on something, don’t feel like deciding, can’t make up your mind, not knowing what to do</td>
<td>“I can’t concentrate on this homework because I am on Facebook”: references to not wanting to concentrate, or can’t concentrate because of activity</td>
</tr>
<tr>
<td>Recurrent thoughts of death</td>
<td>Thinking of ways to commit suicide, references to jumping, referencing death of self, thinking about death</td>
<td>__b</td>
</tr>
</tbody>
</table>

aDSM-IV: Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition.
bNot available. No data fit this category.

Text-based Facebook displays were coded as depression references if they fit one of the described depression criteria based on keywords or synonyms. For example, one symptom of major depression is depressed mood; therefore, a status update stating “I feel depressed” would be coded as a depression symptom reference. Feeling down is often considered synonymous with feeling sad; therefore, a status update disclosing “I feel really down” would be coded as a depression symptom reference. Status updates or comments that referenced the common experience of having a bad day, such as “in a bad mood today because of my math exam,” would not meet the criteria for depression symptoms.

For this study, we began with the previously established codebook and engaged coders in testing and revising it for this study to ensure that symptom categories were well-developed and represented the current language on SNS profiles. A total of 4 rounds of pilot testing were conducted with participant profiles that were not included in the study data set. Modifications and revisions to the codebook were made to ensure that specific diagnostic criteria were represented clearly and as objectively as possible. Table 1 presents the revised codebook with examples of the symptom types.

**Depression Symptom Display Coding Procedure**

**Coding Depression Symptom Displays by Time Point**

To evaluate depression symptom disclosures, coders reviewed each profile’s history of status updates and comments beginning one day before the date of interview at time 1 (ages 17-18 years) and time 2 (ages 21-22 years) and coded in reverse chronological order back to the same date, a year ago. Therefore, each period was tailored to the individual participant linked to the interview date but covered an identical range of time of 1 year. Each coding period was thus separated by 3 to 4 years.

**Coding Depression Symptom Displays: Exclusions**

For each social media post examined, if the post did not include any reference to depression symptoms, it was not coded. Status updates or comments that referenced a person other than the profile owner (ie, “Matt is sitting next to me in class and he looks bummered”) were not considered personal references and were excluded. Only text was evaluated in this study; thus, photos, links, and videos were excluded from the evaluation.

**Coding Depression Symptom Displays: Process**

For profiles in which a status update or comment disclosed a depression symptom, investigators categorized the type of...
depression symptom into one of the specific symptom categories. The unit of coding was a statement matching the depression symptoms. Therefore, if a post included multiple statements describing multiple symptoms, then each statement was counted as an individual depression symptom. For any displayed depression symptoms that met the criteria for representing suicidal ideation, researchers used an algorithm from previous studies to determine whether a response to that post was warranted [36]. Responses could include providing mental health resources or contacting participants to check if the concerning post was recent.

**Interrater Agreement**

Interrater agreement across depression symptom coding categories was compared across all the coders. The interrater agreement for depression symptom type ranged from a low of 88% for anhedonia to 98% for sleep concerns.

**Analysis**

Qualitative assessment of the data was performed via content analysis. All coders went through a training phase of coding using pilot data not included in this study and began coding for this study once interrater agreement goals of >90% were met. When coding posts that met the criteria as a depression symptom, coders evaluated symptom types and placed them into appropriate symptom categories based on the codebook. Weekly meetings of all coders allowed the discussion of questionable codes and decisions were made by consensus.

For quantitative data, demographic variables and displayed depression references on Facebook were evaluated using descriptive statistics. We used Wilcoxon rank sum tests to test for associations between gender and the number of Facebook depression displays at each time point. Chi-square tests were used to test for an association between the presence of depression display and gender at each time point. All P values were two-sided, and P<.05 was used to indicate statistical significance. Statistical analyses were conducted using Stata 12 (StataCorp LP).

**Results**

**Overview**

This study was funded in October 2014 and received institutional review board approval from the University of Washington in February 2015. Participants from the larger DPP study were recruited for this study between February and April 2015. Retrospective data collection using Facebook profiles was conducted between April 2015 and August 2016. Statistical analyses and data interpretation were conducted subsequent to that time.

**Participants**

Of 394 participants, 212 (53.8% of the DPP sample) participants were eligible for recruitment on the basis of the inclusion criteria. Among these 212 eligible DPP participants, 199 (93.9%) participants provided information about their Facebook profile, and 89 (41.9%) participants consented to participate in this study. A total of 78 out of 89 participants accepted our friend request and had data available at the time 2 data point.

At time 1, the sample of participants who had a Facebook profile as an adolescent included 48 participants aged between 17 and 18 years, of whom 48% (23/48) were male. The time 2 sample of participants who had a Facebook profile as a young adult included 78 participants, aged between 21 and 22 years, of whom 51% (40/78) were male.

**Depression Symptom Displays by Time Point**

At time 1, 62% (48/78) of the participants had Facebook profiles and were included in the analyses. Of these 48 individuals whose Facebook profiles were coded, 27 (56%) displayed one or more depression symptoms on Facebook. We will refer to these participants as DSDs. The total number of depression displays over the year among all DSD profiles was 269. DSDs had an average of 5.3 (SD 9.2) depressive symptom displays and a median of 1 depressive symptom display in the one-year period. At time 1, the Facebook profile often represented status updates in the third-person language. A typical status update would read as “[Profile owner name] is....” Thus, many status updates were third person, such as “is feeling very sad.” Common types of language associated with these status updates included the use of all capital letters for emphasis (eg, “can’t stop EATING”) and unique spellings in shorthand (eg, “sleep d-prived”).

At time 2, all 78 participants had Facebook profiles and were included in the analyses. Of these 78 participants, 35 (45%) were DSDs. The total number of depression symptom displays by these DSDs at time 2 was 172. At time 2, DSDs had an average of 4.6 (SD 3.9) and a median of 3 displays. While by this point on Facebook, the third-person status update was no longer the norm, we saw the continued use of all capital letters for emphasis (eg, “just ate SO MUCH”) and seemingly purposeful misspellings, such as “I don’t wanna.”

**Depression Symptom Types by Time Point**

Depression symptom displays were present across both time points (Table 2).
### Table 2. Displayed depression symptom type on Facebook profiles by time point.

<table>
<thead>
<tr>
<th>Depression symptom type</th>
<th>Time 1 (17-18 years; 2008-2010)</th>
<th>Time 2 (21-22 years; 2011-2014)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Posts (n=255), n (%)</td>
<td>Posts (n=167), n (%)</td>
</tr>
<tr>
<td><strong>Examples</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depressed mood</td>
<td>36 (14.1)</td>
<td>32 (19.2)</td>
</tr>
<tr>
<td>“is kind of sad,” “is terrible, thanks for asking,” “is really, truly depressed”</td>
<td></td>
<td>“feeling the worst right now, just wanting to cry...” “can’t depend on anyone, so sad”</td>
</tr>
<tr>
<td>Decreased interest or pleasure in activities or anhedonia</td>
<td>43 (16.9)</td>
<td>27 (16.1)</td>
</tr>
<tr>
<td>“doesn’t care anymore,” “too late to pull together the value of my life”</td>
<td></td>
<td>“and everything continues to suck...” “what is this life? other than a slow and painful death”</td>
</tr>
<tr>
<td>Changes in weight or appetite</td>
<td>3 (1.2)</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>“fasting the rest of the week,” “can’t stop... EATING”</td>
<td></td>
<td>“craving every sort of food,” “another day of overeating”</td>
</tr>
<tr>
<td>Insomnia or hypersomnia</td>
<td>85 (33.3)</td>
<td>69 (41.3)</td>
</tr>
<tr>
<td>“5 naps in a day, phew,” “sleep deprived”</td>
<td></td>
<td>“just another night of insomnia,” “i don’t want to wake up”</td>
</tr>
<tr>
<td>Agitation or slowing down of movement</td>
<td>11 (4.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>“so restless,” “feels paralyzed”</td>
<td></td>
<td>N/Aa</td>
</tr>
<tr>
<td>Fatigue or loss of energy</td>
<td>3 (1.2)</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>“says get the heck up!” “feeling a bit listless...”</td>
<td></td>
<td>“don’t wanna do a thing,” “no motivation”</td>
</tr>
<tr>
<td>Feelings of worthlessness or guilt</td>
<td>34 (13.3)</td>
<td>18 (10.8)</td>
</tr>
<tr>
<td>“no one likes me,” “tired of not being good enough,” “wishing she was beautiful”</td>
<td></td>
<td>“officially a weekend loser... fail,” “ahhh i struggle with life”</td>
</tr>
<tr>
<td>Difficulty concentrating or indecisiveness</td>
<td>25 (9.8)</td>
<td>6 (3.6)</td>
</tr>
<tr>
<td>“NEEDS to learn how to focus!” “what am i doing with life...”</td>
<td></td>
<td>“don’t know how to feel...” “so clueless and lost, i am”</td>
</tr>
<tr>
<td>Recurrent thoughts of death</td>
<td>15 (5.9)</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td>“going to die,” “I am terminal,” “hard times call for drastic measures- got a gun,” “dad I’m still here, wishing I was dead with you.”</td>
<td></td>
<td>“have a party at my funeral,” “if I died tomorrow, what would you say to me,” “i wanna kill myself”</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.*

At time 1, depression symptom displays included an average of 3.3 symptom types (SD 2.3; median 2) per participant. A common symptom type was sleep issues; 85 posts referenced sleep challenges, such as “5 naps in a day, phew” and “tired, I don’t want to wake up.” Another common type of depression symptom display was decreased interest or pleasure in activities (43 posts referenced this), such as “doesn’t care anymore” and “not having fun ever.”

At time 2, status updates referencing depression included an average of 2.4 (SD 1.3; median 2) depression symptoms among 9 possible symptom types. Similar to time 1, commonly displayed symptoms at time 2 included sleep issues (69/167, 41.3% of depression symptom posts), depressed mood (32/167, 19.2% of depression symptom posts), and decreased interest or pleasure (27/167, 16.2%). Table 2 shows examples of depression posts by symptoms.

### Prevalence of Displayed Depression Symptoms by Gender

Depression symptoms were observed in both females and males at both time points (Table 3). At time 1, 52% (12/23) of males and 60% (15/25) of females displayed depression symptom references on Facebook; the prevalence estimates were not significantly different ($P= .59$). The median number of depression symptom displays for females and males was not significantly different ($P= .28$). The median number of displays for both genders was 1.

Across each of the 9 depression symptom categories except suicidal ideation, females consistently had a high proportion of displays; however, these differences were not statistically significant ($P= .31$ and $P= .72$ with Yates correction).

At time 2, displayed depression symptoms were present in 48% (19/40) of male profiles and 42% (16/38) of female profiles ($P= .63$); there were no significant differences by gender in the number of displayed depression symptoms ($P= .94$).

While comparing females and males across types of depression symptoms, males had higher rates of decreased interest or pleasure and loss of energy compared with females; however, these differences were not statistically significant ($P= .11$ and $P= .40$ with Yates correction).
Discussion

Principal Findings

This study applied content analysis to evaluate displayed depression symptoms on Facebook within an ongoing longitudinal cohort study of adolescents. The findings contribute to the state of the science regarding how symptoms of depression are displayed on SNSs at 2 time points across a critical developmental period of emerging adulthood: by time, symptom, and gender. We identified that DSDs were common at both time points, with a variation in prevalence and symptom type among adolescents and young adults. We did not identify any gender differences in the prevalence of depression symptom displays at either time point.

Types and Timing of Displayed Depression Symptoms on Facebook

The first finding is the high prevalence of displayed depression symptoms at both time 1 and time 2. This finding is different from that previously reported in the literature. Previous studies have reported that the prevalence of displays of depression symptoms on Facebook ranges between 25% and 33% [6,7]. It is likely that this study sample, which was oversampled for early signs of depression as part of the prospective cohort design, was a major contributing factor to the higher prevalence of displayed depression symptoms in this study. However, it is also important to note that most previous studies have focused on college students. This study focused on adolescents, not all of whom were in college at the young adult time point. As this is the first study to examine displayed depression disclosures by a population of adolescents, our study findings support the importance of future work focused on the adolescent population to better understand how displayed depression symptoms may present opportunities to better understand, detect, or provide early intervention for depression.

Furthermore, we found that 53% (41/78) of our participants chose to represent depression symptom displays on Facebook as adolescents and about 44% (34/78) chose to represent depression symptom displays on Facebook as young adults. Another interesting finding is that at time 1, our 38 participants generated 269 depression symptom displays, whereas at time 2, our larger number of 78 participants posted a smaller number of 172 depression displays. These findings align with previous longitudinal studies of the emerging adolescence period, and one study found decreases in depression symptoms over 7 years between adolescence and early adulthood [44]. These results support early adulthood as a time in which many early adults experience improved psychological well-being and psychosocial maturity, which may manifest via decreased depression disclosures on social media.

A second finding was that both adolescents and young adults represented their depression symptoms using all 9 symptom types, including mood symptoms, physical symptoms, such as sleep, and even suicidal ideation. Furthermore, participants expressed these symptoms in informal ways, such as slang, shortened text, and all capitals for emphasis. This language may be more commonly attributed to the adolescent developmental stage but was observed across both time points in our study. In addition, both adolescents and young adults were willing to share information that may be seen as quite deep and personal information about how they were feeling, including clear descriptions of depression symptoms, such as hopelessness. We also found descriptions of poor self-worth, sleep challenges, and appetite changes. It is possible that having a network of peers on SNSs allows emerging adults to share developmental concerns around self-worth, sleep difficulties, and changing appetites that are fundamental to the developmental transition from adolescence to young adulthood.

The rich descriptions that emerging adults were willing to share may be startling as representations of publicly shared text. However, these disclosures may reflect an emerging cultural norm around what types of content are acceptable to share, both in a web-based public format and among a new generation of emerging adults who may view mental health as less stigmatizing compared with previous generations. It is also possible that some of these disclosures were not perceived by participants as depression symptoms, such as disclosures related to sleep problems or weight changes. Previous studies have illustrated that emerging adults often receive peer support for these disclosures, which may include social media comments in response, or offers to get together offline [6,53]. Thus, some adolescents and young adults may display depression symptoms in an effort to reach out for help or support from their peer network. Peers may be the first to observe and respond to depression symptom disclosures, and symptoms suggesting hopelessness or suicidal ideation may be the most critical for peer response. Future studies exploring the motivations and mechanisms of peer support in response to displayed depression symptoms are warranted.

Table 3. Facebook depression symptom displays by gender at time 1 and time 2.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Gender</th>
<th>Participant, n</th>
<th>Facebook depression symptom display, n (%)</th>
<th>Depression symptom displays on Facebook profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Value, mean (SD) Value, median (median)</td>
</tr>
<tr>
<td>Time 1 (n=48)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>23</td>
<td>12 (52)</td>
<td></td>
<td>2.7 (5.7) 1 (0-25)</td>
</tr>
<tr>
<td>Females</td>
<td>25</td>
<td>15 (60)</td>
<td></td>
<td>7.6 (11.2) 1 (0-33)</td>
</tr>
<tr>
<td>Time 2 (n=78)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>40</td>
<td>19 (48)</td>
<td></td>
<td>1.6 (2.8) 0 (0-11)</td>
</tr>
<tr>
<td>Females</td>
<td>38</td>
<td>16 (42)</td>
<td></td>
<td>2.4 (3.9) 0 (0-15)</td>
</tr>
</tbody>
</table>
No Differences in Depression Symptom Displays on SNSs by Gender

A third finding was that no differences in the prevalence of displays or types of symptoms displayed between females and males were found in this study. This finding may seem surprising, given that the literature suggests that females more often display personal or relational content and mention more psychological and social processes, such as emotions and feelings [3,6]. There are several possible explanations for the absence of gender differences in our study. It is possible that some aspects of the initial DPP study design, such as the sampling procedures for the original DPP study, might have influenced SNS disclosure patterns for both females and males in ways that we cannot understand. It is also possible that SNSs allow males a safe or culturally appropriate place to share depression symptoms or experiences. Previous research focused on early computer use communication found that human-computer interaction can lead to increased self-disclosure and less inhibited personal expression [54,55]. It is possible that this expression in males allows them the opportunity to express emotions in ways that may be more intimidating in offline communication. Thus, SNSs may be a venue in which males feel comfortable expressing depression symptoms.

It is interesting to consider another perspective that it is possible that our coding approach may have underestimated the frequency of male depression disclosure. It has been suggested that males are more likely to endorse other symptoms of distress, such as aggression, substance abuse, and risk-taking behavior, whereas women are more likely to endorse symptoms of sadness, stress, irritability, sleep problems, and loss of interest [56]. Our coding approach was based on the DSM-IV, and the symptoms of distress commonly noted by males were not among the criteria. However, the DSM-IV criteria does include the symptoms most commonly reported by women. Therefore, it is possible that some males’ disclosures related to underlying depression may have been missed based on our coding criteria, leading to an underestimation of mental health issues of males displayed on social media.

Limitations

Our study had several limitations. First, although the overall sample size of the cohort study from which we recruited for this study was large, the number of participants who met our inclusion criteria and were recruited was relatively small. The smaller sample and cohort study design allowed us to thoroughly evaluate participants’ displayed symptoms at 2 time points, yielding rich participant-generated data that allowed both quantitative and qualitative analyses. However, ongoing studies that integrate social media approaches as additional data collection may improve their participant numbers through approaches such as phone calls to participants or increased stipends. Another limitation of our study recruitment approach is potential sampling bias, as the participants who consented may have had different Facebook display patterns compared with those who declined participation. Furthermore, this study’s purpose was to evaluate user-generated text describing depression symptoms applying the DSM-IV criteria, which are also in writing and not represented via images. Thus, multimedia content such as photos, videos, or links to articles was not evaluated, although there are no current criteria or standards defined to evaluate such content. We evaluated all disclosures through the lens of the DSM-IV but did not factor in additional requirements for some criteria to be observed by a clinician, given our study’s focus on social media displays by participants. In taking all public web-based disclosures at face value, we cannot make claims about the motivation or context for participants’ posts. Another limitation is that we evaluated displayed depression symptoms on only one site, Facebook. As noted repeatedly in this paper, Facebook as a platform is not a static entity but is dynamic and changes over time. These changes were well illustrated within our data; at time 1, status updates were in the third-person language, and by time 2, this was no longer the case. Therefore, aspects or patterns of display at the earlier or later data collection times in our study may have changed. This is a limitation of any social media study and emphasizes the importance of reflecting on overall aspects of communication and culture around social media, such as through an affordance approach, rather than particular nuances of a single platform. Finally, because this study was retrospective within an existing cohort, data are not recent and may not reflect current trends in depression symptom displays on social media.

Conclusions and Implications

Despite these limitations, our study provides novel findings that contribute toward understanding how adolescents and young adults represent depression symptoms on Facebook during the critical developmental period of emerging adulthood. An important research implication of our study findings is that our findings can contribute to other studies in this important area. First, our study may inform text mining or big data studies of depression disclosure. It is important to note that many of the depression symptoms coded in this study that met the criteria within our codebook would not likely be identified through big data approaches tied to keywords. Adolescents used slang and deliberate misspellings, such as “don’t wanna do anything,” to represent constructs such as anhedonia. Studies using keywords or big data approaches to mine text-based social media data may find it useful to consider unexpected yet common word combinations to identify content that may signify depression symptoms. A previous systematic review noted that assembling large data sets of mental health symptoms on social media is problematic because of limitations and biases with data collection methods [57]. Combining thick data, such as what was collected in this study through human coders, with big data approaches using automated detection may allow for a broader yet more nuanced understanding of depression.

A second implication for future studies is to use our findings to design future studies more narrowly focused on specific or critical depression symptoms. Our study took the approach of understanding the ways in which all types of depression symptoms may be represented on Facebook. One finding was that depression symptoms around sleep concerns were common, although this particular symptom type could be interpreted as nonspecific for depression. Thus, future studies may elect to narrow the focus on sleep-related coding to only code posts that specifically mention sleep issues and depression. Alternatively,
future studies could consider focusing on coding symptoms that are more specific to depression, such as depressed mood.

Furthermore, our study provides methodological contributions on how existing studies may incorporate SNS evaluations into the study design. We found that using an existing study sample from a longitudinal cohort study was feasible and provided a novel approach to the evaluation of depression symptom displays on Facebook. We found that from our larger longitudinal sample, very few participants had data at the 2 time points evaluated. This finding may be applicable to other studies, as social media patterns and platforms change over time. Finally, given the frequency of depression symptom displays, SNSs may be an innovative avenue for raising self-awareness and combating stigma surrounding mental health conditions. As social media continues to evolve, further studies to evaluate these types of displays over time or across platforms are warranted.
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Abstract

Background: Social media platforms provide new possibilities within health research. With Facebook being the largest social network in the world, it constitutes a potential platform for recruitment and data collection from women of reproductive age. Women in Denmark and in other Western countries postpone motherhood and risk infertility due to their advanced age when they try to conceive. To date, no study has explored Danish women’s reflections on the timing of motherhood within a social media setting.

Objective: The aim of this study was to explore the challenges and opportunities of using Facebook as a platform for qualitative health research in Danish women of reproductive age.

Methods: This study was a qualitative study based on 3 online focus groups on Facebook with 26 Danish women of reproductive age discussing the timing of motherhood in January 2020.

Results: Conducting online focus groups on Facebook was successful in this study as the web-based approach was found suitable for developing qualitative data with women of reproductive age and made recruitment easy and free of charge. All participants found participating in an online focus group to be a positive experience. More than half of the women participating in the online focus groups found it advantageous to meet on Facebook instead of meeting face-to-face.

Conclusions: Conducting online focus groups on Facebook is a suitable method to access qualitative data from women of reproductive age. Participants were positive toward being a part of an online focus group. Online focus groups on social media have the potential to give women of reproductive age a voice in the debate of motherhood.

(\textit{JMIR Form Res 2021;5(5):e24108}) doi: \texttt{10.2196/24108}
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Introduction

Background of This Study

Within the last decade, social media platforms have gained a prominent role in the way people communicate and interact with one another and have enabled people to be connected and accessible to a greater extent. Social media offer multiple possibilities such as chat forums, blogs, virtual worlds, and social networks such as Facebook, Twitter, Instagram, and SnapChat. Facebook is currently the largest and most popular social network in the world with an average of 1.73 billion daily active users and an average of 2.6 billion monthly active users worldwide, as reported in 2020 [1]. In Denmark too, Facebook constitutes the most popular social media with 77% of all Danes having a Facebook profile [2]. In 2018, 95.3% of Danes aged 19-34 years had a Facebook profile followed by 86% of Danes aged 35-54 years [2], with 72% using Facebook daily [3]. Social media networks are popular among women of reproductive age. On Facebook, women can engage in different web-based groups, such as pregnancy, due date, and baby groups with the possibility of sharing experiences, photos, life stories, and to be a part of a virtual community with other future parents. However, web-based groups for women who have not yet had children are not common neither are the possibilities for discussing the future with or without children online with other women of reproductive age. Within health care, social media has increasingly become a way of informing, communicating, interacting, and engaging with people. Previous studies have explored the use of social media within health research, for example, a study that explores mommy bloggers disseminating breast cancer risk information [4], a study that uses Facebook to deliver smoking cessation treatment to young adults [5], or a study using online support groups for women with endometriosis [6].

Web-Based Recruitment and Web-Based Data Collection

Within qualitative research, focus groups are a popular data collection method. However, this method is often associated with challenges to recruit enough eligible participants, and inclusion of participants across the country can be time-consuming and economically and practically challenging [7]. Web-based recruitment is a well-known strategy in health research, especially pointed at “hard-to-reach” populations [8] such as marginalized groups or people who do not have access to the internet. Choosing traditional recruitment approaches such as posters, brochures, or personal approaching in health clinics when recruiting women of reproductive age who have not yet had children can be challenging, as most of these women do not have the need for consulting health professionals or have a natural web-based community. When planning this study, Facebook seemed to have the potential for recruitment and collection of data, since Danish women in the age group of 18-45 years constitute the most active users on Facebook with 86.5% using Facebook several times a day or almost every day compared to 77.9% of men of the same age group (Index Danmark, Gallup, Social media: use of Facebook by age and sex, unpublished data, 2019). Women tend to engage on Facebook by liking and sharing content [9], which can contribute to a faster recruitment process. Online focus groups, also referred to as virtual focus groups, are known from social science research, but online focus groups have become an interesting methodological approach within health science too. Williams et al [10] defines online focus groups as “A selected group of individuals who have volunteered to participate in a moderated, structured online discussion in order to explore a particular topic for the purpose of research.” Previously, online focus groups have been used in a study exploring DNA paternity testing with single mothers with young babies, for whom it was difficult to participate in face-to-face focus groups [11,12] and in another study as an approach to explore breastfeeding women’s use of social media [13].

Timing of Motherhood

Danish women’s age at the birth of their first child has risen significantly throughout the last 50 years. In 1969, Danish women were 23.3 years old when giving birth to their first child, which has risen to 29.5 years of age in 2019 [14]. Postponement of motherhood increases the risk of infertility and pregnancy complications such as miscarriage [15,16], chromosomal abnormalities [15,17], hypertensive complications, fetal growth restrictions, fetal death [18], and birth complications such as cesarean section [19]. The higher the age also means an increased risk of other risk factors, including overweight, sexually transmitted diseases, cancer, endometriosis, or environmental exposures, for example, hormone disruptive chemicals that may affect female fertility [15]. Postponement of motherhood is not unique to Denmark but has been reported in other Western and Northern European countries too [20-24].

Aim and Purpose of This Study

This paper presents an exploration of a qualitative methodological approach using Facebook to collect data from women of reproductive age, discussing their thoughts on the timing of motherhood. The aim of this study was to explore Facebook as a platform for qualitative health research within the reproductive field by recruiting women who had not yet had children into an online focus group discussing the timing of motherhood as a way to explore the challenges and opportunities of using Facebook to collect qualitative data. The online focus group was a part of a Participatory Design research-inspired study, which included a literature study and individual interviews with women of reproductive age. To the best of our knowledge, no previous research has addressed the approach of conducting online focus groups with a group of women of reproductive age in a social media setting. This paper focuses solely upon the methodological approaches of conducting online focus groups. In-depth empirical data from the online focus groups will be presented elsewhere.

Methods

Study Design

This study was conducted as an asynchronous text-based online focus group study on Facebook. In previous literature, focus groups within computer-mediated settings were also known as virtual focus groups. In this study, we prefer using the term...
“online focus groups” describing focus group activities connected to the internet [25], as we see the term “virtual” referring to a 3D image or environment that can be interacted with in a seemingly real or physical way by a person using special electronic equipment, as known from virtual reality [26]. Facebook was chosen as a web-based platform for the online focus groups because of its popularity, user friendliness, and the possibility to create private online groups. Prior to this study, a pilot study in 2016 with 14 Danish women tested Facebook as a platform for discussing the timing of motherhood in a social media setting, and Facebook was then found to be a suitable platform for this target group [27].

Participant Recruitment
We used a purposive recruitment strategy where participants were invited to the online focus groups if they met the following inclusion criteria: women of reproductive age defined as 18-45 years, with no children, regardless of whether they want to have children in the future, single or in a relationship, capable of speaking and writing Danish, and having a personal Facebook profile. Participants were recruited using the snowball sampling method on Facebook in the beginning of January 2020, initially through a recruitment post shared within the main author’s social network. The recruitment post, containing information about the project, was shared 287 times, reaching potential participants in all 5 regions of Denmark. None of the participants knew the facilitator prior to participation but were recruited through mutual connections within the social network. Participants who fulfilled the inclusion criteria contacted the facilitator (main author) by mail or Messenger (Textbox 1) [28] and answered a short web-based demographic questionnaire with a written consent to participate. We aimed to have 8-10 participants for each group, which was achieved for 2 out of 3 groups. Recruitment lasted for 20 days and finished when the desired number of participants were reached. Two potential participants withdrew from the study without explanation prior to data collection.

Textbox 1. Social media dictionary.

- **Post**: A piece of writing, image, or other item of content published online, typically on a blog or social media website.
- **Tagging**: Linking a person to a comment or a post by adding his/her profile name.
- **Notifications**: A message, email, icon or another symbol that appears when an app wants you to pay attention.
- **Emoji**: A small digital image or icon used to express emotions.
- **Reaction symbols**: A series of 6 animated “emoji” reactions that customers can add when responding to a post. Reaction symbols are Facebook’s way of facilitating an emotional conversation online.
- **Messenger**: Messenger is a free mobile messaging app developed by Facebook, used for instant messaging, sharing photos, videos, audio recordings, and group chats.

Participant Characteristics
A total of 26 women agreed to participate in the online focus groups lasting for 4 days (January 27-30, 2020). Participants were sent a personal invite linked to their private Facebook profiles to join a private Facebook group that was only visible to the facilitator and the participants. Participants were divided into 3 age groups with a private Facebook group created for each group. The participants were divided into different age groups with the intention to obtain insight into the potential similarities or differences among (1) younger women aged 18-24 years (n=8), (2) women aged 25-34 years (n=11), who according to their age are most likely to consider having children, and (3) women aged 35-45 years (n=7), who represent being at advanced maternal age defined as 35 years and older.

Online Focus Groups
The online focus groups were initiated by an elaboration of how the focus groups would proceed. As recommended by Abrams and Gaiser [29], participants were encouraged to make a short presentation of themselves as a way of enabling trust and making them feel comfortable. Since the participants used their personal Facebook profile, their identities were inevitably visible to other participants in the online focus groups, which is why we encouraged confidentiality between the participants. Participants were briefed that they could expect a daily topic to be uploaded and discussed within the group and that the estimated time each participant was expected to spend in the group was approximately 15 minutes per day. An interview guide inspired by traditional focus groups was prepared, as recommended by Malterud [30] and Skelton et al [13] in their study of breastfeeding mothers’ use of social media. The interview guide focused on 4 broad main themes: (1) considerations regarding when to have children, (2) the influence of others, (3) age and women’s fertility, and (4) fertility knowledge. Each theme represented a daily topic and was visually presented with a banner (photo or illustration) to make it easier to navigate between the various discussion threads in the group. The facilitator uploaded a new topic with support questions to be discussed each of the 4 days the online focus groups lasted, which addressed the 4 main themes of the interview guide. A range of open-ended support questions was designed to facilitate reflections on the topic and to promote a dialogue between the participants (Textbox 2).
Today I would ask you to discuss the following issue: Do you feel that the outside world influences your thoughts about having children?

Supporting questions:

- Feel free to define what you mean by the outside world (is it your possible partner, family, parents, siblings, grandparents, friends/girlfriends, politicians, media, community or otherwise?)
- Do you find that the outside world positively affects you to have children?
- Do you find that the outside world negatively affects you to have children?
- Does that make you want to have children earlier or later?
- Have you told your outside world about your considerations or choices regarding your thoughts on having children?
- Who are your loved ones that you talk to about your thoughts on having children? (eg, partner, parent, sibling, friends/girlfriends, healthcare professionals or others?)
- Is it hard to talk to anyone else about these thoughts? Why/why not?

Apart from text-written communication, participants had the possibility of using Facebook’s reaction symbols [31] (Figure 1) [32] to acknowledge comments or posts from coparticipants. Reaction symbols are Facebook’s way of facilitating an emotional conversation online [31,33]. The online focus groups were asynchronous, meaning that participants could access the online focus groups at a time that suited them best during the day rather than real-time online focus groups where participants access the online focus groups at a predefined time [34]. Three days after the online focus groups were completed, participants received a web-based debriefing questionnaire to anonymously evaluate how they experienced participating in an online focus group. A debriefing can give the researcher insight into group dynamics and how the participants experienced being a part of the focus group [35,36]. A total of 464 comments or 97 full pages of transcripts were generated from the 3 online focus groups and were copied as written by the participants into a text-based document, including other forms of interactions, for example, uploaded photos or videos, emojis [37], and punctuation. Identifiable profile names were replaced with pseudonyms and profile pictures were excluded from the analysis. As the native language of the participants was Danish, data were translated to English after analysis to reduce the risk of important pointers being lost in translation.

Figure 1. Facebook reaction symbols.

![Facebook reaction symbols](image)

Ethical Considerations
This study was notified to the Regional Ethical Committee as well as the Danish Data Protection Agency, but in Denmark, interview studies no longer require approval [38]. This study followed the principles of the Helsinki Declaration [39] and The Danish Code of Conduct for Research Integrity [40], in which participants received written information with the purpose of the study, just as they were informed about the confidentiality and the right to withdraw from the study. As Facebook users, all participants had accepted the Facebook Terms of Service and Facebook Data Policy prior to participation in this study but were reminded of these policies when invited to the study. The online focus groups were created as private Facebook groups, meaning that all content within the groups was only visible to the facilitator and the participants. Only the facilitator could invite participants to the group. All groups were deleted from Facebook at 1 month after participation.

Results

Participant Characteristics
The age range of the participants was 18-43 years, which was considered as a representative age span for women of reproductive age. Approximately 35% (9/26) of the women were single and 65% (17/26) were in a relationship, of which 9% (2/26) were married, 39% (10/26) were in a relationship and cohabiting, and 19% (5/26) were in a relationship but not cohabiting. All 5 regions of Denmark were represented with 58% (15/26) of the women living in urban areas and 42% (11/26) living in provincial areas. The majority of the women (21/26, 81%) had a high educational level with 42% (11/26) having a medium higher education or 39% (10/26) having a higher education. One participant discovered she was pregnant during the data collection but was not excluded from the group since she was at a very early stage of pregnancy. These demographical data are shown in Table 1.
**Table 1. Demographics of the women of reproductive age included in the online focus groups in this study.**

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Pseudonym</th>
<th>Age (years)</th>
<th>Region of living</th>
<th>Area of living</th>
<th>Educational level</th>
<th>Relationship status</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>Anna</td>
<td>39</td>
<td>Southern Denmark</td>
<td>Rural</td>
<td>Medium higher education (3-4.5 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W2</td>
<td>Amelia</td>
<td>31</td>
<td>Southern Denmark</td>
<td>Urban</td>
<td>Medium higher education (3-4.5 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W3</td>
<td>Ava</td>
<td>31</td>
<td>Zealand</td>
<td>Rural</td>
<td>Medium higher education (3-4.5 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W4</td>
<td>Beatrice</td>
<td>32</td>
<td>Capital</td>
<td>Urban</td>
<td>Higher education (5-6 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W5</td>
<td>Catherine</td>
<td>30</td>
<td>Northern Denmark</td>
<td>Rural</td>
<td>Higher education (5-6 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W6</td>
<td>Charlotte</td>
<td>28</td>
<td>Capital</td>
<td>Rural</td>
<td>Higher education (5-6 years)</td>
<td>In a relationship, not cohabiting</td>
</tr>
<tr>
<td>W7</td>
<td>Emily</td>
<td>43</td>
<td>Capital</td>
<td>Urban</td>
<td>Medium higher education (3-4.5 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W8</td>
<td>Hannah</td>
<td>32</td>
<td>Capital</td>
<td>Urban</td>
<td>Medium higher education (3-4.5 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W9</td>
<td>Helen</td>
<td>35</td>
<td>Zealand</td>
<td>Rural</td>
<td>Higher education (5-6 years)</td>
<td>In a relationship, not cohabiting</td>
</tr>
<tr>
<td>W10</td>
<td>Julia</td>
<td>23</td>
<td>Capital</td>
<td>Urban</td>
<td>Medium higher education (3-4.5 years)</td>
<td>In a relationship, not cohabiting</td>
</tr>
<tr>
<td>W11</td>
<td>Josephine</td>
<td>32</td>
<td>Capital</td>
<td>Urban</td>
<td>Medium higher education (3-4.5 years)</td>
<td>In a relationship, not cohabiting</td>
</tr>
<tr>
<td>W12</td>
<td>Lauren</td>
<td>38</td>
<td>Central Denmark</td>
<td>Urban</td>
<td>Higher education (5-6 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W13</td>
<td>Lily</td>
<td>27</td>
<td>Capital</td>
<td>Urban</td>
<td>Higher education (5-6 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W14</td>
<td>Megan</td>
<td>23</td>
<td>Zealand</td>
<td>Rural</td>
<td>Medium higher education (3-4.5 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W15</td>
<td>Mia</td>
<td>25</td>
<td>Zealand</td>
<td>Rural</td>
<td>Medium higher education (3-4.5 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W16</td>
<td>Olivia</td>
<td>35</td>
<td>Capital</td>
<td>Rural</td>
<td>Shorter higher education (2-3 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W17</td>
<td>Sarah</td>
<td>25</td>
<td>Central Denmark</td>
<td>Urban</td>
<td>Other</td>
<td>Single</td>
</tr>
<tr>
<td>W18</td>
<td>Sophie</td>
<td>33</td>
<td>Southern Denmark</td>
<td>Rural</td>
<td>Higher education (5-6 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W19</td>
<td>Susan</td>
<td>19</td>
<td>Zealand</td>
<td>Rural</td>
<td>Primary school</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W20</td>
<td>Tessa</td>
<td>29</td>
<td>Southern Denmark</td>
<td>Urban</td>
<td>Medium higher education (3-4.5 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W21</td>
<td>Tori</td>
<td>36</td>
<td>Southern Denmark</td>
<td>Urban</td>
<td>Higher education (5-6 years)</td>
<td>Single</td>
</tr>
<tr>
<td>W22</td>
<td>Tracy</td>
<td>38</td>
<td>Southern Denmark</td>
<td>Urban</td>
<td>Higher education (5-6 years)</td>
<td>In a relationship, cohabiting</td>
</tr>
<tr>
<td>W23</td>
<td>Vanessa</td>
<td>26</td>
<td>Capital</td>
<td>Urban</td>
<td>Higher education (5-6 years)</td>
<td>Married</td>
</tr>
<tr>
<td>W24</td>
<td>Vera</td>
<td>18</td>
<td>Southern Denmark</td>
<td>Urban</td>
<td>High school</td>
<td>In a relationship, not cohabiting</td>
</tr>
<tr>
<td>W25</td>
<td>Veronica</td>
<td>24</td>
<td>Capital</td>
<td>Urban</td>
<td>Medium higher education (3-4.5 years)</td>
<td>Married</td>
</tr>
</tbody>
</table>
**Participant Interactions**

Facebook provided a *notification* every time a new comment or a reaction was added in the group, making it possible for the participants and the facilitator to keep track on the activity in the groups. Where the majority of the participants appeared to be the most active within the groups during day and evening time, often being active online at the same time, which at times made the online focus groups synchronous, a few participants were more likely to contribute with their comments late at night. All posts uploaded by the facilitator were seen by all the participants, but not every participant contributed to the discussion. Facebook offers a feature that indicates whether the participants have seen the posts or not, which makes it visible to the facilitator if some participants were not active in the group. Participants were considered as low responders if they contributed less than 5 comments or interactions (n=3), medium responders if they contributed 5-15 comments or interactions (n=15), and as high responders if they contributed 15 comments or interactions and more (n=8) (Table 2). The number of comments ranged from 2 comments or interactions from 1 participant to 45 comments or interactions from another participant. None of the participants left the online groups or withdrew their wish to participate in the study during data collection. Overall, there was a high engagement level in all 3 online focus groups fostering rich discussions on the topics with an average of 142 comments per group (Table 2). Participants naturally applied the different emojis and reaction symbols as a way of interacting nonverbally with each other (Textbox 3).

**Table 2.** Interaction among the women of reproductive age in online focus groups categorized by age and type of responder.

<table>
<thead>
<tr>
<th>Responses</th>
<th>18-25 years age group (n=8)</th>
<th>26-34 years age group (n=11)</th>
<th>35-45 years age group (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low respondersa (n=3)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Medium responsersonb (n=15)</td>
<td>7</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>High respondersc (n=8)</td>
<td>0</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Comments per group</td>
<td>75</td>
<td>195</td>
<td>157</td>
</tr>
<tr>
<td>Comments per person (median)</td>
<td>6.5</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

a <5 comments.

b 5-15 comments.

c >15 comments.

In all groups, there was a friendly informal tone among the participants. Between the age groups, there were some differences in how often and in which way participants interacted with each other. While participants in age group 26-34 years and age group 35-45 years often addressed specific questions or comments to other participants by *tagging* [41] (Textbox 3), participants in the age group of 18-25 years primarily answered the questions from their own point of view and did not interact as much with each other as the other groups did, which led to markedly fewer comments and less lively discussions in this age group. Two participants did not contribute to the discussions; they only contributed with a presentation of themselves, thereby being merely passive participants.

**Textbox 3.** Examples of text interactions among Tori, Anna, and Lauren (age group 35-45 years) in the online focus group on Facebook.

Tori (W21): *Anna, I always say that there will be some divorced men with cute children, where you can become a bonus mother when the marital crises hit. Then you can experience couple relationships and the mother role too, if you have the needs. Then they never quite know what to answer and the conversation changes topic.*

Anna (W1): *Tori, hey good tactics! I like it.*

Lauren (W12): *Yes, I have also met people who say, “you will regret” or “in 5 years we’ll see you with a baby on the arm”. Very condescending, I think...*

**Facilitator Role**

The facilitator applied a low management role to the discussions, which, apart from addressing the daily topic and supporting questions consisted of having a more observant role in the discussions. However, the facilitator ongoingly addressed specific questions either as general questions within the groups if the interview topics did not appear naturally within the discussions among the participants or asked individual questions to get a participant to elaborate on her answer (Textbox 4).
Responses in the Debriefing Questionnaire

Out of 26 women, 89% (23/26) answered the debriefing questionnaire. When asked why they decided to participate in the study, 65% (15/23) of the women stated that they felt obligated to participate in the research aiming at them, 61% (14/23) of the women participated because they found it exciting to be a part of an online focus group, and 48% (11/23) of the women participated in the study because the topic motherhood was found to be interesting (multiple answers were possible). When asked on a 5-point Likert Scale (very high degree, some degree, low degree, very low degree, don't know), all participants agreed that participating in the online focus groups was a positive experience, with 70% (16/23) agreeing to a high degree and 30% (7/23) agreeing to some degree. Overall, 61% (14/23) of the women felt that participating in an online focus group made them feel as a part of a community with 4% (1/23) who felt to a high degree and 57% (13/23) who felt to some degree that they were a part of a community, whereas 26% (6/23) felt to a low degree and 4% (1/23) felt to a very low degree that they were a part of a community. Approximately 17% (4/23) of the participants felt to a high degree and 43% (10/23) felt to some degree that it was an advantage to meet on Facebook instead of meeting face-to-face, whereas 13% (3/23) of the participants felt to a low degree and 9% (2/23) of the participants felt to a very low degree that it was advantageous to meet on Facebook. One participant stated that “I think that it would have supported the internal dialogue between participants having been physically together, since communication is so much more than words (...) However, I probably wouldn’t have had the opportunity to attend if it required physical attendance, so I think this is a great solution!” The majority of the women spent more time than the estimated 15 minutes per day participating in online focus groups, with 35% (8/23) of the participants spending 5-15 minutes daily, 39% (9/23) of the participants spending more than 15 minutes, and 26% (6/23) of the participants spending more than 30 minutes daily. One participant claimed that “It was a little more time-consuming than I expected, and because I was lacking time, I attended less than I had hoped for.”

Discussion

Overview of This Study

The aim of this study was to explore the challenges and opportunities of using Facebook as a platform for qualitative health research in women of reproductive age. This study represents 26 Danish women from 3 different age groups reflecting their thoughts upon the timing of motherhood. Rather than aiming to conduct more online focus groups, we decided to include participants who were different in terms of age, relationship status, and area of living (urban or rural), and from the 3 online focus groups, we obtained rich data on reflections on the timing of motherhood.

Facebook as a Platform

Using Facebook as a platform for conducting online focus groups with women of reproductive age was beneficial for this study, as it made recruitment and data collection free of charge and inclusion of women across the country without the need for covering travelling and venue expenses. Another benefit was that through Facebook, we gained access to participants and data by creating a temporary online space for women of reproductive age, which could otherwise have been difficult, as this group of women do not have a natural web-based meeting space and can be hard to reach using traditional recruitment methods. It was an advantage that the recruitment as well as the data collection took place on the same platform, since Facebook has user-friendly features and was well-known to the participants. When conducting online focus groups with women of reproductive age on Facebook, we met participants on a media platform that they were already familiar with [42], which makes recruitment and adaptation to the research tool easier. Transcriptions were easy, as participants generated the transcripts themselves and the text-based data were copy-pasted for analysis, which increases the accuracy of the transcripts and removes the potential for error [10,43]. However, the anonymization of the participants and the use of emojis, reaction symbols, punctuation, photos, and videos uploaded by participants required some preparation of data prior to analysis.

Asynchronous Versus Real-Time Online Focus Groups

The asynchronous interaction in the online focus groups meant that participants had the freedom to participate at a time that suited them best, thereby enhancing flexibility and convenience. Another advantage was that participants had the ability to return to a previously asked question and elaborate on their answers or contribute with their points of view later on if they did not have the opportunity to answer immediately. This gave participants more time for reflection before submitting a response, thereby enabling richer collection of data. This finding is supported by Lijadi and van Schalkwyk [34] in their study of Third Culture Kids. A disadvantage of asynchronous online focus groups was that when a topic was being discussed, participants had to wait for a response from the other participants before the discussion could start properly. Compared to real-time chat-based interviews or traditional focus groups, this asynchronous approach may cause participants not to respond as spontaneously because they consider their answers [36]. The asynchronous approach required that participants checked updates in the Facebook group several times a day to keep up

Textbox 4. An example of a communication thread between the facilitator and a participant.

Susan (W19): (...) I think everyone has an opinion on when one should or should not have children. Whether it is one or the other they think, then it is completely natural for me to listen to the arguments they come up with. I personally want to be a young mother, and there are many who have an attitude to it. And I can be negatively affected in relation to my attitude to have children at a young age, as there are so many who do not think it is a good idea - and since it is one's primary circle, it's hard not to be influenced by their opinion (...)

Facilitator: Susan, can you say more about how you experience the negative attitude towards your desire to become a mother at a young age?

Susan (W19): Facilitator, I often think that people rule out the possibility that you can have experiences after having children (...)
with the discussions, with the risk of overlooking some comments. The danger of Facebook being a platform that can be accessed anytime and anywhere is that participants can easily be distracted and forget to return to a discussion thread. However, Facebook has a helpful tool in the form of notifications [44] that reminded participants about new comments or posts in the group. Some participants were online simultaneously, which from time to time unintentionally caused the online focus groups to have the character of being synchronous, because participants responded and interacted in real time. Being online at the same time made the discussions lively and caused participants to interact more. However, in-depth comments often required participants to reflect upon their answers, which made the asynchronous approach more suitable, but a combination of both synchronous and asynchronous interactions seems to be ideal. This finding is supported by Graffigna and Bosio [45] in their study of young people and HIV/AIDS, who state that a combination of synchronous and asynchronous approaches to online-focused discussions maximizes the richness of data collected by fostering both immediate interaction and considered responses. However, Bloor et al [46] state that when doing synchronous online focus groups, there is a risk of the discussions going too fast, which requires greater attention from participants and the facilitator, when multiple discussion threads need to be controlled simultaneously. One participant elaborated on participating in an online focus group on Facebook compared to a face-to-face focus group and stated that she would probably not have participated if she were to meet physically. This illustrates that some participants who would otherwise have declined to participate in a face-to-face focus group owing to time restraints agree to participate when the research takes place online. Lijadi and van Schalkwyk [34] suggested that online focus group participants tend to contribute with shorter comments than participants in face-to-face focus groups. This contradicts with our findings since the majority of the comments in this study tended to be relatively long and reflective. In our experience, being a part of an online focus group makes it possible for participants to reflect upon thoughts and elaborate on them, which in our study contributed to richness in data. Williams et al [10] argue that written language can enhance the communication for people who feel more comfortable in expressing their feelings in text with the ability to express rich feelings and detailed reflections rather than expressing themselves face-to-face. In their study of online focus group discussions within the setting of pediatric oncology, Tates et al [43] argued that owing to the nature of being online without the physical presence, online focus groups can increase self-disclosure and lead to a higher level of interaction among participants.

Facilitator Role

When doing research on social media, as a researcher, you need to adapt to the platform being used by being familiar with the formal codes of conduct (in this case the Facebook Policy) and the informal codes of conduct (netiquette, ie, a set of rules for acceptable online behavior) and know the jargons of the web-based platform to help participants navigate on the platform and to appear as a natural member of the group. Halkier [36] emphasizes that when planning online focus groups, it is important to consider the level of management needed. Online discussions can easily get off-track, which is why we considered it necessary to define a daily topic for participants to discuss, thereby incorporating it in the interview guide, supported by a number of support questions and associated banners to visually support the topic. Having too strictly formulated questions can cause participants to only respond to what they are asked, which will cause the discussions to be less nuanced [36]. In this study, this did not seem to be the case, because when participants occasionally moved away from the original question, new and interesting angles emerged, which gave rise to even richer discussions. Where moderate management was applied to the questions asked, the management of the discussions themselves was very limited, in order to allow the participants to reflect on the topic in question as naturally as possible and to reduce potential interviewer effect. This low form of managing the discussions was a deliberate choice to get participants to interact with each other rather than with the facilitator. In the study of Bloor et al [46], this finding is supported by Murray [47], one of the pioneers within online focus groups, who found that too high level of interactions from the facilitator can lead to participants answering the facilitator rather than stimulate discussions among participants [46].

Participant Interactions

In traditional face-to-face focus groups, various techniques can be used to support group processes, promote participant interaction, and focus the discussion of the topic (eg, so-called prompts, which are actions that help to make the conversation flow; in the form of affirmative body language such as nod, mimic, and encouraging expressions or probes that encourage participants to elaborate on their answers such as “And what happened then?” or “Tell me more about this”) [48]. In the online focus groups, where the use of body language was excluded, we adapted traditional interviewing techniques to the web-based universe by using Facebook’s reaction symbols [31] to nonverbally acknowledge a comment. As in traditional focus groups, online focus groups may also face challenges with some participants retaining and not interacting naturally with the other participants. This was also the case in this study, where some participants or groups did not participate as actively as others who were very active in the discussions and interacted mutually with each other. Surprisingly, in this study, the youngest group (age group of 18-25 years) had remarkably less interactions than the other groups. A cautious suggestion can be that this age group felt it harder to relate to the topic of timing of motherhood, as they are not at a time in their lives where motherhood seems as relevant yet, as it can be in the other age groups. However, more research is needed to explore how younger women reflect upon motherhood.

In this study, we discovered different behavioral patterns among the participants. The majority of the participants responded to all the questions uploaded by the facilitator and interacted vividly with one another by using text, photos, videos, reaction symbols, and emojis to comment on each other’s posts. Often, an individual opinion was developed through a discussion with other participants, which in a constructivist perspective can be seen as data are being socially constructed among participants.
and framed during the interpersonal exchange of opinions and different perspectives [45]. In addition, some participants made updates on other thoughts of motherhood at their own initiatives, which emphasizes that there was a great deal of interest in discussing the topic of motherhood while providing good group dynamics and demanding discussions within the group, without getting too far off the original topic. Clemensen et al [49] define a participant who starts a communication thread as an updater, and in this study, we identified a couple of updaters within each age group, who helped stimulating group discussions and fostered interaction with less active participants. In contrast, we also identified a few passive participants, whom according to Bloor et al [46] could be considered as so-called lurkers who only contributed with a presentation of themselves on the first day and did not contribute to the discussions at all. Remarkably, they read all the posts uploaded by the facilitator, were online daily, responded to the debriefing questionnaire, and did not withdraw from the study. This indicates that even though passive participants do not necessarily interact or contribute with comments, they can still have a sense of participation, which shows how participation can take place at different levels. Although Bloor et al [46] implied that it is easier for the researcher to encourage participation from those who read, but not respond, when doing asynchronous online focus groups, we found it difficult to point out the low responders, as it was hard to figure out whether the low responders were simply not online at the same time as other participants or whether they did not want to comment. It is the facilitator’s role to try to involve these lesser active participants, but in this study, we found it problematic to address questions directly to a specific participant without the participant feeling designated, with the risk that some participants were hiding and just reading the comments of others without participating in the discussions themselves.

**Use of Emojis and Reaction Symbols**

In the written language, there is a lack of nonverbal expressions such as facial expressions, body language, and emphasis on words. When participants communicated with each other in the online focus groups, emojis or reaction symbols were used several times, typically when participants needed to denote a feeling, express humor or irony, or to emphasize a point. The use of emojis and reaction symbols are examples of how verbal communication in a face-to-face focus group can be translated into web-based language, showing how it is possible to express nonverbal communication without the physical presence. Since all participants in this study were familiar with Facebook, the use of emojis and reaction symbols appeared natural and did not cause obvious misunderstandings between the participants. The use of emojis, reaction symbols, and punctuation was incorporated in transcripts and contributed to richness in data and gave a greater understanding for group dynamics, for example, the use of abbreviations (e.g., OMG for Oh my God) to express surprise or dismay, or punctuation (e.g., ‘!!!’), when something needed to be emphasized.

When using reaction symbols (e.g., interacting with a heart), it seemed as if participants were emotionally closer than what online media usually foster. For example, when Catherine discloses her family history with mental problems, which causes her to consider whether she should become a mother or not herself, other participants responded to her by conveying care online with the use of reaction symbols. This indicates that web-based communication can elicit a different range of feelings, for example, receiving care from other online participants. This finding is supported in the study of Bloor et al [46] by Stone (1995) who argues that technology can convey more than just words, in the sense of smell, touch, sight, etc, and that interactions in cyberspace are social in character.

**Reflections on Future Motherhood**

More than half of the women stated that participating in online focus groups made them feel as a part of a community. This indicates that there is a possibility that women of reproductive age have unmet needs for discussing thoughts on future motherhood, including timing of motherhood, before they decide whether and when to start a family. Online communities have the potential to give women of reproductive age a feeling of belonging and a voice in the debate of motherhood. Prefertility web-based forums can be a solution to address these needs, but further research needs to be done to explore this. Two participants stated that they spent more time than estimated to engage in the discussions. When studying a sensitive topic as the timing of motherhood, it can be necessary to allow more time for reflection than the estimated 15-20 minutes suggested in this study. Lack of time can explain why some participants did not respond as much as others.

**Strengths and Limitations**

This study has several strengths, including the insight in a rather unexplored field discussing the timing of motherhood among a group of women of reproductive age who had not yet had children—a topic that many people can consider as personal and sensitive. Another strength is the innovative approach of this study using online focus groups to collect qualitative data on social media with women of reproductive age. Facebook was found to be a suitable platform for collecting qualitative health data, as it was easy for recruitment, cost-effective, well-known, and easy to use by participants and researchers. However, despite these strengths, there are some limitations that need to be considered. A limitation of this study was that we only included women who had a Facebook profile, which meant having access to internet was a prerequisite for participation. In Denmark, where 98% of the population has internet access in their homes, access to participation was not a challenge, but in other settings, internet access should be considered. Another limitation addresses the absence of complete anonymization. When participants used their private Facebook profile, they, to some extent, accepted not being anonymous to other participants, depending on the degree to which they had limited their privacy settings on Facebook. This differs from other types of web-based research, where you typically guarantee participant anonymization, which is not possible to the same extent when doing research on Facebook [30] and why confidentiality in the processing of data is essential, especially in vulnerable or stigmatized groups. Given the reservations about not being anonymous, Lijadi and van Schalkwyk [34] describe that the advantage of participants using their own identity (being nonymous) allows the researcher to verify the participant’s authenticity and member identity.
concern associated with conducting online focus groups on Facebook is that research data were subject to Facebook’s privacy policy [51], in which Facebook claims to collect data on communication on the platform, leaving the researcher with less control over the data. All participants had accepted these terms as they were Facebook users prior to participation in this study. As the majority of participants had a high educational level (medium higher or higher education), women with lower education were not represented to the same degree in this study. However, where we often see a connection between less educated people and the development of various diseases, we see the opposite in the reproductive context, based on the fact that it is often highly educated women who have children at advanced maternal age. Conducting online focus groups on Facebook proved to be particularly beneficial during the COVID-19 pandemic, where data collection was compromised in relation to arranging physical meetings. Thus, web-based research on social media makes it possible to connect with participants even under special circumstances. By showing the advantages as well as the disadvantages of conducting online focus groups in a social media setting, we want to stress that online focus groups is not a replacement for traditional focus groups but shall be considered as an independent alternative method for researchers to use when the topic of interest is suitable for web-based research.

**Conclusion**

The results of our study show that Facebook is an eligible platform to access qualitative data from women of reproductive age, as we succeeded in recruiting women for this study and collecting qualitative data. Conducting online focus groups on Facebook is an eligible method to access qualitative data from women of reproductive age within health research, especially when participants have access to the internet and are familiar with the platform. Overall, participants were positive toward being a part of an online focus group, and the majority of the participants considered it an advantage to meet on Facebook instead of a physical meeting. Online focus groups have the potential to give women of reproductive age a voice in the debate of motherhood. Further research must be done to explore the impact of conducting qualitative health research on web-based platforms.
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Abstract

Background: Internet-based programs can help provide accessible and inexpensive behavioral health care to those in need; however, the evaluation of these interventions has been mostly limited to controlled trials. Data regarding patterns of use and effectiveness of self-referred, open-access online interventions are lacking. We evaluated an online-based treatment designed to address stress, depression, and conflict management, the Dartmouth PATH Program, in a freely available and self-guided format during the COVID-19 pandemic.

Objective: The primary aim is to determine users’ levels of stress and depression, and the nature of problems and triggers they reported during the COVID-19 pandemic. A secondary objective is to assess the acceptability and usability of the PATH content and determine whether such a program would be useful as a stand-alone open-access resource. The final objective is understanding the high dropout rates associated with online behavioral programs by contrasting the use pattern and program efficacy of individuals who completed session one and did not return to the program with those who came back to complete more sessions.

Methods: Cumulative anonymous data from 562 individuals were analyzed. Stress triggers, stress responses, and reported problems were analyzed using qualitative analysis techniques. Scores on usability and acceptability questionnaires were evaluated using the sign test and Wilcoxon signed rank test. Mixed-effects linear modeling was used to evaluate changes in stress and depression over time.

Results: A total of 2484 users registered from April through October 2020, most of whom created an account without initiating a module. A total of 562 individuals started the program and were considered in the data analysis. The most common stress triggers individuals reported involved either conflicts with family or spouses and work or workload. The most common problems addressed in the mood module were worry, anxiousness, or stress and difficulty concentrating or procrastination. The attrition rate was high with 13% (21/156) completing the conflict module, 17% (50/289) completing session one of the mood module, and 14% (16/117) completing session one of the stress module. Usability and acceptability scores for the mood and stress modules were significantly better than average. In those who returned to complete sessions, symptoms of stress showed a significant improvement over time ($P=0.03$), and there was a significant decrease in depressive symptoms over all time points ($P=0.01$). Depression severity decreased on average by 20% (SD 35.2%; $P=0.60$) between sessions one and two.

Conclusions: Conflicts with others, worry, and difficulty concentrating were some of the most common problems people used the programs to address. Individuals who completed the modules indicated improvements in self-reported stress and depression symptoms. Users also found the modules to be effective and rated the program highly for usability and acceptability. Nevertheless, the attrition rate was very high, as has been found with other freely available online-based interventions.

Trial Registration: ClinicalTrials.gov NCT02726061; https://clinicaltrials.gov/ct2/show/NCT02726061

(JMIR Form Res 2021;5(5):e26989) doi:10.2196/26989)
KEYWORDS
computerized cognitive behavioral therapy; interactive media; COVID-19; computer-based therapy; usability; acceptability; cognitive behavioral therapy; therapy; effectiveness; digital health; depression; stress

Introduction

Community epidemiological surveys estimate that as many as 30% of adults in the United States are affected by a mental disorder, yet less than half see a physician, and only a quarter are treated properly [1,2]. A number of barriers limit access to cognitive behavioral therapy (CBT). It is often not widely available, in part due to a lack of adequately trained CBT professionals [3], high cost, potential stigma, inconvenient hours, demands of attending in-person treatments, and concerns over privacy [4].

Technology can increase access to care by providing secure, inexpensive, and easily accessible treatment tools. Internet-delivered CBT (ICBT) has existed for 20 years, and a number of controlled trials and meta-analytic reviews have demonstrated the effectiveness of this approach [5-10]. Although studies have shown ICBT can be as effective as conventional face-to-face therapy [7,8], dropout rates remain exceptionally high. For example, a study has found that as few as 1% of total users completed a full course of an open-access nontracked online program, and fewer than 25% of participants completed programs in a research trial setting [11]. Meta-analytic studies have shown that self-guided web-based interventions (defined as interventions that patients work through on their own without support or guidance) exhibit less promising results than guided web-based interventions (defined as interventions that are delivered with support from a therapist or coach) [6,12-16]. However, the evaluation of web-based programs has been mostly limited to controlled trials, rather than open-access interventions [17], restricting the interpretations of the efficacy and feasibility of these programs in an unstructured format.

Our study evaluated a web-based program in a freely available format. The Dartmouth PATH Program is a multimedia-based computerized CBT tool designed to address stress, depression, and conflict management. The program was developed as a psychosocial training and treatment resource for the National Aeronautics and Space Administration (NASA) with the aim of addressing psychological challenges endured by astronauts on long duration spaceflights [18]. The operational demands of living in such isolated, confined environments can induce conflict, stress, and depression [19,20]. The PATH program has already been tested in extreme environments, such as the Hawaii Space Exploration Analog and Simulation (HI-SEAS) Mars analog and Australian Antarctic stations, and was shown to be acceptable, usable, and valuable [18,21].

Comparably, the COVID-19 pandemic has also been associated with mental health challenges related directly to the virus’ morbidity and mortality, and indirectly by the impact of physical distancing and stay-at-home orders [22]. According to the Centers for Disease Control and Prevention, symptoms of anxiety and depressive disorders increased considerably in the United States during the period of April through October 2020 compared to the same period in 2019 [23,24]. Although the PATH program was made available to the public initially in June 2016, it grew in popularity during the pandemic through news outlets and social media coverage, which increased website traffic. This popularity was largely due to the psychological challenges that were present during that time, leading to an increase in interest of news stories focusing on how people could address their psychological problems on their own. This provided a unique opportunity to determine the type of problems driving people to self-help tools and to assess the uptake, completion, and effectiveness of this ICBT resource in a self-referred, open-access fashion in comparison to its previous evaluations in controlled clinical trials.

The program was freely available as part of NCT02726061. Participants needed to agree to participate using an online consent form. We evaluated responses to the PATH program during the COVID-19 pandemic from April through October 2020. The data collected were fully anonymous and self-reported. Our objectives were to determine the levels of stress and depression as well as the nature of problems affecting individuals during the pandemic, assess the acceptability and usability of the PATH content and determine whether such a program would be useful as a stand-alone open-access resource, and understand the high dropout rates associated with online behavioral programs by contrasting the use pattern and program efficacy of individuals who completed session one and did not return to the program with those who came back to complete more sessions.

Methods

The PATH Program

The PATH program is an interactive, media-intensive CBT-based program that interacts with users in real time and delivers individualized feedback based on self-reported responses (Multimedia Appendix 1). In addition to self-assessment questionnaires and manuals, the program contains three primary modules: conflict management, stress management, and depression treatment. The user can complete the program by following each module’s guided instructions session by session in sequential order. Alternatively, the participant can use the self-assessments, which consist of questionnaires that identify the main problems affecting participants and redirects them to the appropriate content module.

Conflict Module

The conflict module teaches participants how to approach conflict and reach effective solutions using CBT principles. It includes a conflict briefing, an interactive conflict simulation, a cognitive restructuring exercise, and a training module on interest-based negotiation [18]. An evaluation study in the isolated and confined HI-SEAS III expedition found this module to be useful, valuable, and interesting [18].
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At the end of each one of the four sections in the conflict module, users received a survey on how valuable, feasible, and realistic the simulation was on a scale of 0 to 4 ranging from “Strongly disagree” to “Strongly agree.” The questions covered whether the activity had too much or too little information and if it was interesting or valuable.

**Stress Module**

Like the conflict module, the stress module also uses CBT principles and focuses on stress management and resilience training. The module consists of six approximately 1-hour sessions. A randomized controlled trial of a version of the stress module reported significant reductions in perceived stress and increases in perceived control over stress [25]. Each session focuses on teaching participants different methods on how to deal with thoughts, feelings, and actions associated with stress. The sessions contained a mixture of activities from three major domains of feelings, thoughts, and actions. “Feelings” activities included guided muscle relaxation and focused breathing. “Thoughts” activities included compartmentalization and weighing evidence, aiming to educate the user on cognitive flexibility. Compartmentalization required the user to imagine a stressful scenario and proceed to shift their attention to perform a task quickly and accurately without being distracted by the previous stressful image. Weighing evidence used cognitive restructuring to help participants identify and dispute the validity of an automatic negative thought by weighing the evidence for and against that thought with the goal of reaching a rational conclusion. Finally, “Action” activities included effective communication, strategic problem solving, and resilience through writing. Effective communication taught assertive communication strategies, strategic problem solving involved problem-solving therapy, and resilience through writing consisted of a journaling activity [25]. At the end of each session, participants received a printout summary that included a stress profile based on the selected stressful triggers, thoughts, physical feelings, emotional feelings, current actions, and selected resilience strategies. It also contained a strategic problem-solving action plan to address the selected stressful trigger and a resilience practice plan consisting of exercises learned in that session to be practiced in the upcoming week.

Users’ progress was tracked at the beginning of each session through a self-reported survey regarding satisfaction with their progress since the last session on a binary scale (“It went well,” “It went not so well”). Participants were also asked how often they practiced each skill learned in the previous session on a scale ranging from 0 to 3 (0 “none,” 1 “once or twice,” 2 “every other day,” and 3 “daily”). Participants completed the Perceived Stress Scale-14 (PSS) questionnaire at the beginning of each session to assess the degree to which events were perceived as stressful since their last visit. The questions in the PSS were meant to convey feelings and thoughts experienced in the last month on a 0 to 4 scale ranging from “never” to “very often.” The questionnaire contains 14 questions, and the final score is obtained by reversing the scores on seven of the positively stated items and then summing across all 14 questions. The PSS has established adequate internal and test-retest reliability, and correlates with life event scores [26].

**Depression Module**

The depression module uses problem-solving treatment and consists of six sessions lasting 30 to 60 minutes. In these sessions, a mentor guides users through a step-by-step problem-solving therapy tool. Participants were first asked to identify and clarify a problem, establish an achievable goal, brainstorm solutions to the problem, evaluate pros and cons of each solution, develop an action plan to implement the selected solutions, and finally schedule enjoyable activities they will do during the next week. At the end of each session, a summary printout was available containing the problem selected, the action plan developed in that session, and a list of the selected scheduled enjoyable activities to be completed before the following session [27]. The program provides tailored feedback through branching algorithms based on user choices in their problem-solving efforts and their scores on the depression questionnaire. A randomized clinical trial on an earlier version of the module showed significant improvements in depression outcomes when using this program compared to a no treatment control group [28].

Participant progress was tracked through surveys regarding satisfaction with the amount of effort spent trying to solve the problem on a 1 to 10 scale ranging from “not satisfied at all” to “extremely satisfied” at the beginning of each session.

Users completed the Patient Health Questionnaire-9 (PHQ-9) Item Depression Scale at the beginning of each session to assess depression symptoms they had experienced for the past 2 weeks. The questionnaire had participants rating nine questions concerning their depression symptoms on a 0 to 3 scale ranging from “not at all” to “nearly every day.” The final score was calculated by adding up the total scores from each question, which ranges from 0 to 27 (0-4: no depression; 5-9: mild depression; 10-14: moderate depression; 15-19: moderate to severe depression; ≥20: severe depression). The questionnaire has demonstrated strong test-retest reliability and internal consistency [29].

**Participants**

The study was approved by the Dartmouth Committee for the Protection of Human Subjects. The online program was made freely available to anyone interested in participating in the study. Users were required to accept an online consent form and then create a username and password of their choice. The data were acquired during the period of the COVID-19 pandemic from April through October 2020.

**Procedures**

Users were able to browse the program’s website freely and to choose to go through the cognitive behavioral modules they selected at their own pace. The main page contains all the potential choices for users to choose from, which includes the three primary modules of depression, stress, and conflict management; a guide on how to use the program; self-assessments to guide users on finding relevant content based on individual needs; and other resources and publications.
Demographic Questionnaire
Participant age and gender were collected upon signing up in the study.

Usability and Acceptability Measures
The Post-Study System Usability Questionnaire (PSSUQ) is a 19-item self-report questionnaire used to assess user satisfaction with system usability at the end of a study.

The items are scored on a 7-point scale (1-7) on the strength of agreement with each statement (eg. “It was simple to use this system.” “The interface of this system was pleasant.”). The scale ranges from “Strongly agree” (1) to “Strongly disagree” (7), and a “Not applicable” indicates answers outside the scale. The overall score is obtained by summing across scores for all questions (1-19), and the evaluation is further subdivided into three subscales: system usefulness (questions 1-8), information quality (questions 9-15), and interface quality (questions 16-18). The overall scale and its subscales have shown adequate levels of reliability, validity, and sensitivity [30,31]. Initially, the program was programmed to present the PSSUQ after the third session in the stress or mood modules. When it became apparent that few people were returning for three sessions, the usability questionnaire was moved to after the first, fourth, and sixth sessions. This meant PSSUQ data were not collected for participants who visited before this change was made.

The Acceptability of Self-Guided Treatment (AST) is a 16-item self-report questionnaire developed in previous research on an earlier version of the depression module as a stand-alone treatment for depression [32]. It comprises of 16 statements (eg. “Computer programs can help with emotional problems such as depression.” “I would feel comfortable using this program without a clinician’s supervision.”) scored on a 7-point scale (1-7) ranging from “Strongly disagree” (1) to “Strongly agree” (7). This question was presented after the first, fourth, and sixth sessions in the mood and stress modules.

Statistical Analysis
To evaluate for statistically significant improvements in PSS (stress module) and PHQ-9 (mood module) scores, we performed the nonparametric Wilcoxon signed rank test using MATLAB (MathWorks). Since the dropout rate of sessions three to six were too high, this test was only performed to assess the median of differences of paired samples for both PSS and PHQ-9 questionnaires from sessions one and two at a 5% significance level (MATLAB’s default value). The PSSUQ and AST analyses were also performed using the sign test to evaluate whether the given scores were statistically significant against the neutral mean value of each questionnaire’s scale. A right-sided test for the median of the AST scores and a left-sided test for the median of the PSSUQ scores were performed at a 5% significance level. This tested the hypothesis that the median scores of the AST questionnaires were higher than neutral (more acceptable) and that the median scores of the PSSUQ questionnaire were lower than neutral (more usable). To determine whether stress and depression would show statistically significant improvement over time, we conducted linear mixed-effects modeling to account for the time-varying natures of the variables and missing data. We entered time as the fixed effect and the intercept of subjects as random effects into the model. ATLAS.ti software (ATLAS.ti Scientific Software Development GmbH) was used to synthesize the qualitative data for both the stress and mood modules (stress triggers, emotional response to perceived stressors, and problems selected in the mood module). The numerical values are presented in this study with mean (SD), median (range), or both. The statistical analyses were conducted using MATLAB R2020a (v9.8.0).

Results
Demographics and Dropout Rate
Between April and October 2020, a total of 2484 users registered with the program website in response to media coverage of the program during the COVID-19 pandemic. Of those who registered, 1321 (53.2%) self-identified as females and 1042 (41.9%) as males with a mean age for the entire group of 44 (SD 15.2) years. The majority of those who registered did not interact with the program and therefore were not included in the treatment dropout rate. The dropout rate involves leaving treatment before its completion [33] and may occur at any point throughout the treatment. For example, a user may withdraw from the program before interacting with any of the module sessions (pretreatment dropout), prior to completion of treatment sessions at any point once treatment had started (treatment dropout), or prior to completing follow-up assessments (follow-up dropout). The majority of registered users created an account but did not proceed with any of the program sessions (pretreatment dropout) [34].

A total of 562 participants interacted with the program modules and were included in the data analysis. At baseline, 156 users interacted with the conflict module, 289 with the mood module, and 117 with the stress module. The conflict module had four subsections and was completed by 21 users (Figure 1). Session one of the mood module was completed by 50 individuals, 8 of which went on to complete subsequent sessions. The PSSUQ and AST questionnaires following session one had a lower completion rate with 22 individuals completing the PSSUQ and 25 completing the AST questionnaire. Subsequent sessions had a very high attrition rate, where 8 individuals completed session two, 4 completed session three, and 1 individual completed sessions four to six. The stress module was completed by 16 individuals, 8 of which went on to complete subsequent sessions within the module. The PSSUQ and AST questionnaires were completed by 10 and 12 users, respectively. Subsequent sessions also had a high attrition rate, where 8 participants completed session two, 5 completed session three and four, and 3 users completed sessions five and six. The primary analysis included the nature of problems and stress triggers experienced by all participants. The secondary analysis focused on the usability and acceptability differences perceived by those who completed session one and did not return to the program with those who came back to complete more sessions to evaluate potential causes for treatment dropout rates.
**Figure 1.** Flow of participants through a self-guided behavior therapy for conflict, mood, and stress. AST: Acceptability of Self-Guided Treatment; PHQ-9: Patient Health Questionaire-9; PSS: Perceived Stress Scale-14; PSSUQ: Post-Study System Usability Questionnaire.

**Conflict Module**

The Conflict Introduction Questionnaire was completed by 102 participants (Table 1) and was found to be interesting (mean 3.2). The Conflict Simulation Questionnaire indicated that participants (n=39) felt like the simulation was valuable (mean 3.2). From the Hypothesis Testing Questionnaire, participants (n=26) indicated that the program was somewhat easy to understand (mean 2.5), and the feedback somewhat helped them understand why responses were correct or incorrect (mean 2.5). Participants (n=21) found the conflict-based negotiation activity enjoyable (mean 3.1) and highly valuable for learning about conflict management (mean 3.3).
### Table 1. The evaluation of conflict module scored on a 0-4 scale ranging from “strongly disagree” (0) to “strongly agree” (4).\(^a\)

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean (SD)</th>
<th>(P) value</th>
<th>Median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conflict introduction (n=102)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The conflict management briefing contained too little information.</td>
<td>1.2 (1.1)</td>
<td>&lt;.001</td>
<td>1.0 (0-3)</td>
</tr>
<tr>
<td>The conflict management briefing contained too much information.</td>
<td>0.9 (0.9)</td>
<td>&lt;.001</td>
<td>1.0 (0-4)</td>
</tr>
<tr>
<td>I learned a lot from the briefing.</td>
<td>2.8 (1.0)</td>
<td>&lt;.001</td>
<td>3.0 (0-4)</td>
</tr>
<tr>
<td>The conflict management briefing was interesting.</td>
<td>3.2 (1.0)</td>
<td>&lt;.001</td>
<td>3.0 (0-4)</td>
</tr>
<tr>
<td>I learned a lot from the conflict management briefing that I will probably use in future conflicts.</td>
<td>2.9 (1.0)</td>
<td>&lt;.001</td>
<td>3.0 (0-4)</td>
</tr>
<tr>
<td><strong>Conflict simulation (n=39)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dr Greenhalgh gave too much information in his spoken comments and advice during the simulation.</td>
<td>0.9 (0.9)</td>
<td>&lt;.001</td>
<td>1.0 (0-3)</td>
</tr>
<tr>
<td>Dr Greenhalgh gave too little information in his spoken comments and advice during the simulation.</td>
<td>1.0 (1.0)</td>
<td>&lt;.001</td>
<td>1.0 (0-3)</td>
</tr>
<tr>
<td>Overall, I found the simulation valuable for learning about conflict management.</td>
<td>3.2 (0.8)</td>
<td>&lt;.001</td>
<td>3.0 (1-4)</td>
</tr>
<tr>
<td><strong>Hypothesis testing (n=26)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The process of hypothesis testing was easy to understand.</td>
<td>2.5 (1.1)</td>
<td>.048</td>
<td>2.5 (0-4)</td>
</tr>
<tr>
<td>The reasons for doing hypothesis testing was easy to understand.</td>
<td>2.9 (1.2)</td>
<td>&lt;.001</td>
<td>3.0 (0-4)</td>
</tr>
<tr>
<td>The feedback on my choices helped me to understand why responses were correct or incorrect.</td>
<td>2.5 (1.3)</td>
<td>.06</td>
<td>3.0 (0-4)</td>
</tr>
<tr>
<td>I was confused about what I was supposed to do in the hypothesis testing activity.</td>
<td>1.5 (1.1)</td>
<td>.03</td>
<td>1.5 (0-4)</td>
</tr>
<tr>
<td><strong>Conflict-based negotiation (n=21)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mr Weiss gave too much information in his spoken comments and advice during the interest-based negotiation activity.</td>
<td>1.2 (1.1)</td>
<td>0.2</td>
<td>1.0 (0-3)</td>
</tr>
<tr>
<td>Overall, I found doing the negotiation activity enjoyable.</td>
<td>3.1 (0.9)</td>
<td>&lt;.001</td>
<td>3.0 (1-4)</td>
</tr>
<tr>
<td>Overall, I found the activity valuable for learning about conflict management.</td>
<td>3.3 (0.7)</td>
<td>&lt;.001</td>
<td>3.0 (2-4)</td>
</tr>
</tbody>
</table>

\(^a\)Steve and John were two characters in the simulated conflict. A sign test was performed to evaluate whether the median acceptability scores were significantly different than a median of 2 (neutral).

### Stress Module

**Effects on Stress**

The mean PSS score baseline for session one, including all participants (n=61), was 30.0 (SD 6.6). The average PSS of session one for those who returned for more than one session (n=8) was 28.6 (SD 5.9) while session two (n=8) was 27.3 (SD 9.1). The difference in scores for each participant between the first and last completed sessions was analyzed using the Wilcoxon signed rank test and was found to not be significant (\(P=.19\)). The individual analysis of the PSS scores across sessions one through six is shown in Figure 2.
To determine whether stress symptoms would improve significantly over time, we used a linear mixed-effects analysis of the relationship between time and PSS scores for each participant throughout all sessions completed. We entered time as the fixed effect and the intercept of subjects as random effects into the model. The decrease in symptoms in relation to time was significant ($\beta=-.14$, SE 0.062, 95% CI –0.27 to –0.013; $P=0.03$).

**Stress Troubleshooting Questionnaire**

At the beginning of sessions two, four, and six, participants were asked a follow-up question to evaluate how successful participants were in achieving their goals. The question “How did it go solving this problem?” used a binary scale consisting of the responses “It went well” and “It went not so well.” A total of 16 individuals responded to this question in session two, of which 73% had a positive response. A total of 5 individuals responded to this question in session four, with an 80% positive response. Lastly, session six had a total of 3 participants answering with 100% positive responses.

**Triggers and Emotional Response to Stress**

The stress triggers and the emotional response to perceived stressors were compared for those who completed one (n=102) versus those who completed multiple sessions (n=7). Individuals were able to select multiple responses (ie, multiple triggers and emotional responses).

The stress triggers were grouped into 10 major categories: (1) conflicts with family or spouse; (2) work or workload; (3) conflicts with friends or neighbors; (4) financial concerns; (5) health concerns; (6) boredom and lack of productivity; (7) time away from friends and family; (8) internal stressors, which included negative views about oneself, uncertainty of future, and fear of failure; (9) COVID-19 and isolation; and (10) current political climate. The responses were categorized into each of the major groups, and only one category was counted per person (eg, if a participant noted multiple triggers of the same category, the analysis considered it as just one instance).

Conflict with family or spouse and work or workload were the two most common stressful triggers among participants. In contrast, conflicts with friends or neighbors and financial concerns were ranked third by those who completed multiple sessions, while health concerns and boredom or lack of productivity were ranked third by those who completed just one session. The response percentage rate for each category can be found in Figure 3.
Figure 3. Most common stressors experienced by those who completed one versus more than one session.

The emotional response to perceived stressors were also grouped into 10 major categories: (1) hopelessness, (2) worry or anxiety, (3) anger, (4) irritability, (5) frustration, (6) sadness or depression, (7) fear or panic, (8) obsessions or overthinking, (9) cynicism, and (10) burnout or overwhelmed. The responses recorded allowed for multiple responses, and each response was placed into the appropriate category (ie, repeated instances within a category were counted individually). The most common responses were hopelessness, worry or anxiety, anger, irritability, and frustration among participants. The response breakdown can be found in Figure 4.
Figure 4. Most common emotional responses to perceived stressors by those who completed one versus multiple sessions.

**Mood Module**

**Retention Rate and Session Duration**

The time spent on each part of session one in the mood module was calculated in addition to the retention rate throughout the session. It had five major steps, including completing the PHQ-9, defining the problem, selecting a goal, brainstorming solutions, and developing an action plan. The time elapsed began when the participant started each section until the section was completed, including participant idle time and time away from the computer. The calculation included both individuals who completed the section in one and multiple sittings. For this reason, participant completion times totaling over 100 hours were not included in the calculation, and the mode and range are included in Table 2. Each section had a retention rate calculated based on the number of individuals who completed the previous section but did not complete the subsequent one (e.g., percentage of those who completed “Possible solutions” but did not continue on to the “Action Plan”). The mode for the first four sections ranged from 7 minutes to 15 minutes, the highest retention rate occurred between the possible solutions and action plan, and the highest attrition rate occurred between the PHQ-9 completion and problem definition.

<table>
<thead>
<tr>
<th>Item</th>
<th>PHQ-9 completion (n=289)</th>
<th>Problem definition (n=126)</th>
<th>Goal selection (n=87)</th>
<th>Possible solutions (n=36)</th>
<th>Action plan (n=42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent (h:min), mean (range)</td>
<td>1:22 (0:03-7:2:25)</td>
<td>0:34 (0:04-18:41)</td>
<td>0:37 (0:03-72:25)</td>
<td>2:28 (0:06-47:36)</td>
<td>1:07 (0:07-3:23)</td>
</tr>
<tr>
<td>Mode (min)</td>
<td>0:07</td>
<td>0:09</td>
<td>0:10</td>
<td>0:15</td>
<td>N/A ^b</td>
</tr>
<tr>
<td>Retention rate (%)</td>
<td>Baseline</td>
<td>43.6</td>
<td>69.0</td>
<td>64.4</td>
<td>75.0</td>
</tr>
</tbody>
</table>

^aPHQ-9: Patient Health Questionnaire-9.

^bN/A: not applicable.
**Problems Selected**

The type of problems selected by participants in the program was evaluated to better understand the kind of issues experienced by participants and differences, if any, among individuals who only completed one session (n=145) versus those who completed multiple sessions (n=8). The problems were grouped into 13 categories: (1) worried, anxious, overthinking, or stressed; (2) difficulty concentrating or procrastination; (3) problems with overeating or undereating; (4) not enough exercise; (5) negative feelings about oneself; (6) loss of interest or lack of motivation; (7) anger, irritability, or frustration; (8) problems with work; (9) problems with sleep; (10) lack of social activities or hobbies, or isolation; (11) problems with relationships (family, friends, partner); (12) problems with weight; and (13) financial problems. Those who completed multiple sessions ranked worried, anxious, overthinking, or stressed and difficulty concentrating or procrastination as the highest among the major problems. In contrast, those who completed just one session had problems with work and not enough exercise as the highest ranked. The complete analysis is shown in Figure 5.

**Effects on Depression**

The change in depression severity levels was analyzed using the PHQ-9. The mean PHQ-9 score baseline for session one, including all participants (n=289), was 9.98 (SD 6.23). The average PHQ-9 of session one for those who returned for more than one session (n=8) was 11.0 (SD 5.4) while session two (n=8) was 8.0 (SD 4.2). The difference in scores between the first two sessions, analyzed using the Wilcoxon signed rank test, was not significant (P=.06). The depression severity levels between the two sessions decreased by an average of 20.0% (SD 35.2%). The mean PHQ-9 score for session three (n=4) was 5.8 (SD 3.1), session 4 (n=1) was 5.0, session 5 (n=1) was 6.0, and session 6 (n=1) was 5.0. The individual analysis of the PHQ-9 scores across sections one through six is shown in Figure 6.
The linear mixed-effects model analysis of the relationship between time and PHQ-9 scores with time as the fixed effect and the intercept of subjects as random effects showed depressive symptoms decreased significantly over time ($\beta_1 = -0.15$, SE 0.056, 95% CI –0.27 to –0.038; $P = .01$).

**Enjoyable Activities Selected**

At the end of each session, participants were asked to schedule enjoyable activities to be completed until the next session. The activities were classified based on the different types of joy-related feelings associated with different activity categories [35]. The categories included social (activities involving interaction with others), intellectual (school-related activities, going to a museum, or going to a concert), basic needs (activities that provide essential elements that their body requires, such as eating or bathing), physical (any activity that promotes physically active movements of the body), nurturance (activities involving emotional or physical care of others), mastery (activities that involve learning or improving one’s skills), spirituality (religion-related activities or other forms of connection to the divine), and entertainment (miscellaneous activities such as watching TV or going to places not covered by the aforementioned categories) [35].

The average number of enjoyable activities selected by participants was analyzed based on the PHQ-9 depression level scores and the number of sessions completed. Those with higher depression levels who completed more than one session (n=8) selected more activities on average than those with lower PHQ-9 scores who completed only one session (n=35). A visual analysis is shown in Figure 7.

The most common type of activities selected among participants were entertainment, social, and physical activities. The response breakdown for each category is shown in Figure 8.
Figure 7. Mean number of activities selected by those who completed one versus multiple sessions based on Patient Health Questionnaire-9 depression levels.
Usability and Acceptability

This secondary analysis consisted of evaluating the usability and acceptability of the program and differences perceived by those who completed session one and did not return to the program versus those who came back to complete more than one session.

Lower PSSUQ scores indicated a more agreeable usability experience. A total of 22 individuals completed this questionnaire at the end of session one in the mood module, of which 5 individuals went on to complete more than one session.

The mean overall usability score after session one given by those who completed one session (n=17) versus those who completed multiple sessions (n=5) was 2.7 (SD 1.8) and 3.2 (SD 2.2), respectively.

A total of 10 individuals completed the usability questionnaire at the end of session one in the stress module, of which 4 of those participants completed more than one session. The mean overall score after session one given by those who completed one session (n=6) and multiple sessions (n=4) was 3.4 (SD 2.5) and 4.1 (SD 2.4), respectively. Mean scores for each one of the PSSUQ subscales are presented in Table 3.
Table 3. PSSUQ scores for self-guided treatment of the mood (n=22) and stress (n=10) modules of individuals who completed one session versus those who completed multiple sessions.a

<table>
<thead>
<tr>
<th>Items</th>
<th>Mood, mean (SD)</th>
<th>Stress, mean (SD)</th>
<th>PSSUQb norms, mean (99% confidence limits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System use (Q1-Q8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 session (n=17)</td>
<td>2.6 (1.9)</td>
<td>.004</td>
<td>3.3 (2.5)</td>
</tr>
<tr>
<td>&gt;1 session (n=5)</td>
<td>2.9 (2.4)</td>
<td>.19</td>
<td>3.9 (2.5)</td>
</tr>
<tr>
<td>Information quality (Q9-Q15)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 session (n=17)</td>
<td>2.6 (1.9)</td>
<td>.004</td>
<td>3.3 (2.5)</td>
</tr>
<tr>
<td>&gt;1 session (n=5)</td>
<td>3.4 (2.2)</td>
<td>.50</td>
<td>4.2 (2.2)</td>
</tr>
<tr>
<td>Interface quality (Q16-Q19)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 session (n=17)</td>
<td>3.0 (1.7)</td>
<td>.03</td>
<td>3.7 (2.4)</td>
</tr>
<tr>
<td>&gt;1 session (n=5)</td>
<td>3.6 (2.2)</td>
<td>.50</td>
<td>4.3 (2.5)</td>
</tr>
<tr>
<td>Overall (Q1-Q19)</td>
<td>2.7 (1.8)</td>
<td>.004</td>
<td>3.4 (2.5)</td>
</tr>
<tr>
<td></td>
<td>3.2 (2.2)</td>
<td>.19</td>
<td>4.1 (2.4)</td>
</tr>
</tbody>
</table>

a Items are scored on a 7-point scale ranging from “Strongly agree” (1) to “Strongly disagree” (7), so lower scores are better. A sign test was performed to evaluate whether the median acceptability scores were significantly lower than a median of 4 (neutral).
bPSSUQ: Post-Study System Usability Questionnaire.

Higher scores on the AST questionnaire indicate a higher degree of acceptability. A total of 25 individuals completed the questionnaire at the end of session one in the mood module. The mean acceptability score given by those who completed session one only (n=20) was 5.7 (SD 0.7), and the mean score given by individuals who completed multiple sessions (n=5) was 5.9 (SD 0.4). Both of these were significantly different from neutral.

A total of 12 individuals completed the questionnaire at the end of session one in the stress module, of which 5 individuals completed multiple sessions. The mean acceptability score for the stress module after session one given by those who completed one session (n=7) was 5.5 (SD 0.7), and the mean score given by those who completed multiple sessions (n=5) was 5.3 (SD 0.4). These scores were significantly different from neutral.

The mean acceptability score for the conflict module (n=20) was 5.3 (SD 1.2) and statistically significant from neutral. Mean scores for each AST item are presented in Table 4.
Table 4. Acceptability of Self-Guided Treatment Questionnaire scores for the mood, stress, and conflict modules.\(^a\)

<table>
<thead>
<tr>
<th>Acceptability item</th>
<th>Mood, mean (SD)</th>
<th>Stress, mean (SD)</th>
<th>Conflict (n=20), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 session (n=20)</td>
<td>&gt;1 session (n=5)</td>
<td>1 session (n=7)</td>
</tr>
<tr>
<td>I felt comfortable using the computer.</td>
<td>6.6 (0.8)</td>
<td>6.8 (0.4)</td>
<td>6.1 (1.1)</td>
</tr>
<tr>
<td>Doing [problem-solving treatment/stress management/conflict training] using this program was acceptable to me.</td>
<td>6.2 (0.8)</td>
<td>6.2 (0.4)</td>
<td>6.1 (1.1)</td>
</tr>
<tr>
<td>Using the program helped me to do [problem-solving treatment/stress management/conflict management]. (^b)</td>
<td>6.1 (0.9)</td>
<td>6.4 (0.5)</td>
<td>5.6 (1.1)</td>
</tr>
<tr>
<td>I would rather do [problem-solving treatment/stress management/conflict management] with a therapist than with the computer. (^c)</td>
<td>4.5 (1.6)</td>
<td>4.0 (1.4)</td>
<td>4.6 (1.6)</td>
</tr>
<tr>
<td>I would rather use a computer to help myself privately than go to a therapist.</td>
<td>4.3 (1.5)</td>
<td>5.0 (1.2)</td>
<td>4.9 (1.1)</td>
</tr>
<tr>
<td>Computer programs can help people with emotional problems such as depression. (^d)</td>
<td>5.6 (1.1)</td>
<td>5.6 (1.0)</td>
<td>5.4 (1.0)</td>
</tr>
<tr>
<td>I would feel comfortable using this program without a clinician’s supervision.</td>
<td>5.6 (1.4)</td>
<td>5.6 (1.5)</td>
<td>6.0 (1.0)</td>
</tr>
<tr>
<td>I felt safe using the program to do problem-solving treatment. (^f)</td>
<td>6.2 (0.9)</td>
<td>6.6 (0.5)</td>
<td>6.0 (1.0)</td>
</tr>
<tr>
<td>I would feel safe doing self-guided treatment for [depression/stress] on my own without a clinician’s supervision.</td>
<td>5.6 (1.2)</td>
<td>5.0 (1.2)</td>
<td>5.6 (1.1)</td>
</tr>
<tr>
<td>Overall score</td>
<td>5.7 (0.7)</td>
<td>5.9 (0.4)</td>
<td>5.5 (0.7)</td>
</tr>
</tbody>
</table>

\(^a\) The conflict module contains 9 items. Items are scored on a 7-point scale ranging from “Strongly disagree” (1) to “Strongly agree” (7), so higher scores are better. A sign test was performed to evaluate whether the median acceptability scores were significantly higher than a median of 4 (neutral).
The difference in response patterns was further evaluated between individuals who completed the first session only and those who completed multiple sessions for the item “I would rather use a computer to help myself privately than go to a therapist.” In the stress module, 43% (3/7) of individuals who completed only one session chose “agree,” while 57% (4/7) chose “neither agree nor disagree.” A third of participants who completed multiple sessions chose “somewhat agree,” 50% (3/6) chose “neither agree nor disagree,” while 17% (1/6) chose “somewhat disagree.” In the mood module, 45% (9/20) of participants who completed only the first session agreed with the statement and 30% (6/20) were neutral, while 25% (5/20) disagreed with the item. Individuals who completed multiple sessions in the mood module mostly agreed with the item at a rate of 60% (3/5), while 40% (2/5) remained neutral. The complete analysis can be found in Table 5.

### Table 5. Analysis of responses to the Acceptability of Self-Guided Treatment item “I would rather use a computer to help myself privately than go to a therapist.”

<table>
<thead>
<tr>
<th>Item response</th>
<th>Stress 1 session (n=7), n (%)</th>
<th>Stress &gt;1 session (n=6), n (%)</th>
<th>Mood 1 session (n=20), n (%)</th>
<th>Mood &gt;1 session (n=5), n (%)</th>
<th>Conflict (n=20), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly agree</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>1 (20)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Agree</td>
<td>3 (43)</td>
<td>0 (0)</td>
<td>3 (15)</td>
<td>0 (0)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>0 (0)</td>
<td>2 (33)</td>
<td>5 (25)</td>
<td>2 (40)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Neither agree nor agree</td>
<td>4 (57)</td>
<td>3 (50)</td>
<td>6 (30)</td>
<td>2 (40)</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Disagree</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (20)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

This study evaluated the use and effectiveness patterns of a free and unrestricted web-based program designed to provide cognitive behavioral–based approaches to stress, depression, and conflict management during the COVID-19 pandemic. The program provided insight into the kinds of problems people were experiencing during the pandemic and seeking help for. In the stress module, the greatest source of stress was conflicts with family or spouse. Feelings of hopelessness, worry, anxiety, and anger were common. The problems selected for the mood program focused on issues of worry, anxiety, overthinking, and stress. Those who returned to complete more than one mood session tended to have problems with worry, stress, and anxiety.

Those who returned to complete more than one stress or mood module showed significant reductions in self-reported stress and depression, although they did not rate the program as high for usability as those who completed only one session. Individuals who completed multiple sessions of the mood module also rated the program higher for acceptability than those who completed only the first session and tended to agree that they would rather help themselves privately with a computer rather than go to a therapist. For the stress module, individuals who completed only one session rated the program with slightly higher acceptability scores than those who returned to complete multiple subsequent sessions. On average, users thought the conflict training was useful and would recommend it to a friend. In the conflict module, the interest-based negotiation exercise was the highest rated.

The usability score describes the perceived ease of use of the technology applied in this program. It is based on a scale of 1 to 7 (ranging from “strongly agree” to “strongly disagree”), where a higher usability score infers a lower perceived ease of use by the participant. A psychometric evaluation of the PSSUQ established norms for this questionnaire [36]. The amount of usability data collected on the program was limited because the usability questionnaire was moved to after the first stress or mood session late in the study. The largest set of usability data was for session one of the mood program (n=17), which showed that the mood program was rated as significantly better than the norm (lower than the lower limit of the 99% confidence limit) for information quality and was within norms for system use and overall usability. The program, however, was rated worse than the norm on interface quality, although still significantly better than neutral (4) on the scale. The usability data on the stress module and for those who completed more than one visit was limited by low participant numbers (4-6 participants). There was a tendency, however, for the stress program to be rated...
lower on usability than the mood program. This indicates that further usability assessments would be worthwhile to identify the areas needing improvement.

The PSSUQ score results provided one surprising finding. Those who completed more sessions (stress = n=4; mood = n=5) perceived the program as less usable than those who completed just one session (stress = n=6; mood = n=17). This result was unforeseen, as one would expect participants rating the programs with a low usability score would be likely not to continue. The significance of this finding is limited by the small number of people in these groups who have usability data. Nevertheless, it is interesting that those who chose to continue were not necessarily those who rated the program highly for usability. For the mood module, one possible explanation for continuing was the participants feelings about whether they wanted to use a computer rather than a therapist. Although 25% of those who completed only one mood session disagreed with the statement “I would rather use a computer to help myself privately than go to a therapist,” none of those who did more than one session did.

Ratings on the AST showed that participants found all three modules to be acceptable. The mean score (on a scale of 1 to 7: strongly disagree to strongly agree) for the mood, stress, and conflict modules were 5.7 (SD 0.7), 5.5 (SD 0.7), and 5.3 (SD 1.2), respectively, which were all significantly different than average. These results are similar to mean scores for the same modules when they were used in isolated and confined environments (eg. the HI-SEAS and the Canadian Forces Arctic Station Alert) [18]. The HI-SEAS program was a Mars analog habitat where a crew of 6 people lived in a Mars-like habitat for 8 to 12 months. The Canadian Forces Alert station is the northernmost permanently inhabited place on Earth, and crews there are relatively isolated. The HISEAS and Alert research missions had similar results, with mean AST values of 5.7 (SD 0.9), 5.5 (SD 0.7), and 5.2 (SD 0.9), respectively. Noticeably, the scores given in the mood, stress, and conflict modules to the item “Doing problem-solving treatment/stress management/conflict training using this program was acceptable to me” were 6.2 (SD 0.8), 6.1 (SD 1.1), and 5.7 (SD 1.4), respectively, on a 1 to 7 scale, and scores to the item “I would recommend this program to a friend” were 5.9 (SD 1.0), 4.7 (SD 1.8), and 5.7 (SD 1.4), respectively, on a 1 to 7 scale. These results confirm the acceptability of the program with a general population and match results from previous studies [7,18,25,27,37].

The conflict module consisted of four sections, each concluding with a short questionnaire. The Conflict Introduction and Conflict Simulation Questionnaires were found to be interesting and valuable (mean 3.2, SD 1.0 and mean 3.2, SD 0.8, respectively; P < .001 on a 0-4 scale). From the Hypothesis Testing Questionnaire, participants indicated that the program was somewhat easy to understand (mean 2.5, SD 1.1; P = .048), and the feedback somewhat helped them understand why responses were correct or incorrect (mean 2.5, SD 1.3; P = .06). Lastly, the conflict-based negotiation activity was found to be both enjoyable (mean 3.1, SD 0.9; P < .001) and highly valuable for learning about conflict management (mean 3.3, SD 0.7; P < .001).

Symptoms of stress as measured by PSS scores between sessions one and two did not significantly decrease (P = .20); however, the scores indicated a significant improvement over time (P = .03). There was no difference in the response pattern of the selected stressful triggers and perceived emotional response to stress between those who completed one session versus multiple sessions. The major stressful triggers selected by participants included conflict with family or spouse and work or workload. Noticeably, COVID-19 and isolation, political climate, and time away from friends and family were also mentioned as stressful triggers. Lastly, the most common emotional response to perceived stressors were hopelessness, worry or anxiety, anger, and irritability.

There was a difference in the type of problems selected by participants who completed only one session versus those who went on to complete multiple sessions in the mood module. Specifically, those who completed only one session ranked problems with work and not enough exercise, and those who completed multiple sessions ranked worried, anxious, overthinking, or stressed and difficulty concentrating or procrastination as the major problems. Comparably, participants from a previous preliminary uncontrolled trial ranked relationships and financial problems as the highest [27]. This finding suggests more research is needed to identify if there are problems that are particularly suitable for being addressed by the program. The high dropout rate and limited number of people who completed more than one session restricted our interpretation of this finding.

There was a mean 20.0% (SD 35.2%) decrease in depression severity level, as measured by PHQ-9 scores between sessions one and two, which was not statistically significant (P = .60). However, there was a significant decrease in the depressive symptoms over time (P = .01). Finally, the average number of enjoyable activities selected by participants indicated that those with higher depression levels and who completed multiple sessions selected more enjoyable activities on average than those with lower PHQ-9 scores that completed only one session.

The results overall highlighted an ongoing problem with the use of online behavioral health tools. The fact that a large number of people came to view the programs based on reading or seeing a news article about the program indicates there is a strong interest in self-help tools for behavioral problems. In addition, 45% (9/20) of participants who completed only one session and 60% (3/5) of those who completed multiple sessions of the mood program indicated that they either agreed or strongly agreed with the statement that “I would rather use a computer to help myself privately than go to a therapist,” indicating that a significant number of people want to use a computer-based or web-based approach for issues like depression. The acceptability and usability of the programs was good, and those who completed activities showed improvement in self-reported stress and depression. Despite all this, however, very few people returned to continue their work on problem solving or stress management after the first visit. One possible explanation for this is that, no matter how acceptable, usable, or effective a program may be, CBT requires time and effort to be successful. Just like other activities that provide benefits but require effort (eg, dieting or exercising), maintaining the
motivation to complete the programs is difficult. Programs like these likely need to be used within a supportive environment with a human touch that can provide encouragement and ongoing support [38].

Limitations
Data collected was uncontrolled since this was essentially a pragmatic trial during a time when there was heightened interest in the program. In contrast to previous studies of computer-based and online-based interventions evaluated in the setting of clinical trials, we analyzed anonymous data of a self-guided freely available program where users were self-referred.

This evaluation of the PATH program has many limitations, with the most significant likely being the high attrition rate, which is consistent with other research on self-help interventions [11,34,39-42].

Additionally, the data reported here are only from those who completed an activity in the program and then opted to complete a questionnaire, resulting in a selection bias. We do not have data from those who did not complete activities or who may have stopped because of difficulties with either usability or acceptability. The small sample size for those completing multiple sessions restricted our interpretations as to whether this program had a significant effect on reducing mental health symptoms. Given these limitations, any generalization from these results needs to be evaluated with caution. Nevertheless, the opportunity to evaluate a program like this during the COVID-19 pandemic was unique.

The programs were initially developed for use at NASA, and the conflict module included examples and situations based in the space program. The high acceptability and usability ratings for the conflict program indicate that these examples could be understood and applied to the public outside of NASA. Nevertheless, feedback from some participants who completed the conflict module included questions regarding the meaning of some of the words used, such as “EVA” (extravehicular activities). The vocabulary included in some of the scenarios could have created a barrier, hindering the full understanding of the module.

The sample was also not well characterized because, to maintain participant anonymity, only minimal data were collected about the users. This makes it difficult to gauge how confounding variables such as ethnicity, socioeconomic status, or education level would affect the results and attrition rate of this study. Additionally, the Dartmouth PATH program had a high exposure within the Dartmouth hospital and college campus, which could have contributed to a sample skewed toward well-educated individuals. These factors could affect the results and dropout rates. Those with more experience with computers may be more likely to continue with the program compared to those with lower education backgrounds and less technological capability [43]. Future research will need to explore the generalizability of these findings by including a more in-depth demographic questionnaire at participant registration and an evaluation of computer and internet accessibility.

Conclusions
During the COVID-19 pandemic, those who came to the program seeking self-help for behavioral programs and engaged with the program rated conflicts with family or spouse as a major source of stress. Feelings of hopelessness, worry, anxiety, and anger were commonly reported. The problems selected for the mood program focused on worry, anxiety, overthinking, and stress. Despite the high attrition rate, this study shows that an open-access online behavioral program aiming to treat depression, stress, and conflict management can be effective and rated highly for usability and acceptability by users. This suggests the main issue is not content but instead finding the best implementation strategy. A significant proportion of users reported that they preferred to address behavioral health programs on their own using an online resource. Those who returned for additional visits tended to report more issues with worry, stress, and anxiety, and on average rated the programs less usable than those who completed just one session. For acceptability, there were differences in response patterns between the mood and stress module. Although those who returned for more visits in the mood module rated the program as more acceptable, the opposite trend was true in the stress module. The ultimate value of this program as a stand-alone resource will depend on understanding the reasons for the low completion rates and addressing them effectively. Strategies such as progress tracking, professional support, and weekly reminders may help increase users' adherence to online programs [44]. Attrition rate is also likely to decrease by integrating online-based interventions to a minimally guided approach through a therapist or coach. The minimum amount to which guidance will result in a significant improvement in retention rate and treatment efficacy will be an important focus of future studies.
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Using a Multisectoral Approach to Advance Health Equity in Rural Arizona: Community-Engaged Survey Development and Implementation Study

Abstract

Background: Over the past decade, public health research and practice sectors have shifted their focus away from identifying health disparities and toward addressing the social, environmental, and economic determinants of health equity. Given the complex and interrelated nature of these determinants, developing policies that will advance health equity requires collaboration across sectors outside of health. However, engaging various stakeholder groups, tapping into their unique knowledge systems, and identifying common objectives across sectors is difficult and time consuming and can impede collaborative efforts.

Objective: The Southwest Health Equity Research Collaborative at Northern Arizona University, in partnership with an 11-member community advisory council, is addressing this need with a joint community-campus effort to develop and implement a Regional Health Equity Survey (RHES) designed to generate an interdisciplinary body of knowledge, which will be used to guide future multisectoral action for improving community health and well-being.

Methods: Researchers and community partners used facilitated discussions and free listing techniques to generate survey items. The community partners pilot tested the survey instrument to evaluate its feasibility and duration before survey administration. Respondent-driven sampling was used to ensure that participants included leadership from across all sectors and regions of northern Arizona.

Results: Over the course of 6 months, 206 participants representing 13 sectors across the 5 counties of northern Arizona were recruited to participate in an RHES. Survey response rates, completion percentage, and sector representation were used to assess the effectiveness and feasibility of using a community-engaged apporach for survey development and participant recruitment. The findings describe the current capacity to impact health equity by using a multisectoral approach in northern Arizona.

Conclusions: The Southwest Health Equity Research Collaborative effectively engaged community members to assist with the development and implementation of an RHES aimed at understanding and promoting multisectoral action on the root causes of health inequity. The results will help to build research and evaluation capacity to address the social, economic, and environmental conditions of health inequity in the region.

(JMIR Form Res 2021;5(5):e25577) doi:10.2196/25577
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Introduction

Background
Over recent decades, eliminating health disparities has been a major focus of public health efforts in the United States [1,2]. The social determinants of health (SDOH) framework is often used to guide health disparities research by defining the conditions in which people are born, grow, live, work, and age and demonstrating how these factors differentially shape health outcomes within and between populations. Although health disparities and SDOH approaches have offered valuable insights into the conditions and contexts that contribute to sickness and wellness among specific populations, these concepts are limited because they do not expose the important pathways by which social identity (eg, race and gender), the distribution of power and resources, and institutional policies shape opportunities for health. More recently, to address the underlying social inequalities that lead to differential health outcomes across population groups, public health research has shifted its focus toward a health equity framework [3-5].

In 2013, the Robert Wood Johnson Foundation launched a nationwide health equity effort called the Culture of Health Initiative, which aimed at making health a shared value; fostering cross-sector collaboration to achieve well-being; and creating healthier, more equitable communities [6]. Health equity initiatives have also been incorporated at the federal level in the United States through the creation of Offices of Minority Health and the goals of Healthy People 2020, which focus on achieving health equity by eliminating disparities and improving the health of all groups [7]. Despite these worthwhile efforts, health disparities and health inequities still loom large in the United States, particularly for people of color and rural communities [8,9].

The barriers to effective action on health equity may be due, in part, to a lack of intersectoral collaboration and consensus on how to identify and overcome the root causes of health inequity, which is defined as the underlying social, economic, and environmental inequalities that create different living conditions among and between populations. A multisectoral approach (MSA) to addressing health equity refers to “deliberate collaboration among various stakeholder groups and sectors (eg, public health, transportation, education, criminal justice) to jointly achieve a policy outcome” [10]. Using an MSA to improve health equity can have multiple benefits, including pooling resources, leveraging unique knowledge bases, expanding reach, and avoiding the duplication of work. This approach is highlighted in the Health in All Policies framework, which engages cross-sectoral partners in the promotion of health equity while simultaneously advancing other goals, such as promoting job creation and economic stability [11].

Objective
A major contributor to the lack of successful cross-sectoral collaboration is the problematic perception that addressing issues related to health equity is the sole responsibility of those working in health-related fields [12]. However, given that the root causes of health inequity are diverse, complex, evolving, and interdependent in nature [13], making progress toward health equity will require collaboration across sectors [3,14].

To address this fundamental issue, we describe the community-engaged development and implementation of the Northern Arizona University (NAU), Southwest Health Equity Research Collaborative’s (SHERC) Regional Health Equity Survey (RHES) [15]. The RHES is designed to understand and strengthen research, practice, policy, and organizational capacity to address locally identified health equity issues using an MSA. The SHERC is a National Institute of Health–funded Research Centers in Minority Institution (RCMI) initiative of the Center for Health Equity Research (CHER) at NAU. The overall goal of the SHERC is to increase basic biomedical, clinical, and behavioral research at NAU to address health disparities among diverse populations of the southwestern United States. The SHERC consists of 5 cores that interact synergistically: administration, investigator development, recruitment, research infrastructure, and community engagement. This paper focuses on the community engagement core’s (CEC) efforts to address collaborative engagement in health equity in northern Arizona.

The CEC endeavors to cultivate and sustain productive collaborations and partnerships with community-based organizations and leaders in meaningful ways that foster awareness and participation in health equity research. Broadly, the CEC is guided by the Communities in Action–Pathways to Health Equity Model [3] grounded in the Robert Wood Johnson Culture of Health Action Framework and the Prevention Institute’s Framework of Emerging Systems to Achieve an Equitable Culture of Health [6]. These asset-based frameworks recognize that health is impacted by multiple social determinants and that health inequity is produced by multilevel systems such as poverty, structural racism, and discrimination. Therefore, community-based solutions are necessary, but not sufficient, to achieve health equity.

The main objective of the CEC is to engage community-based organizations, community leaders, policy experts, and researchers from various sectors, including childhood development, education, criminal justice, public health, and policy, to (1) identify commonalities in health trends and social, structural, and environmental factors that contribute to health inequity and (2) understand and strengthen organizational capacity to address locally identified health equity issues using an MSA. A primary step in defining public health priorities and understanding the community’s current capacity to impact health inequities is through the systematic collection of information [16].

As a newly established research center, CHER took the first step to better understand public health priorities in 2017 through a collaboration with regional partners, which produced the groundbreaking Regional Health Equity Assessment (RHEA) [17]. Unique in its breadth and scope, the RHEA engaged more than 100 regional thought leaders in interviews, forums, and conferences; synthesized 57 community needs assessments; and produced a local analysis of public health data sets to prioritize health equity goals for northern Arizona. Building on the highly participatory work of the RHEA, and through new funding, the SHERC CEC launched the 2020 RHES designed to take the
next step of understanding and strengthening organizational capacity to address locally identified health equity issues in northern Arizona using an MSA.

**Methods**

**Regional Overview**

Geographically positioned atop the Colorado Plateau, the northern Arizona region covers more than 6000 square miles of land; is home to 12 federally recognized American Indian tribes; and comprises the following 5 counties: Apache, Coconino, Mohave, Navajo, and Yavapai (Figure 1). This region is also characterized by great cultural and ethnic diversity. As of 2017, 62.5% of the people in northern Arizona identified as White, 22.5% identified as American Indian, and 11% identified as Hispanic [17]. With 37% of the residents living in areas with a population of less than 2500 people, the northern Arizona region is largely rural [17]. In 2018, over 20% of the population was living in poverty, and the per capita annual income was US $22,636—more than US $30,000 less than the median household income of the entire state of Arizona [18]. The counties in northern Arizona vary greatly in demographics, such as ethnicity and age, and in degrees of access to all types of services, opportunities, and utilities necessary for healthy people and communities. This diversity makes it important to consider health issues as well as community assets and challenges in a locally specific context and makes this region a scientifically significant venue for the protocol identified in this paper.

![Figure 1. Map of northern Arizona counties.](https://example.com/map.png)

**Community Advisory Council**

Given the diversity of the northern Arizona region, it is crucial that any initiatives addressing health inequity be community driven. Community advisory councils (CACs) can benefit research institutions by ensuring that the research agenda aligns with priorities that are salient within the community. In addition to providing their unique perspectives and expertise to guide the development of research projects, CAC members can help to bridge gaps and build trust between the community and the research institution [19]. Early on, the CEC established an 11-member CAC composed of leaders from distinct sectors important to achieving health equity across northern Arizona, including early childhood development, education, criminal justice, public health, and policy. Researchers and CAC members met face-to-face and remotely throughout the survey development and implementation process.

**Survey Development and Implementation**

The initial stage of the survey development occurred in April 2018 with a half-day, in-person survey workshop between personally, professionally, and geographically diverse members of the CAC and the CEC. The RHES workshop was guided by meaningful learning theory and popular education techniques, which acknowledge that adult learners integrate new knowledge into what is already known and create a cognitive structure to make sense of their surroundings and situations [20,21]. After an introduction to the overarching goals of the RHES,
participants in the CAC and CEC engaged in a facilitated discussion to collectively acknowledge operating systems of power and privilege and define the root causes of health inequity in our region. Working from this common understanding of perceived and experienced challenges to health equity in our region, members of the CAC and CEC participated in a free-listing activity aimed at generating specific items for the RHES. Free listing is a technique used to gather data about a specific domain or topic by asking people to list all the items they can think of related to the topic. By using sticky notes in the corresponding color and shape of components of a robust and healthy tree, we identified the specifics of the 5 primary RHES constructs important to achieve, maintain, and scale health equity in our region: outcomes (leaves), innovations (flowers and fruits), measurement (tree bark), sustainability (rain and sunshine), and partnerships (bees and other cross-pollinators). Figure 2 shows an image of the tree activity.

The CEC research staff then transcribed the responses and sorted them into categories within the 5 major RHES constructs. The constructs identified by the CAC were combined with other existing health equity assessments (eg, the Bay Area Regional Health Inequity Initiative Organizational Self-Assessment) [22] to generate the initial set of RHES constructs and questions.

Figure 2. Community advisory council free-listing activity.

The survey questions underwent 2 rounds of edits by CAC members, SHERC project staff, and SHERC research leadership. The final RHES is composed of 48 open- and closed-ended questions covering topics including, but not limited to, the extent and focus of the current cross-sectoral partnerships, priority areas for future research, and the use of data in decision making. To aid participants in completing the survey, the CEC added a glossary of definitions and examples of major public health concepts such as health disparity, SDOH, and root causes of health inequity. The final RHES was generated using Qualtrics [23], a web-based survey platform, and pilot tested by the CEC staff and members of the CAC.

The population of interest for the RHES included community, organizational, and grassroots leaders from the 5 aforementioned northern Arizona counties. In line with the Vitalyst Health Foundation’s elements of a healthy community [24], our sectors of interest included (1) community health and economic development; (2) health and human services; (3) law, justice, and public safety; (4) parks and recreation; (5) policy; (6) early childhood development; (7) transportation; (8) food systems; (9) housing; (10) education; (11) arts, music, and culture; (12) planning and zoning; and (13) cultural resources management.

A 3-pronged approach was used to identify potential participants for the RHES. First, extensive internet searches were conducted to identify individuals in positions of leadership across sectors and counties of northern Arizona. Second, the CAC members nominated leaders from their regions and sectors. Finally, the CEC staff presented the RHES and circulated RHES sign-up sheets at county-level leadership meetings attended by the target population. Attendees were encouraged to add the names of
sector leaders who were not present at the meeting. All potential participants’ names were compiled, duplicate names were removed, and county-level participant lists were generated for each sector. Before administering the RHES, at least two county champions (eg, assistant county manager and local public health director) vetted each county’s list, removing names of individuals who were no longer in their positions and filling in gaps in sectors where there was no representation.

Once participant lists were finalized, introductory emails were sent by the county champions, alerting all potential participants of the RHES, followed by a personalized email with links to the survey 1 day after the introductory emails were sent. Participants received 2 reminder emails 2 and 4 weeks after the initial invitation. All respondents were offered a US $25 gift card as compensation for their participation. Figure 3 illustrates the survey development and implementation process.

Figure 3. Regional Health Equity Survey development and implementation flow chart. CAC: community advisory council.

Data Analysis
All descriptive statistics were analyzed using IBM SPSS (version 26). Depending on the responses, qualitative data from open-ended questions were analyzed using either a priori coding or emergent coding and a thematic analysis approach (ATLAS.ti 8, Scientific Software Development GmbH). The Vitalyst Health Foundation’s elements of a healthy community [24] were applied to questions where the data were suited for a priori coding. Data were coded by one researcher, and consensus on codes and themes was achieved through intensive discussion with a second researcher throughout the analysis process.

Human Participant Compliance
The development and implementation of the RHES were reviewed and deemed nonhuman subjects research by the NAU’s institutional review board (project number: 1198096-1).

Results
Participant Demographics
A total of 206 of the 560 invited multisectoral representatives (response rate 37%) from northern Arizona participated in the RHES. Of those who participated, 64.1% (132/206) completed the entire survey, whereas 27.6% (57/206) answered 30% or less of the survey questions. Table 1 provides a summary of the survey respondents’ demographics.

Although there was a relatively equal distribution across genders with all counties combined (female: 69/129, 53.4%; male 56/129, 43.4%), there was very little ethno-racial diversity, as most of the respondents identified as White (108/129, 83.7%). Survey results indicated that respondents were well established in their sectors (Table 1). On average, participants reported working in their respective sector for over 199.4 (SD 133.3) months, and had been at their current position for an average of 63.7 (SD 71.7) months.

Half of the participants (102/204, 50%) held government positions at the federal, state, county, and municipality levels, and approximately one-third of respondents (45/135, 33%) said that they had an active role or were the primary decision maker within their organization. The reported leadership positions of participants included, but were not limited to, county managers and department directors, chief of police, superintendents, presidents, chief executive officers, and executive directors. Most participants reported either working directly with community members (154/192, 80%) or supervising staff who worked directly with community members (140/192, 73%).
Table 1. Participant demographics by county.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>County</th>
<th>Total (n=206)</th>
<th>Yavapai (n=42)</th>
<th>Navajo (n=28)</th>
<th>Mohave (n=34)</th>
<th>Coconino (n=94)</th>
<th>Apache (n=8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>69 (53)</td>
<td>24 (57)</td>
<td>8 (29)</td>
<td>24 (57)</td>
<td>56 (43)</td>
<td>1 (13)</td>
<td>1 (13)</td>
</tr>
<tr>
<td>Male</td>
<td>56 (43)</td>
<td>8 (19)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (2)</td>
<td>4 (50)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (2)</td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>0 (0)</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>3 (2)</td>
<td></td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>0 (0)</td>
<td>3 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (2)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>0 (0)</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (10)</td>
<td>6 (5)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5 (62)</td>
<td>40 (43)</td>
<td>19 (56)</td>
<td>17 (61)</td>
<td>27 (64)</td>
<td>108 (84)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>2 (6)</td>
<td>3 (11)</td>
<td>5 (4)</td>
<td></td>
</tr>
<tr>
<td>No answer</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (6)</td>
<td>3 (11)</td>
<td>0 (0)</td>
<td>5 (4)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.6 (5.9)</td>
<td>45.8 (10.1)</td>
<td>52.7 (11.1)</td>
<td>50.9 (9.7)</td>
<td>49.4 (14.4)</td>
<td>49 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Position time (months), mean (SD)</td>
<td>21.1 (15.6)</td>
<td>58.1 (71.9)</td>
<td>79.8 (78.5)</td>
<td>69.9 (59.2)</td>
<td>65.4 (77.2)</td>
<td>63.7 (71.7)</td>
<td></td>
</tr>
<tr>
<td>Sector time (months), mean (SD)</td>
<td>91.1 (87)</td>
<td>192.4 (116.2)</td>
<td>233.6 (147.3)</td>
<td>480 (199.6)</td>
<td>204.2 (150.8)</td>
<td>199.4 (133.3)</td>
<td></td>
</tr>
</tbody>
</table>

In some of the less populated counties, individuals may be responsible for leading multiple departments; thus, participants could identify with more than one sector. Of the respondents, approximately 71.8% (148/206) identified with only 1 sector. Although there was representation from all 13 sectors, most participants identified in part with either health and human services (95/206, 46.1%); education (48/206, 23.3%); community and economic development (34/206, 16.5%); or law, justice, and public safety (34/206, 16.5%). A majority of sectors had representation from each county; however, there were 6 instances where 1 county had no sector representation. For instance, no leadership from Yavapai county identified with the arts, music, and culture sector. Table 2 shows the distribution of sector by county representation among survey respondents.

Table 2. Distribution of participants by county and self-identified sector.

<table>
<thead>
<tr>
<th>Participant self-identified sector</th>
<th>County</th>
<th>Total (N=206), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health and human services</td>
<td>Apache (n=8), n (%)</td>
<td>2 (25) 42 (45) 14 (41) 11 (4) 26 (62) 95 (46)</td>
</tr>
<tr>
<td>Education</td>
<td>Coconino (n=94), n (%)</td>
<td>1 (13) 18 (19) 11 (32) 7 (25) 11 (26) 48 (23)</td>
</tr>
<tr>
<td>Community and economic development</td>
<td>Mohave (n=34), n (%)</td>
<td>1 (13) 13 (14) 7 (21) 6 (21) 7 (17) 34 (17)</td>
</tr>
<tr>
<td>Law, justice, and public safety</td>
<td>Navajo (n=28), n (%)</td>
<td>2 (25) 21 (22) 0 (0) 5 (18) 6 (14) 34 (17)</td>
</tr>
<tr>
<td>Policy</td>
<td>Yavapai (n=42), n (%)</td>
<td>1 (13) 13 (14) 3 (9) 1 (4) 7 (17) 25 (12)</td>
</tr>
<tr>
<td>Housing</td>
<td>Total (N=206), n (%)</td>
<td>0 (0) 11 (12) 1 (3) 2 (7) 4 (10) 18 (9)</td>
</tr>
<tr>
<td>Transportation</td>
<td></td>
<td>1 (13) 6 (6) 3 (9) 3 (11) 4 (10) 17 (8)</td>
</tr>
<tr>
<td>Food systems</td>
<td></td>
<td>1 (13) 1 (1) 6 (18) 1 (4) 4 (10) 13 (6)</td>
</tr>
<tr>
<td>Early childhood development</td>
<td></td>
<td>0 (0) 4 (4) 4 (12) 1 (4) 3 (7) 12 (6)</td>
</tr>
<tr>
<td>Parks and recreation</td>
<td></td>
<td>1 (13) 4 (4) 2 (6) 3 (11) 1 (2) 11 (5)</td>
</tr>
<tr>
<td>Planning and zoning</td>
<td></td>
<td>1 (13) 6 (6) 0 (0) 1 (4) 1 (2) 9 (4)</td>
</tr>
<tr>
<td>Arts, music, and culture</td>
<td></td>
<td>1 (13) 3 (3) 1 (3) 1 (4) 0 (0) 6 (3)</td>
</tr>
<tr>
<td>Cultural resource management</td>
<td></td>
<td>1 (13) 1 (1) 0 (0) 2 (7) 1 (2) 5 (2)</td>
</tr>
</tbody>
</table>
Cross-Sectoral Partnerships

The most frequently cited characteristics for developing a successful multisectoral partnership were communication, shared vision, and trust. Approximately 74.7% (130/174) of participants reported that they had previously partnered with a different sector to address environmental, social, and economic conditions that impact health, and 94.6% (123/130) of those individuals indicated a past partnership with more than 1 sector (average number of partnerships 6.7, SD 3.5). As displayed in Figure 4, community safety, early childhood development, and recreation opportunities were the primary issues on which organizations most often collaborated with other sectors, whereas land-use planning, racial justice, and environmental justice were the issues least likely to garner cross-sectoral attention.

Figure 4. Extent of cross-sectoral collaborations on health equity issues.

Role of Research

To examine how research can effectively influence health equity in northern Arizona, participants were asked, “What role do you think research has in addressing the environmental, social, and economic conditions that impact health in the community you serve?” Most leaders asserted that research plays a significant role in addressing the root causes of health inequity, whereas very few participants felt the role of research was little or none. Often, participants described the limitations of research, expressing that although research plays an important role in identifying, understanding, and addressing needs or problems in their communities, the right conditions must be met, including conducting research responsibly and ethically, using scientifically sound methods, and yielding actionable results to directly and positively impact the community. Specifically, leaders believed that research affords an opportunity to illuminate and understand the gaps and problems experienced by the community and serves to validate the community’s knowledge and lived experiences of their own needs; leaders further indicated that this information can be used for action.Textbox 1 outlines the areas of research that were identified by community leaders as a priority for future studies on health equity.
Textbox 1. Community-identified priority areas for health equity research.

<table>
<thead>
<tr>
<th>Area of research and specific research topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Economic opportunities: Poverty, disparities in income, job opportunity and lack of higher wage jobs, workforce development, economic development, and economic indicators</td>
</tr>
<tr>
<td>• Health care: Access, affordability, and quality of health services and health plan coverage; long distances people must travel to seek care; and understaffing and difficulty attracting and retaining health care professionals, especially in rural areas</td>
</tr>
<tr>
<td>• Behavioral health: Access to mental health and substance use services, including drug addiction, rehabilitation; addressing stigma related to mental health and substance use</td>
</tr>
<tr>
<td>• Education: Educational opportunities from kindergarten through high school through higher education, affordability, and funding</td>
</tr>
<tr>
<td>• Transportation: Access, affordability, and adequacy</td>
</tr>
<tr>
<td>• Housing: Access, affordability, and homelessness</td>
</tr>
<tr>
<td>• Food: Access, food security, and quality or healthy foods</td>
</tr>
<tr>
<td>• Early childhood: Early childhood education and youth development</td>
</tr>
<tr>
<td>• Social context: Social context around health inequities, understanding issues around culture, stigma related to health conditions, and social activities</td>
</tr>
<tr>
<td>• Social justice: Effects of incarceration, historical trauma, and social justice in relation to other social determinants of health</td>
</tr>
<tr>
<td>• Environment: Climate change</td>
</tr>
<tr>
<td>• Tribal communities: Funding, focus and effectiveness of Indian Health Services, health care options on the reservation, and impact of native American culture on health maintenance</td>
</tr>
<tr>
<td>• Rural communities: Access to services based on unique challenges experienced by rural communities</td>
</tr>
<tr>
<td>• Aging and older people: Access to services</td>
</tr>
</tbody>
</table>

Use of Data in Decision Making

Data-informed health promotion is an emerging and ever-changing theme in public health research and practice. To examine the current data use across sectors, leaders were asked how often they used data to make decisions and what barriers they faced in the process. Across all leaders, 93.3% (126/135) reported having used data to make decisions; however, there exists a gap between how often data are currently used and how often leaders would ideally use data to guide their decision making (Figure 5). Although 81.4% (110/135) of sector leaders would prefer to always or often use data to make decisions, only 56.2% (76/135) currently use data to make decisions. This pattern emerged for participants who identified with either a single sector or more than 1 sector. Furthermore, over 60.7% (82/135) of the respondents said that they did encounter barriers to using data to make decisions. When asked to identify the biggest barriers to using data, leaders most often cited a lack of useful available data, followed by an absence of the expertise needed to analyze the data.

Figure 5. Use of data for decision making.

How often do you use data to make decisions?

(n=135)

<table>
<thead>
<tr>
<th>Percentage of responses</th>
<th>Reality</th>
<th>Ideally</th>
</tr>
</thead>
<tbody>
<tr>
<td>Always</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In this paper, we describe how the SHERC at NAU effectively engaged community members to assist in the development and implementation of the RHES, with the goal of understanding and promoting multisectoral action on the root causes of health inequity in northern Arizona. Furthermore, we demonstrate how over 200 county-level leaders from various sectors, beyond public health and health care, were recruited to share their knowledge, attitudes, and actions to address the social, environmental, and economic conditions that impact health and well-being in the region.

Overall, our work revealed that using a community-engaged approach to survey local leadership can be an effective first step toward identifying and prioritizing areas of action on the root causes of health inequity. Specifically, using a community-engaged approach to develop and implement the RHES ensured that (1) survey questions resonated with community priorities and (2) respondents were recognized as representatives of their community. With participation across all sectors and counties of interest (Table 2) and an average reported time of 16.6 years working in their sector, we are confident that the outcomes of the RHES capture the perspectives of multisectoral leadership in northern Arizona and reveal the range of factors that contribute to health inequity in the region.

This study also exposes the benefits and challenges of developing and implementing cross-sectoral partnerships to address health inequities. Although collaboration with governmental and nongovernmental sectors outside of health is required to develop policies and programs to advance health equity, establishing and maintaining effective cross-sectoral partnerships is not an easy task [25]. For example, engaging relevant stakeholders, tapping into their unique knowledge systems, and identifying common objectives across sectors requires time and resources that are not often afforded to governmental and nonprofit agencies. As the local anchor institution and RCMI in northern Arizona, NAU is in a unique position to leverage their human resources and expertise to collect and disseminate cross-sectoral perspectives on regional issues of health inequity [3]. The approaches and methods used in this study serve as a model for other universities and RCMI s, in particular, to advance community-driven health equity agendas.

Implications for Research and Practice

Findings from this study suggest that county-level leaders in northern Arizona are currently working across sectors to address the root causes of health inequity; however, the extent to which they partner is limited, and the issues being addressed are bounded and unbalanced (Figure 3). These results indicate that there is capacity to impact health inequities using an MSA, but this work could benefit from more deliberate coordination across sectors. Recent research by Narain et al [26] shows that framing issues of health equity in ways that resonate with sectors outside of public health was valuable for promoting cross-sectoral work to improve health equity. Focusing on the cross-sectoral research priorities that were identified in the RHES (Textbox 1) can, therefore, help to determine promising areas for collaborative action in northern Arizona.

Results from the RHES further indicated that data-driven decision making is highly valued among participating leaders, but most found data to be outdated or unavailable or they worked in an environment in which expertise to analyze data was lacking. Lack of access to health-related data is particularly salient in rural areas, such as northern Arizona [27]. Consequently, differential access to data has the potential to perpetuate and exacerbate health inequities in rural areas. As a local academic institution with expertise in methods of data collection and analysis, NAU is poised to collaborate with community partners to improve their ability to access and use high-quality data to inform decisions regarding health equity. The NAU SHERC has already taken steps toward this goal by inviting community partners to participate in monthly research methods workshops.

Finally, this study illustrated the potential utility of using a baseline assessment of organizational leaders to start a productive dialog on the various and unique ways in which each sector (eg, housing, transportation, justice, economic development, education, arts, and culture) can strengthen the health and well-being of their community. Following the Bay Area Regional Health Inequities Initiative framework [22], the RHES results will be used to guide research priority areas and practice and policy efforts of the SHERC, CHER, and NAU as a whole. Our next steps include (1) engaging our scientific and community advisory boards in the further interpretation of results and recommendations for research, practice, and policy; (2) hosting a series of regional community events to share survey results and dialog on the strategic next steps toward developing a regional health equity initiative that meaningfully engages stakeholders across sectors; and (3) promoting further community-campus collaboration through the development of community engagement studios [28].

Limitations

Although a community-engaged approach to survey development for health disparities research has clear benefits [16], it is important to recognize that it also comes with unique challenges. For example, it is difficult to develop a comprehensive yet concise survey on health equity that includes the diverse voices of the community and limits the burden on the participant. In this study, 27.6% (57/206) of leaders who started our survey answered only 30% or less of the survey questions, indicating that survey length may have been a deterrent for some individuals. Furthermore, respondent-driven sampling methods were used to recruit participants for the RHES, whereby county leaders were asked to nominate other colleagues to complete the survey. Although this approach helped us to compile a comprehensive list of local leaders, the findings are specific to the region of northern Arizona and should not be generalized to other areas of the United States. However, we believe that our survey development and implementation procedures can be used as a model for other institutions to conduct similar efforts in their communities. Importantly, we also acknowledge the lack of racial and ethnic
diversity in our respondents; however, we are uncertain if this is a limitation of our recruitment strategy or a true reflection of the lack of diversity in leadership in northern Arizona. Future studies can examine the health priorities among the diverse community members of northern Arizona to ascertain if their health priorities align with the priorities of those in leadership roles.

Conclusions

Without a clear consensus on the root causes of health equity and greater cross-sectoral collaboration, the development of effective policy and practice objectives aimed at reducing health disparities and improving health equity will be limited [29]. As anchor institutions, local universities are well positioned to help lead multisector work aimed at eliminating health disparities and making advancements in the promotion of health equity [3]. In this study, we outlined the steps for engaging multisectoral leaders in survey development and distribution as a promising first step toward developing meaningful multisectoral collaborations across a diverse region of the southwestern United States.
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Abstract

Background: Saudi Arabia implemented a plain tobacco packaging regulation, one of the World Health Organization’s recommended initiatives to help reduce smoking rates, in August 2019. A few weeks after implementation, a large number of smokers complained via various media channels, especially social media (eg, Twitter), that an extreme change in cigarette taste had occurred, frequency of coughing had increased, and for some, shortness of breath had led to hospitalization.

Objective: The main objective is to determine whether smokers blinded to cigarette branding report differences in taste between branded and unbranded cigarettes. The secondary objective is to observe the frequency of immediate cough or shortness of breath.

Methods: This study employed a within-person, randomized crossover design that recruited current smokers 18 years and older who were cleared upon physical assessment before the experiment. Participants received 6 sequences of different random exposures (3 puffs) to 3 plain-packaged cigarettes (2 from their favorite brand and 1 from another brand as a control) and 3 branded cigarettes (2 from the favorite brand and 1 from another brand as a control). Participants wore virtual reality goggles accompanied by special software to alter visual reality and gloves to alter the touch sensation.

Results: This study recruited 18 participants, measured at 6 time points, to produce 108 experiments. Participants were not able to identify the correct type of cigarettes (plain or branded, estimate of fixed effect=−0.01, P=.79). Moreover, there were no differences in the ability of the participants to identify their favorite brand (t(107)=−0.63, mean 0.47, P=.53). In terms of immediate coughing, out of the 108 experiments, 1 episode of short coughing was observed, which was attributed to the branded cigarette, not the plain-packaged cigarette.

Conclusions: After controlling the visual and touch sensations, participants were not able to differentiate between branded and plain-packaged cigarettes in terms of taste or inducing immediate shortness of breath or cough. Interestingly, participants were not able to identify their favorite brand.

(JMIR Form Res 2021;5(5):e24446) doi:10.2196/24446
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Introduction

Overview

The prevalence of cigarette smoking among adults in Saudi Arabia is between 16.1% and 21.1% [1-3]. Saudi Arabia implemented a plain tobacco packaging regulation in late August 2019. A few weeks after implementation, a huge number of smokers complained via various media channels (especially social media) that an extreme change in cigarette taste had occurred, frequency of coughing had increased, and for some, shortness of breath had led to hospitalization. The taste claims have arisen in other countries that have implemented plain packaging, such as Australia and the United Kingdom [4-6]. These complaints persisted for more than 90 days, starting in mid-November 2019 and continuing until the writing of the first draft of this manuscript, on March 2020. Rumors that the cigarettes currently sold in Saudi Arabia in plain packaging have toxic chemicals or other non-tobacco substances intended to harm smokers are circulating widely in the media and by word of mouth [7,8].

Saudi authorities requested that tobacco companies declare any changes of their cigarette content beyond the new plain-packaging requirements. British American Tobacco Middle East and Philip Morris International released public statements declaring they had made no changes to their products’ contents (Multimedia Appendix 1) [6]. Nevertheless, citizens and visitors in Saudi Arabia have been anxious and concerned about the health consequences of consuming the current plain-packaged cigarettes [7]. Consequently, prices of branded cigarettes tripled, and smuggling increased dramatically [7,8].

The results of chemical analysis and examination of conformity with Saudi tobacco product and safety standards have shown the new plain-packaged cigarettes are within the standards, and no unusual level of toxicity was found [7]. However, the claims made in the media about the taste, immediate coughing, and shortness of breath have not been investigated.

A few studies have investigated this issue in other countries that implemented plain packaging [9-11]. These studies did not find significant differences in taste, but they highlighted the difficulties of measuring this variable, which may affect the results. The main difficulty is in the method of measuring the difference between the branded and the plain-packaged cigarettes without exposing participants to the brand they are trying during the study. No previous study was fully able to blind the participants to the cigarette branding, although the senses are known to affect the taste.

Effect of Prominent Pictorial Warnings

A known sensory factor that influences smokers’ product acceptance and satisfaction is pictorial warnings on tobacco products [21]. The recently implemented plain tobacco packaging regulation in Saudi Arabia was accompanied by the implementation of a new set of pictorial warnings that was more prominent compared with the previously implemented ones. This change was the first in terms of changing pictorial warnings since their introduction in Saudi Arabia in August 2011 [21].

A previous study on a Saudi sample in Saudi Arabia investigated the effect of prominent pictorial warnings compared to the old pictorial warning used before the plain packaging change and showed that the two prominent sets of pictorial warnings scored, on average, 13.1 and 10.2 rating points higher than the old pictorial warnings in increasing participants’ worries on the Brief Worry Scale about Smoking (BWS). The BWS is a 4-item scale that measures worry about physical health as a consequence of smoking [21]. Furthermore, on average, the two prominent sets of pictorial warnings scored 12.5 and 10.1 rating points higher than the old pictorial warnings in increasing participants’ negative reactions on the Self-Assessment Manikin (SAM) [21]. The SAM is a 3-item, nonverbal pictorial assessment method that measures the pleasure, arousal, and dominance associated with a person’s reaction to a wide variety of stimuli [21]. These results indicate the expected stronger...
emotional evocation in response to the change in pictorial warnings in Saudi Arabia.

As mentioned above, a great deal of scientific research on sensory influences on taste and flavor exists in the food-related domain, but to our knowledge, no research addresses the subject in relation to smoking. Thus, this trial strives to address the following concerns in the most scientific and ethically possible ways: (1) Do smokers who are blinded to cigarette branding report differences in taste between branded and unbranded cigarettes? (2) Do smokers who are blinded to cigarette branding experience differences in immediate coughing between branded and unbranded cigarettes? (3) Do smokers who are blinded to cigarette branding experience differences in shortness of breath between branded and unbranded cigarettes?

In addition, this paper discusses the lesson learned from the Saudi experience with regard to this trial’s findings and other available evidence.

Methods

Study Design

A prospective within-person, randomized crossover design was used to address the objectives of this study.

Exposure and Procedure

Participants received 6 sequences of different random exposures to 3 plain-packaged cigarettes (2 from the favorite brand and 1 from another brand as a control) and 3 branded cigarettes (2 from the favorite brand and 1 from another brand as a control), with a washout period of 5-10 minutes between each cigarette. To ensure reliability and reproducibility of the results, and due to the small sample size, all participants were invited to repeat the trial on another day.

The standard cigarette in Saudi Arabia is approximately 5.5 cm long, excluding the filter. To reduce harm to participants, they were exposed to approximately 3 puffs, which represents around 2 cm of cigarette. To ensure the participants did not exceed this amount, aluminum foil was wrapped around the rest of the cigarette. The use of 3 puffs or 2 cm was determined by the researchers to provide participants with a sufficient opportunity to judge the taste.

To ensure concealment, the cigarettes were provided in random order by a blinding handler who was involved in neither data collection nor data analysis.

To blind participants from recognizing the type of cigarette, each participant wore virtual reality goggles, accompanied by special software to alter the visual reality of the smoker (Figure 1). In addition, the participants wore medical gloves to alter the feeling of touching the cigarettes with their hands.

Figure 1. Screenshots of the cigarette blinding app for virtual reality.
Inclusion and Exclusion Criteria

Participants were current cigarette smokers 18 years or older who were cleared upon physical assessment before the experiment.

Candidates who were planning to quit smoking or in a quitting stage were not eligible to participate in this study, thereby reducing harm and ethically avoiding an alteration to their quitting process or plan. Candidates who had respiratory or cardiac disease, a taste-related disorder (eg, hypogeusia or ageusia), or an acute disease that affected taste or smell (eg, flu) were not eligible. Candidates who showed abnormal vital signs, which were checked before the study (fever, shortness of breath, or elevated blood pressure), were not eligible.

Recruitment

Candidates were invited from the Sharik research participants’ database [22], which includes around 6000 smokers. Candidates received a phone call, and study information and consent were presented to them. If they agreed to participate, then their eligibility conditions were checked. If eligible, then an appointment was booked for them at the study site. Once the participants arrived, the researchers explained the details of the study to them, and written participant information sheets were provided. Participants who wanted to start the study were asked to sign the consent forms. Then, their vital signs were checked. Participant recruitment started in early January 2020 via phone interviews.

Data Collection and Outcome Measure

Demographics and Baseline

Data collection started with a quick interview survey that gathered their age, gender, Fagerstrom Test for Nicotine Dependence score, age they started smoking, and frequency of coughing that lasted 2 weeks.

Taste Change

The main outcome measure for the taste was taken by asking the participants to identify the type of cigarette they had smoked (plain or branded) based on taste. In addition, each smoker was asked to rate the taste of the cigarettes on a scale from 1 (very bad taste) to 7 (very good taste) and the heat perception of the cigarette smoke (burning sensation) from 1 (acceptable) to 7 (unacceptable). Finally, each smoker was asked whether the cigarette was his or her favorite brand.

Cough and Shortness of Breath

The outcome measure for immediate coughing was an observation of any coughing event during the smoking or washout period for each cigarette.

The outcome measure for shortness of breath was measured via self-reporting and peak flow test. We used an approved medical-grade electronic flow test device, following the recommended standard for performing the flow test [23]. Each participant received instructions and performed the flow test accurately before starting the experiment. The participants repeated the test before and after each cigarette for safety reasons. However, the main measure here was the comparison between plain and branded cigarettes because it was delivered in random order for each participant.

Shortness of breath was defined on the peak flow if the reading was 40% less than the baseline before starting the first cigarette because readings of 50% less than the baseline are defined as the signal for medical alert [24].

After completing the experiment, the participants were asked about their perceptions of the taste and health concern claims circulated in the media about plain-packaged tobacco for comparison to their initial opinion before the experiment. The participants were asked, “Do you believe that the taste and content of the new plain-packaged cigarettes have changed compared to the old, branded cigarettes?”

Sample Size

Based on the smokers’ complaints across media channels, the difference in taste between the plain and branded cigarettes seemed large to medium. Thus, a single-factor, repeated-measures design with a sample of 18 subjects, measured at 6 time points to produce 108 experiments, achieves 80% power to detect a contrast using a multivariate $T^2$ test at a .05 significance level at 0.45-0.35 effect size [25,26]. Effect size was selected based on Cohen $d$ medium effect size due to the lack of sufficient information to calculate a more accurate effect size [27]. Sample size was calculated via PASS 2019, version 19.0.3 (NCSS), using the abovementioned inputs.

Data Analysis

Descriptive statistics were used to describe the sample demographics, and mixed-model analysis was used to analyze repeated measures of taste-related outcomes to account for within-person differences. A $t$ test was used to analyze the ability of participants to identify their favorite brands, and $t$ tests were used to analyze the follow-up data due to the small sample size, which prevented the use of repeated-measures mixed-model analysis.

Ethical Considerations

The study was performed in agreement with the Declaration of Helsinki. The Alfaisal University Institutional Review Board granted ethical approval with approval number IRB-20013. All participants signed the consent form approved by the Alfaisal University Institutional Review Board to participate in this study.

Results

Demographics and Baseline

Twenty-five participants were approached; out of these, 1 participant was excluded because he was in a quitting stage, and 2 were excluded for having a cardiovascular disease. Of the eligible participants, 5 did not show up. The 18 participants included 1 woman (6%) and 17 men (94%). Their mean age was 28.9 years (range 19-63), mean nicotine dependency score was 3.3 (range 2-5), and mean number of cigarettes smoked per day was 18.3 (range 12-24). In the prior 2 weeks, 16 out of 18 participants (89%) did not have a coughing attack, and 2 participants had 1 or more coughing attacks.
In terms of participants’ pre-experiment opinions about changes in the new plain-packaged cigarettes’ taste and content, 16 out of 18 participants (89%) thought they detected a change compared to the old branded cigarettes. However, after the experiment, all participants reported that they had changed their opinion and did not believe any differences existed between plain-packaged and branded cigarettes.

Table 1. Summary of the results for the main questions of this study.

<table>
<thead>
<tr>
<th>Question</th>
<th>Measure</th>
<th>Results</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do smokers who are blinded to cigarette branding report differences in taste between branded and unbranded cigarettes?</td>
<td>Participants’ ability to identify plain or branded cigarettes correctly</td>
<td>Estimate of fixed effect = −0.01</td>
<td>.79</td>
</tr>
<tr>
<td>Do smokers who are blinded to cigarette branding report differences in taste between branded and unbranded cigarettes?</td>
<td>Taste and burning sensation ratings</td>
<td>Estimate of fixed effect for taste = −0.31; estimate of fixed effect for burning sensation = −0.25</td>
<td>.30; .42</td>
</tr>
<tr>
<td>Do smokers who are blinded to cigarette branding report differences in taste between branded and unbranded cigarettes?</td>
<td>Participants’ ability to identify their favorite brand compared to other brands used in the experiment</td>
<td>$t_{107} = −0.63$, mean 0.47</td>
<td>.53</td>
</tr>
<tr>
<td>Do smokers who are blinded to cigarette branding experience differences in immediate coughing between branded and unbranded cigarettes?</td>
<td>Coughing incidents</td>
<td>Out of the 108 experiments, 1 incident of short coughing was observed</td>
<td>N/A*</td>
</tr>
<tr>
<td>Do smokers who are blinded to cigarette branding have differences in shortness of breath between branded and unbranded cigarettes?</td>
<td>Shortness of breath incidents</td>
<td>Out of the 108 experiments, 0 incidents of short coughing were observed</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* N/A: not applicable.

In terms of taste and burning sensation ratings, no significant differences were observed in the rating scores between the plain and the branded cigarettes, between and within participants: the estimate of fixed effect for taste was $−0.31 (P=.30)$, and the estimate of fixed effect for burning sensation was $−0.25 (P=.42)$.

Finally, no differences were seen in the same participants’ ability to identify their favorite brand versus another nonfavorite brand ($t_{107} = −0.63$, mean 0.47, $P=.53$).

**Cough and Shortness of Breath**

In terms of immediate coughing, out of the 108 experiments, 1 short coughing episode was observed, which was attributed to a branded cigarette, not a plain-packaged cigarette.

None of the participants in the 108 experiments reported shortness of breath. In addition, comparing the changes in peak flow reading between the first cigarettes, none of the participants had shortness of breath. Finally, no cases of shortness of breath were recorded overall after the full experiment for all participants.

**Discussion**

**Summary of Findings**

This study investigated the claims of taste change, immediate continuous coughing, and immediate shortness of breath allegedly caused by plain-packaged cigarettes. After controlling participants’ visual and touch perceptions, no significant differences were observed in their ability to identify plain versus branded cigarettes, and more surprisingly, no significant differences were seen in their ability to identify their favorite brand versus nonfavorite brands. No alarming findings emerged related to immediate cough or shortness of breath. Most of the study participants were men, because the prevalence of women smokers is very low (1.5%) compared to men smokers (26.2%) in Saudi Arabia [1,2].

**Taste Change**

Mixed-model analysis showed no significant differences in participants’ ability (between and within participants) to identify the correct type of cigarettes (plain versus branded cigarettes): the estimate of fixed effect was $−0.01 (P=.79)$ (Table 1).

**Summary of the Issue Escalation**

Smokers in Saudi Arabia have complained about the look, feel, and taste of the newly introduced plain-packaged cigarettes. This was also made worse by introducing the new and emotionally evocative pictorial warnings at the same time, which proved to signal large health concerns in the same population in a previous study [21].

Moreover, another issue in the Saudi implementation process was the lack of a public awareness campaign before implementation. Without prior notice, the arrival of new cigarette packaging and emotionally evocative pictorial warnings sent smokers a shock, which could have directed them to seek answers and create theories.

In addition, after the issue had escalated, the authorities lightly explained that the plain packaging was a new regulation, but this explanation only addressed the outer packaging, not the internal (paper and filter) changes or the new pictorial warning [7,8,28]. This response left the majority with unanswered questions and concerns.

Although tobacco companies then released statements (Multimedia Appendix 1) declaring no changes in the cigarette content except what was required by the new regulation, they did not provide consumers with details of the changes called for in the new regulation; thus, the dilemma was dragged out. Later, the authorities revised the plain-packaging standards to
allow tobacco companies to reintroduce cigarettes with their original branded (paper and filter) look, while keeping the external plain packaging, which was a victory for tobacco companies. This change is a reduction of the World Health Organization plain-packaging standard and may reduce the effectiveness and benefits of the plain-packaging strategy.

Finally, it is worth noting that sensory perception and sensory research are priorities within the tobacco industry because they have direct effects on commercial concerns [29]. Sensory aspects contribute to smoker satisfaction and tobacco product acceptance, and they play an important role in controlling cigarette-puffing behavior. Tobacco companies have capitalized on distinct sensory preferences across gender, age, and ethnic groups by tailoring products for specific populations [29]. This study provided evidence that with the use of virtual reality and gloves to blind participants, they were not able to differentiate between their favorite brand and other nonfavorite brands. This highlights the fact that the tobacco industry understands such a topic in more depth and detail than regulators generally do.

Overall, this issue has some important lessons to be considered in any future tobacco policy changes.

Reorganizing the Chain of Events and Lessons Learned

The implementation of plain packaging in Saudi Arabia has represented a major chain of decisions that led to the current situation, which almost ruined the implementation of an effective public health policy. The major factors are as follows: (1) lack of a preimplementation awareness campaign, which played a major role in convincing the consumers that the plain-packaged cigarettes were counterfeit; (2) introducing the new pictorial warnings at the same time, having previous knowledge that it could cause consumer anxiety, with no preimplementation awareness campaign of this change either; (3) lack of prior risk assessment of the potential negative effects of such implementation on stakeholders; (4) lack of awareness about the plain-packaging standards, including explanation of why the externals and internals of the products had changed and a delay in the response to consumers’ concerns, especially health-related ones; and (5) lack of scientifically sound evidence to explain the claims of taste changes and health concerns.

The most prominent factor here was the lack of proper risk assessment before implementation, which could have highlighted the potential risks before the implementation and improved the decision-making process. The impact of the new changes was a life change for a smoker unused to such strong public health actions. As one of the study participants described it, “I woke up one day and found that all cigarettes brands have the same look and feel. [I thought] they must be counterfeit, there was no other explanation.”

The mode of implementation also underestimated the role of social media in spreading fear and rumors to counteract the implementation of the new regulation, especially with the known history of how tobacco industries strive to undermine tobacco control regulations [30,31]. The claims about the plain packaging, including taste and quality, have been raised in other countries that implemented plain-packaging regulations, such as Australia and the United Kingdom [6,9,10], and the assumption that it was predictable for such claims to be reused in counter-policy campaigns was also overlooked.

Instead of being proactive with the consumers and engaging with them to explain the new regulation, the authorities maintained their silence for a long time, with a few contradicting announcements that started by denying any changes in physical and chemical content, then confirming the changes in quality and taste and blaming tobacco companies [7,28]. Tobacco companies, in return, stated they had made no changes. As a result, consumers did not know what had changed, how, or why. None of the statements by authorities or tobacco companies explained to consumers why all cigarettes looked the same (paper and filter) or why packets had new and emotionally provocative pictorial warnings.

Unfortunately, the same repellent effects (evoking smokers’ health concerns and removing the appeal and charm of brands) that reflected the desire to encourage smokers to quit and to prevent nonsmokers from smoking, when introduced in this order and rushed into implementation, caused unexpected negative effects that neutralized the policy.

Conclusion

This study afforded a new dimension in understanding why some smokers find the taste of plain-packaged cigarettes differs from the branded cigarettes. After controlling the visual and touch sensations, participants were not able to differentiate between branded and plain-packaged cigarettes in terms of taste or inducing immediate shortness of breath or cough. Interestingly, participants were not able to identify their favorite brand.

Acknowledgments

This research project did not receive funding from a public or private entity during the project execution. The researchers provided all the research efforts in this study voluntarily. Open access publication–related cost was covered by Al-Dawaa Medical Services Co (DMSCO).

Authors’ Contributions

All authors provided major contributions to the design and execution of this study. NFD designed the study and drafted the manuscript. MHB, NAA, and RAA administered and managed the study and data collection. MZ and KMA contributed to the study design and reviewed the manuscript. WB finalized and edited the manuscript for publication. All authors approved the final version for publication. NFD and ZA revised the manuscript.
Conflicts of Interest

None declared.

Multimedia Appendix 1
Tobacco companies' public statements declaring no changes to their products' content.

[PDF File (Adobe PDF File), 97 KB - format _v5i5e24446_app1.pdf ]

References


Abbreviations

BWS: Brief Worry Scale about Smoking
SAM: Self-Assessment Manikin
Physical Activity Patterns and Neighborhood Characteristics of First-Generation Latina Immigrants Living in Arizona: Cross-sectional Study

Rodney P Joseph, PhD; Sonia Vega-López, PhD; SeungYong Han, PhD

1 Center for Health Promotion and Disease Prevention, Edson College of Nursing and Health Innovation, Arizona State University, Phoenix, AZ, United States
2 College of Health Solutions, Arizona State University, Phoenix, AZ, United States
3 Southwest Interdisciplinary Research Center, Arizona State University, Phoenix, AZ, United States
4 Edson College of Nursing and Health Innovation, Arizona State University, Phoenix, AZ, United States

Corresponding Author:
Rodney P Joseph, PhD
Center for Health Promotion and Disease Prevention
Edson College of Nursing and Health Innovation
Arizona State University
500 N 3rd St
Phoenix, AZ, 85004
United States
Phone: 1 6024960772
Fax: 1 6024961128
Email: rodney.joseph@asu.edu

Abstract

Background: Metabolic diseases, including obesity and type 2 diabetes, are a major health concern for Latina immigrants. Performing regular aerobic physical activity (PA) is a lifestyle behavior associated with the prevention and control of these conditions. However, PA levels of most Latina immigrants are below national guidelines. Neighborhood environmental factors may influence the PA levels of adults, but limited research has explored associations between the neighborhood environment and PA levels among Latina immigrants.

Objective: The objective of this study was to explore the PA patterns of first-generation US Latina immigrants and how neighborhood environmental factors are related to those PA patterns.

Methods: Using a cross-sectional study design, 50 first-generation Latina immigrants completed the International Physical Activity Questionnaire (IPAQ) and the Neighborhood Scales Questionnaire, which assessed 6 perceived neighborhood factors: (1) walking environment, (2) aesthetic quality, (3) safety, (4) violence, (5) social cohesion, and (6) activities with neighbors. Median self-reported metabolic equivalent (MET)-minutes/week of PA were used to summarize domain-specific (ie, work, domestic/household, leisure, and transportation) and intensity-specific (ie, walking, moderate, vigorous, moderate to vigorous) PA patterns. Logistic regression examined associations between neighborhood factors and engaging in leisure-time PA (ie, dichotomous outcome of some versus no leisure-time PA), transportation PA (ie, dichotomous outcome of some versus no transportation PA), and meeting national PA guidelines (ie, dichotomous outcome of meeting versus not meeting guidelines).

Results: Preliminary analyses showed that 10 participants reported excessively high PA levels and 1 participant had incomplete PA data; these women were excluded from analyses based on IPAQ scoring guidelines. The remaining 39 participants (mean age 40.5 years; mean length of US residency 4.6 years) reported a median of 4512 MET-minutes/week of total PA. The majority of PA was acquired through domestic activities (median 2160 MET-minutes/week), followed by leisure-time PA (median 396 MET-minutes/week), transportation PA (median 198 MET-minutes/week), and work PA (0 MET-minutes/week). Intensity-specific PA patterns showed a median of 594 MET-minutes/week of walking activity and 3500 MET-minutes/week of moderate-to-vigorous PA. Logistic regression models indicated that the neighborhood factors of walking environment, aesthetic quality, and safety were positively associated with engaging in leisure-time PA (odds ratios of 5.95, 95% CI 1.49-23.74; 2.45, 95% CI 1.01-5.93; and 3.30, 95% CI 1.26-8.67, respectively) and meeting national PA guidelines (odds ratios of 4.15, 95% CI 1.13-15.18; 6.43, 95% CI 1.67-24.35; and 4.98, 95% CI 1.33-18.17, respectively).
Introduction

Metabolic disease conditions are a major health concern for Latina immigrants. Findings from the Hispanic Community Health Study/Study of Latinos (N=16,415) indicate that 45% of first-generation Latina immigrants (ie, Latinas born outside of the United States) are obese [1] and 17% have type 2 diabetes [2]. In comparison, national surveys estimate the prevalence of these conditions as 38% and 7%, respectively, among non-Latina White women and 40% and 9% among the US population as a whole [3,4]. Important to the discussion on the prevalence of metabolic diseases among Latina immigrants is the pattern in which they develop. Upon initial entry into the United States, Latina immigrants have an equal-to-lower risk prevalence of obesity and diabetes compared with US-born Latinas and non-Latina Whites [5-7]. However, as duration of US residency increases, so does risk for developing obesity and diabetes conditions [2,5-10].

The high metabolic disease burden among Latina immigrants represents a major public health concern. Latinx immigrants are the largest immigrant group in the United States, accounting for approximately 40% of the total US immigrant population, and are projected to remain the largest immigrant population through at least the year 2055 [11]. Thus, a better understanding of lifestyle behaviors that may contribute to the high metabolic disease prevalence among first-generation Latina immigrants with longer duration of US residency is essential to developing interventions to address this public health concern.

Regular aerobic physical activity (PA) is an independent lifestyle behavior associated with the prevention and control of both obesity [12-14] and diabetes [15]. However, the PA levels of most Latina immigrants are below the national guidelines of 150 minutes/week of moderate-intensity PA [16-18]; data on this population are limited due to the limited number of studies that differentiate by generational status. Existing data also show a decline in PA as duration of US residency increases [19]. This decline in PA parallels the increase in metabolic disease risk observed among this population of US Latinas. Interventions designed to promote sustained high levels of PA may be key in addressing the metabolic disease prevalence among Latina immigrants.

The development of effective PA interventions requires researchers to have extensive understanding of the PA patterns of Latina immigrants as well as the social and environmental factors that may influence PA behaviors. The purpose of this study was to explore the PA patterns of first-generation Latina immigrants and the neighborhood environments in which they reside in the metropolitan area of Phoenix, Arizona. This research was conducted as part of a formative process to inform the development of culturally tailored PA interventions for first-generation Latina immigrants. First, we explored domain-specific PA engagement (ie, occupational, household, transportation, and leisure-time PA). Given the limited research on this topic among recently immigrated first-generation Latinas [16,18,20] and emerging evidence suggesting that domain-specific PA differentially influences health outcomes (ie, high levels of leisure-time PA have the most profound impact on improving health outcomes [21-23], while high levels of occupational PA may have a limited-to-negative effect on improving health outcomes [21,24-26]), such research is necessary to gain an understanding of the PA patterns of recently immigrated US Latinas. Second, we examined the social and physical characteristics of the neighborhoods in which recently immigrated Latinas reside. We were interested in neighborhood characteristics because most people spend the majority of their nonworking time in or around their residential neighborhood. Thus, the neighborhood characteristics of Latina immigrants are likely to influence the types of PA promoted through a PA intervention [16,18,20].

Methods

Study Design, Setting, and Participant Recruitment

A cross-sectional study design with self-report survey data was used. Data were collected as part of a broader study examining how immigration and integration experiences of recently immigrated first-generation Latinas influence perceptions of and opportunities for PA. Participants were a convenience sample of Latinas recruited from the metropolitan area of Phoenix. Recruitment strategies included flyer advertisements and in-person recruitment at predominately Hispanic-serving community outreach centers, health clinics, religious institutions, and local businesses. The Phoenix metropolitan area includes the cities of Phoenix, Mesa, and Chandler and is predominately comprised of urban and suburban neighborhoods. The region has an estimated 4.8 million residents, with 30% (ie, 1.5 million) identifying as Hispanic or Latina [27]. Among residents identifying as Hispanic or Latina, 400,000 are foreign-born and
approximately 60,000 immigrated to the United States after 2010 [27]. Women were eligible for participation in this study if they (1) self-identified as Latina, (2) immigrated into the United States within the past 10 years, (3) were aged ≥18 years, and (4) self-reported an ability to read in English or Spanish. Only women immigrating into the United States within the previous 10 years were included because the purpose of the larger study from which data were collected was to explore how contemporary social and contextual factors, including the impact of more restrictive immigration policies enacted during the US presidency of Donald Trump, were related to PA engagement among recently immigrated Latinas.

Women interested in study participation completed an eligibility screening interview either in-person or via telephone (according to the recruitment method). Eligible women were then given the option to complete the study questionnaire packet in English, Spanish, or a combined English/Spanish language using a completion method of their choice. Methods of survey completion included online via Qualtrics or by an oral interview. All participants were provided with an informed consent document prior to completing the survey. Participants completing the survey online provided informed consent by selecting the “continue” button on the webpage displaying the informed consent document that was accompanied by the following statement: “By clicking the Continue button, I acknowledge that I am at least 18 years old and that I consent to conducting the survey online.” Verbal informed consent was obtained from participants completing the survey via the oral interview or pencil-and-paper format. After completing the survey, participants were provided a US $25 gift card for study participation. All study procedures were approved by the Institutional Review Board of Arizona State University.

**Measures**

**Demographics**

Participant demographic characteristics were collected using a form developed for this study. Age, country of origin, and years of residence in the United States were obtained using the following open-ended questions: “How old are you?” “Where were you born?” and “How long have you been living in the United States?” Characteristics of primary language at home, monthly household income, education level, marital status, and employment status were asked using closed-ended questions modeled after items used in the 2017 Behavioral Risk Factor Surveillance System survey [28]. All demographic questions are available in Multimedia Appendix 1.

**Duration and Frequency of PA**

PA was assessed using the long version of the International Physical Activity Questionnaire (IPAQ) [29]. This 27-item questionnaire, previously validated in both English and Spanish [29,30], asks respondents the duration (minutes/week) and frequency (days/week) of PA that they engage in according to 5 domains: (1) work, (2) transportation, (3) domestic/household, (4) leisure time, and (5) sitting. Responses were used to estimate the minutes/week that participants engaged in each activity. Self-reported minutes/week of activity were then weighted based on estimated energy expenditure (ie, metabolic equivalents [METs]) to provide an estimate of total weekly PA volume (ie, MET-minutes/week), as well as an estimate of energy expenditure for time spent in domain- and intensity-specific (ie, walking, moderate, and vigorous intensity) activities. When respondents indicated that they did not perform activity in a given domain, the value for that domain was set to zero (eg, if a participant indicated that she did not perform paid or unpaid work outside of the home, the value for work-related PA was set to 0). All data were scored and reported according to guidelines published in 2005 [31] and were calculated as a continuous measure of MET-minutes/week.

**Neighborhood Environment**

The neighborhood environmental factors of walking environment, aesthetic quality, safety, violence, social cohesion, and activities with neighbors were assessed using the Neighborhood Scales Questionnaire [32]. Scales measuring neighborhood walking environment (7 items), aesthetic quality (5 items), safety (3 items), and social cohesion (4 items) have respondents rate their agreement with various statements using a 5-point Likert scale (ie, 1=strongly agree, 2=agree, 3=neutral, 4=disagree, and 5=strongly disagree). Example statements include “I often see other people walking in my neighborhood” (from the walking environment scale) and “I feel safe walking in my neighborhood, day or night” (from the safety scale). Scales assessing neighborhood violence (4 items) and activities with neighbors (4 items) have participants rate the frequency of specific events on a 4-point Likert scale (1=often, 2=sometimes, 3=rarely, and 4=never). Example items from these scales include “During the past 6 months, how often was there a fight in your neighborhood in which a weapon was used?” (from the violence scale) and “How often do you and other people in your neighborhood visit in each other’s homes or speak with each other on the street?” (from the “activities with neighbors” scale). All scales were scored individually by calculating the mean score of individual scale items. For ease of data interpretation, scores were reverse ordered, when appropriate, to indicate that higher scores are associated with higher walkability, aesthetic quality, safety, social cohesion, violence, and activities with neighbors. The Neighborhood Scales Questionnaire was developed and validated in both English and Spanish [32] and has established test-retest reliability (ie, intraclass correlation coefficients ranging from .60 to .88) [32]. Internal consistency estimates (ie, Cronbach alpha coefficients) for the scales ranged from .78 to .92 in this study, which are comparable to previous research [32,33].

**Statistical Analysis**

Descriptive statistics (ie, means, 95% confidence intervals, medians, interquartile ranges, and frequencies) were used to summarize participant demographic, PA, and neighborhood variables. A series of regression models were used to examine associations between neighborhood environmental factors and the PA outcomes of leisure-time PA, transportation PA, and overall moderate-to-vigorous PA. Associations between neighborhood factors and work and household PA were not examined because we lacked a theoretical rationale for why neighborhood factors would influence these PA variables. Ordinal least squares (OLS) regression models, controlling for...
age and level of education, were used to examine the independent effect of each neighborhood factor on continuous PA outcomes in MET-minutes/week. Logistic regression, controlling for age, was used to examine associations between neighborhood factors and dichotomous PA outcomes of engaging in leisure-time PA (ie, engaging in 0 versus >0 MET-minutes/week of leisure-time PA), transportation PA (ie, engaging in 0 versus >0 MET-minutes/week of transportation PA), and meeting national PA guidelines (ie, engaging in <500 versus ≥500 MET-minutes/week of moderate-to-vigorous PA). Level of education as a control variable was not included in logistic models because of perfect prediction. As a result of the collinearity of neighborhood variables, associations between each neighborhood variable (ie, walking environment, aesthetic quality, safety, violence, social cohesion, and activities with neighbors) and PA outcomes were examined separately. Stata/SE version 16.0 (StataCorp) was used for data analysis.

**Results**

**Participants**

A total of 50 first-generation Latinas participated in the study. However, preliminary data cleaning revealed that 10 participants reported unreasonably high PA data (ie, the sum of all walking, moderate, and vigorous PA time was greater than 960 minutes or 16 hours/day) and 1 participant had incomplete IPAQ data. These women were excluded from data analysis according to IPAQ scoring guidelines [31], resulting in a final sample size of 39 participants. Sensitivity analyses (ie, chi-square test for categorical variables and t test for age and duration of US residency) were conducted to explore demographic differences between participants excluded from outcome analyses (n=11) and those included. Results showed that the women excluded from the study had a lower education level than those included (P=.003). No other demographic differences were observed between women included in the study and those excluded.

Among the 39 women included in outcome analyses, the mean age was 40.5 (SD 4.3) years and the mean duration of US residence was 4.6 (SD 1.0) years. The majority of the participants were from Mexico (27/39, 69%), with the remaining participants from various Central and South America countries. Approximately half (22/39, 56%) of the women were married and the majority spoke Spanish exclusively at home (32/39, 82%). Based on data provided by the IPAQ, only 7 (18%) of the 39 participants reported performing paid or unpaid work outside of the home. Complete demographic characteristics are presented in Table 1.
Table 1. Demographic characteristics of study participants included in the outcome analysis (N=39).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (95% CI)</td>
<td>40.5 (36.2-44.8)</td>
</tr>
<tr>
<td>Age (years), median (minimum; maximum)</td>
<td>39.0 (2.4; 78.0)</td>
</tr>
<tr>
<td>Duration in the United States (months), mean (95% CI)</td>
<td>55.6 (43.5-67.7)</td>
</tr>
<tr>
<td>Duration in the United States (months), median (minimum; maximum)</td>
<td>52.0 (5.0; 128.0)</td>
</tr>
<tr>
<td><strong>Country of origin, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>27 (69)</td>
</tr>
<tr>
<td>Venezuela</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Colombia</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Cuba</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Primary language spoken at home, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>1 (3)</td>
</tr>
<tr>
<td>English and Spanish</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Spanish</td>
<td>32 (82)</td>
</tr>
<tr>
<td><strong>Monthly household income, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤$1000</td>
<td>4 (10)</td>
</tr>
<tr>
<td>$1001-$2000</td>
<td>13 (33)</td>
</tr>
<tr>
<td>$2001-$3000</td>
<td>7 (18)</td>
</tr>
<tr>
<td>$3001-$4000</td>
<td>6 (15)</td>
</tr>
<tr>
<td>&gt;$4000</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Refused to respond</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Middle school</td>
<td>2 (5)</td>
</tr>
<tr>
<td>High school</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Some college or university</td>
<td>11 (28)</td>
</tr>
<tr>
<td>University graduate or postgraduate</td>
<td>18 (46)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single or no partner</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Married</td>
<td>22 (56)</td>
</tr>
<tr>
<td>Cohabitng</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Separated</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>5 (13)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed/looking for work</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Unemployed/not looking for work</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>12 (31)</td>
</tr>
<tr>
<td>Student</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Retired</td>
<td>2 (5)</td>
</tr>
</tbody>
</table>
PA Outcomes

Table 2 provides a detailed overview of intensity- and domain-specific PA patterns of our sample. Participants reported a median of 4512 MET-minutes/week of total PA. Intensity-specific PA outcomes showed that the majority of this PA was achieved through moderate-intensity activity (median 2820 MET-minutes/week). Median self-reported MET-minutes/week of walking and vigorous-intensity PA were 594 and 0, respectively. Overall, 85% (33/39) of participants reported PA levels that met the requirements of the PA guidelines (ie, ≥500 MET-minutes/week of moderate-to-vigorous PA).

Table 2. Summary statistics of intensity- and domain-specific metabolic equivalent (MET)-minutes/week of physical activity (PA).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Participants, n (%)</th>
<th>Mean (95% CI)</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total PA</td>
<td>39 (100)</td>
<td>6128 (4277-7979)</td>
<td>4512 (7271)</td>
</tr>
<tr>
<td>PA by intensity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking</td>
<td>39 (100)</td>
<td>963 (532-1394)</td>
<td>594 (1386)</td>
</tr>
<tr>
<td>Moderate</td>
<td>39 (100)</td>
<td>3842 (2696-4988)</td>
<td>2820 (4410)</td>
</tr>
<tr>
<td>Vigorous</td>
<td>39 (100)</td>
<td>1323 (545-2101)</td>
<td>0 (1440)</td>
</tr>
<tr>
<td>Moderate to vigorous</td>
<td>39 (100)</td>
<td>5165 (3456-6874)</td>
<td>3500 (6060)</td>
</tr>
<tr>
<td>Achieved PA guidelines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Met PA guidelines</td>
<td>33 (85)</td>
<td>236 (18-454)</td>
<td>270 (396)</td>
</tr>
<tr>
<td>Did not meet PA guidelines</td>
<td>6 (15)</td>
<td>7199 (5225-9174)</td>
<td>5040 (7778)</td>
</tr>
<tr>
<td>Work PA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants reporting working outside of the home</td>
<td>7 (18)</td>
<td>6009 (1171-10,846)</td>
<td>4590 (10,536)</td>
</tr>
<tr>
<td>Work PA—full sample</td>
<td>39 (100)</td>
<td>1079 (65-2092)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Transportation PA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants reporting transportation PA</td>
<td>23 (59)</td>
<td>584 (365-803)</td>
<td>360 (594)</td>
</tr>
<tr>
<td>Transportation PA—full sample</td>
<td>39 (100)</td>
<td>345 (188-501)</td>
<td>198 (453)</td>
</tr>
<tr>
<td>Domestic/household PA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participations reporting domestic/household PA</td>
<td>34 (87)</td>
<td>3514 (2497-4531)</td>
<td>2850 (4024)</td>
</tr>
<tr>
<td>Domestic/household PA—full sample</td>
<td>39 (100)</td>
<td>3063 (2102-4025)</td>
<td>2160 (4560)</td>
</tr>
<tr>
<td>Leisure-time PA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants reporting engaging in leisure-time PA</td>
<td>26 (67)</td>
<td>24623 (1146-3779)</td>
<td>1042 (2997)</td>
</tr>
<tr>
<td>Leisure-time PA—full sample</td>
<td>39 (100)</td>
<td>1642 (704-2580)</td>
<td>396 (1980)</td>
</tr>
<tr>
<td>Sitting time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekday total</td>
<td>38 (97)</td>
<td>333 (267-399)</td>
<td>300 (240)</td>
</tr>
<tr>
<td>Weekend total</td>
<td>39 (100)</td>
<td>327 (250-405)</td>
<td>240 (240)</td>
</tr>
</tbody>
</table>

aThe sum of walking and moderate and vigorous PA, which is equal to the sum of work, transportation, domestic/household, and leisure-time PA domains.

bThe sum of moderate and vigorous PA.

Achieving PA guidelines was defined as engaging in ≥500 MET-minutes/week of moderate-to-vigorous PA; not meeting PA guidelines was defined as engaging in <500 MET-minutes/week of moderate-to-vigorous PA.

dParticipants reporting that they did not engage in a domain-specific activity had their value for that given domain set to zero; full-sample values for each domain include these participants with their zero values and thus provide an overall summary statistic for the domain that includes all study participants.
Examination of domain-specific PA patterns showed that domestic/household PA was the most frequent type of PA reported by participants (34/39, 87%) and, on average, how participants acquired the majority of their activity (ie, median 2160 MET-minutes/week). Leisure-time PA was the second most frequently reported domain of activity (26/39, 67%), followed by transportation (23/39, 59%) and work (7/39, 18%) PA. Additionally, although only 7 participants reported working outside of the home according to the IPAQ, the amount of PA acquired by these participants through work activity was higher than any other domain (4590 MET-minutes/week; see Table 2).

**Associations Between Neighborhood Environmental Factors and PA**

Table 3 shows the descriptive values for scales assessing neighborhood environmental factors. OLS regression results, presented in Table 4, revealed no significant associations between neighborhood environmental factors and continuous PA measures. Table 5 presents logistic regression models examining associations between neighborhood environmental factors and dichotomous PA outcomes of engaging in transportation PA versus not engaging in transportation PA, engaging in leisure-time PA versus not engaging in leisure-time PA, and meeting PA guidelines versus not meeting PA guidelines. Results showed that the neighborhood factors of walking environment, aesthetic quality, and safety were significantly associated with engaging in leisure-time PA (OR 5.95, 95% CI 1.49 to 23.74; OR 2.45, 95% CI 1.01 to 5.93; and OR 3.30, 95% CI 1.26 to 8.67, respectively) and meeting national PA guidelines (OR 4.15, 95% CI 1.13 to 15.18; OR 6.43, 95% CI 1.15 to 28.39; and OR 2.53, 95% CI 1.00 to 6.36, respectively). No other significant associations were found.

**Table 3. Summary statistics of perceived neighborhood factors.**

<table>
<thead>
<tr>
<th>Perceived neighborhood factor</th>
<th>Neighborhood Scales Questionnaire [32] scale scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observations, n</td>
</tr>
<tr>
<td>Walking environment&lt;sup&gt;a&lt;/sup&gt;</td>
<td>38</td>
</tr>
<tr>
<td>Aesthetic quality&lt;sup&gt;a&lt;/sup&gt;</td>
<td>39</td>
</tr>
<tr>
<td>Safety&lt;sup&gt;a&lt;/sup&gt;</td>
<td>38</td>
</tr>
<tr>
<td>Social cohesion&lt;sup&gt;a&lt;/sup&gt;</td>
<td>35</td>
</tr>
<tr>
<td>Violence&lt;sup&gt;b&lt;/sup&gt;</td>
<td>33</td>
</tr>
<tr>
<td>Activities with neighbors&lt;sup&gt;b&lt;/sup&gt;</td>
<td>38</td>
</tr>
</tbody>
</table>

<sup>a</sup>Score range of 1 to 5.
<sup>b</sup>Score range of 1 to 4.
Table 4. Ordinal least squares (OLS) regression analyses examining associations between neighborhood factors and dichotomous physical activity (PA) outcomes.

<table>
<thead>
<tr>
<th>PA outcome and neighborhood factor</th>
<th>OLS regression results for continuous outcomes&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observations, n</td>
</tr>
<tr>
<td><strong>PA domain: transportation</strong></td>
<td></td>
</tr>
<tr>
<td>Walking environment</td>
<td>38</td>
</tr>
<tr>
<td>Aesthetic quality</td>
<td>39</td>
</tr>
<tr>
<td>Safety</td>
<td>38</td>
</tr>
<tr>
<td>Social cohesion</td>
<td>35</td>
</tr>
<tr>
<td>Violence</td>
<td>33</td>
</tr>
<tr>
<td>Activities with neighbors</td>
<td>38</td>
</tr>
<tr>
<td><strong>PA domain: leisure</strong></td>
<td></td>
</tr>
<tr>
<td>Walking environment</td>
<td>38</td>
</tr>
<tr>
<td>Aesthetic quality</td>
<td>39</td>
</tr>
<tr>
<td>Safety</td>
<td>38</td>
</tr>
<tr>
<td>Social cohesion</td>
<td>35</td>
</tr>
<tr>
<td>Violence</td>
<td>33</td>
</tr>
<tr>
<td>Activities with neighbors</td>
<td>38</td>
</tr>
<tr>
<td><strong>PA intensity level: moderate to vigorous</strong></td>
<td></td>
</tr>
<tr>
<td>Walking environment</td>
<td>38</td>
</tr>
<tr>
<td>Aesthetic quality</td>
<td>39</td>
</tr>
<tr>
<td>Safety</td>
<td>38</td>
</tr>
<tr>
<td>Social cohesion</td>
<td>35</td>
</tr>
<tr>
<td>Violence</td>
<td>33</td>
</tr>
<tr>
<td>Activities with neighbors</td>
<td>38</td>
</tr>
</tbody>
</table>

<sup>a</sup>Controlled for age and level of education.
Table 5. Logistic regression analyses examining associations between neighborhood factors and dichotomous physical activity (PA) outcomes.a,b

<table>
<thead>
<tr>
<th>PA outcome and neighborhood factor</th>
<th>Frequency, n (%)</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PA domain: transportation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not engage in transportation PA</td>
<td>16 (41)</td>
<td>1.00</td>
</tr>
<tr>
<td>Engaged in transportation PA</td>
<td>23 (59)</td>
<td></td>
</tr>
<tr>
<td>Walking environment</td>
<td>1.60 (0.61-4.23)</td>
<td></td>
</tr>
<tr>
<td>Aesthetic quality</td>
<td>0.83 (0.38-1.78)</td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td>1.22 (0.60-2.47)</td>
<td></td>
</tr>
<tr>
<td>Social cohesion</td>
<td>1.45 (0.66-3.16)</td>
<td></td>
</tr>
<tr>
<td>Violence</td>
<td>1.17 (0.46-2.99)</td>
<td></td>
</tr>
<tr>
<td>Activities with neighbors</td>
<td>1.75 (0.59-5.16)</td>
<td></td>
</tr>
<tr>
<td><strong>PA domain: leisure-time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not engage in leisure-time PA</td>
<td>13 (33)</td>
<td>1.00</td>
</tr>
<tr>
<td>Engaged in leisure-time PA</td>
<td>26 (67)</td>
<td></td>
</tr>
<tr>
<td>Walking environment</td>
<td>5.95* (1.49-23.74)</td>
<td></td>
</tr>
<tr>
<td>Aesthetic quality</td>
<td>2.45* (1.01-5.93)</td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td>3.30* (1.26-8.67)</td>
<td></td>
</tr>
<tr>
<td>Social cohesion</td>
<td>1.92 (0.81-4.55)</td>
<td></td>
</tr>
<tr>
<td>Violence</td>
<td>0.38 (0.13-1.10)</td>
<td></td>
</tr>
<tr>
<td>Activities with neighbors</td>
<td>0.67 (0.24-1.83)</td>
<td></td>
</tr>
<tr>
<td><strong>Achieved national PA guidelines</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not meet PA guidelines</td>
<td>7 (18)</td>
<td>1.00</td>
</tr>
<tr>
<td>Met PA guidelines</td>
<td>32 (82)</td>
<td></td>
</tr>
<tr>
<td>Walking environment</td>
<td>4.15* (1.13-15.18)</td>
<td></td>
</tr>
<tr>
<td>Aesthetic quality</td>
<td>6.43* (1.45-28.39)</td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td>2.53* (1.00-6.36)</td>
<td></td>
</tr>
<tr>
<td>Social cohesion</td>
<td>1.29 (0.53-3.15)</td>
<td></td>
</tr>
<tr>
<td>Violence</td>
<td>0.43 (0.16-1.20)</td>
<td></td>
</tr>
<tr>
<td>Activities with neighbors</td>
<td>0.99 (0.24-4.02)</td>
<td></td>
</tr>
</tbody>
</table>

aControlled for age.  
bPA outcome variables for logistic regression analyses included engaging in transportation PA (ie, >0 metabolic equivalent [MET]-minutes/week of transportation PA) versus not engaging in transportation PA (0 MET-minutes/week of transportation PA), engaging in leisure-time PA (ie, >0 MET-minutes/week of leisure-time PA) versus not engaging in leisure-time PA (ie, 0 MET-minutes/week), and meeting national PA guidelines (ie, ≥500 MET-minutes/week of moderate-to-vigorous PA) versus not meeting national PA guidelines (ie, <500 MET-minutes/week of moderate-to-vigorous PA).  
*Significant at a P value <.05.

Discussion

Principal Findings

This study explored PA patterns among first-generation Latina immigrants residing in the metropolitan area of Phoenix, Arizona, and the influence of perceived neighborhood environmental factors on these PA patterns. This work adds to the limited body of research on domain-specific PA patterns among first-generation Latina immigrants, with the majority of previous PA studies among Latinas having focused exclusively on leisure-time PA [34] and failing to differentiate by generational status. Given that first-generation immigrants likely have different lived experiences and lifestyle activities than Latinas who were born in the United States, work is needed in order to inform the development of PA interventions for this population.

Results showed that the majority of our sample (85%) reported PA levels that met or exceeded national PA guidelines. Domain-specific outcomes indicated that participants accrued the majority of their PA through domestic and household activities, with limited PA performed for leisure or transportation purposes. The perceived neighborhood environmental factors of walking environment, aesthetic quality, and safety were positively associated with engaging in leisure-time PA and...
meeting national PA guidelines. The neighborhood factors of violence, social cohesion, and activities with neighbors were not related to PA outcomes.

**Comparisons With Prior Work**

Our finding that domestic and household activities accounted for the majority of PA performed reflects the outcomes of several previous studies examining PA patterns among Latinas [8,20] and supports the notion that Latinas, regardless of generational status, perform extensive caretaking and household activities as part of their daily routine. Likewise, low levels of leisure-time PA and a limited number of participants engaging in paid or unpaid work outside the home have also been previously reported among studies comprised predominantly of first-generation Latinas [19,20,33]. Leisure-time PA, in particular, has profound benefits for reducing cardiometabolic disease conditions [23,35,36]. Moreover, when compared with other PA domains (ie, work and transportation), leisure-time PA may be more amendable to change in the context of a PA intervention because it is within the volitional control of many Latinas. In future work, researchers should explore intervention strategies to increase leisure-time PA among first-generation Latinas. Such work may be key to reducing the disproportionate metabolic disease burden in this high-risk population.

Our examination of overall and intensity-specific PA patterns showed that our sample reported engaging in rather high levels of overall PA (ie, 4512 MET-minutes/week), with the majority of the PA being at a moderate intensity. We speculate that these high PA levels may be a result of overreporting, as this is a commonly reported occurrence with self-report PA measures [37]. Nicaise and colleagues [20] illustrated this issue in a previous study with low-income Latinas using the IPAQ and accelerometers. When assessing PA levels using the IPAQ, the authors found that 73% of Latinas met PA guidelines, with the bulk of the PA being accrued through domestic or household activities [20]—similar to the outcomes of our study. However, when examining PA levels with accelerometers, this percentage was reduced to 20%, suggesting that participants likely overestimated the intensity and the amount of PA accrued through domestic and household activities [20]. We speculate that a similar phenomenon may have impacted our study outcomes. Another key finding of our study was that our sample of Latinas reported limited vigorous-intensity PA, which also mirrors the outcome of several previous studies [18,20,20]. We hypothesize that this outcome was related to the limited amount of leisure-time PA reported by our sample, as vigorous PA is predominately achieved through purposeful exercise as opposed to daily activities [38].

When examining associations between neighborhood environmental factors and PA outcomes, linear regression models failed to show any significant associations. This might be due to the nonlinear patterns of the associations and a low statistical power due to the small sample size. However, logistic regression models revealed that the neighborhood factors of walking environment, aesthetic quality, and safety were associated with reported engagement in leisure-time PA and meeting national PA guidelines. These findings confirm previous studies showing that these factors are positively associated with PA engagement [19,39-42]. We also found it interesting that these 3 factors are ones that recent immigrants likely have limited control over (ie, these factors are primarily driven by public policies and allocation of local government funds). This outcome highlights the importance of considering all levels of the social ecological model, including public policy and urban design planning, when developing PA promotion interventions.

The lack of significant associations between the 6 neighborhood environmental factors and engagement in some versus no transportation PA in logistic models may be related to transportation PA being a necessity for daily activities rather than an option (ie, participants may have had no other type of transportation). However, we did not include survey items asking participants about their primary mode of transportation, which is needed to draw a more precise conclusion on this outcome. Likewise, the lack of associations between social cohesion, violence, and activities with neighbors and PA was reported previously in a study among Latinx residing in Massachusetts [40], suggesting that these 3 factors may not be key determinants of PA engagement among Latinas. Future studies with larger sample sizes are needed before definitive conclusions can be drawn.

**Limitations of the Study**

Limitations of our study include the use of a relatively small sample from a single metropolitan geographic region. The sample size was determined based on available funds, and the geographic region chosen was based on the population that the subsequent intervention would be developed to target. The small sample limited our ability to conduct additional subgroup analyses to further examine associations among duration of US residency (ie, ≤5 years versus >5 years), neighborhood environmental factors, and PA. Further examination of neighborhood characteristics and PA patterns based on duration of residency status in the United States would be interesting to explore in future work. Likewise, given that our sample comprised women residing in urban and suburban areas of metropolitan Phoenix, the study findings should not be generalized to residents residing in rural areas. Additional research with a larger, more geographically diverse sample is warranted to confirm and expand on our findings. Another limitation was that we relied exclusively on self-report measures to assess PA and neighborhood characteristics. Including an objective PA measure would have provided further context regarding the PA patterns of our sample. However, this was not possible because of the limited resources of the study. Likewise, preliminary data analyses resulted in 11 women being excluded from the study based on IPAQ scoring guidelines for either reporting nonplausible PA data (n=10) or providing incomplete data (n=1). Sensitivity analyses showed that these participants reported lower education levels than participants who provided valid data. This suggests that the IPAQ may not be appropriate for Latinas of lower education levels, further limiting generalization of the study findings. Additionally, perceived neighborhood characteristics may differ from objectively measured characteristics (eg, neighborhood characteristics measured using geographic information systems, local crime/violence data). Future research among first-generation Latinas should consider the use of both subjective and objective...
PA measures and neighborhood measures, as both types of measures provide important insights into the PA patterns and neighborhood characteristics of Latinas. A final limitation of this study is that it did not include items assessing BMI or health status. Such information would have provided additional insight on the generalizability of the study findings.

**Strengths of the Study**

Despite its limitations, the current study has several strengths. First, this is one of few studies to examine domain-specific PA patterns among first-generation Latina immigrants, as most PA studies among Latinas have only included a measure of leisure-time PA [34] and failed to differentiate by generational status. Another strength of the study is that our sample was comprised of women from diverse countries of origin (ie, 69% from Mexico and the remainder from various Central and South American countries). The composition of our sample likely reflects the changing Latinx immigrant population in the United States (ie, immigration from Central and South American countries has increased in recent years, with immigration from Mexico slowly declining) [11].

**Conclusions**

Findings suggest that many first-generation Latinas could benefit from a leisure-time PA intervention. Given that leisure-time PA has pronounced benefits for promoting positive health outcomes, intervention efforts targeting leisure-time PA may be an effective method for researchers and public health professionals to reduce obesity and diabetes health disparities among Latina immigrants. Such interventions should consider the neighborhood environments in which first-generation Latinas reside, as these factors will likely influence the types of PA promoted in an intervention. Results of this study will be used to inform development of a culturally tailored PA intervention for the reduction of metabolic disease risk among first-generation Latina immigrants.
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Abstract

Background: Studies of the transmission dynamics of COVID-19 have depicted the rate, patterns, and predictions of cases of this pandemic disease. To combat transmission of the disease in India, the government declared a lockdown on March 25, 2020. Even after this strict lockdown was enacted nationwide, the number of COVID-19 cases increased and surpassed 450,000. A positive point to note is that the number of recovered cases began to slowly exceed that of active cases. The survival of patients, taking death as the event that varies by age group and sex, is noteworthy.

Objective: The aim of this study was to conduct a survival analysis to establish the variability in survivorship of patients with COVID-19 in India by age group and sex at different levels, that is, the national, state, and district levels.

Methods: The study period was taken from the date of the first reported case of COVID-19 in India, which was January 30, 2020, up to June 30, 2020. Due to the amount of underreported data and removal of missing columns, a total sample of 26,815 patients was considered. Kaplan-Meier survival estimation, the Cox proportional hazard model, and the multilevel survival model were used to perform the survival analysis.

Results: The Kaplan-Meier survival function showed that the probability of survival of patients with COVID-19 declined during the study period of 5 months, which was supplemented by the log rank test ($P<.001$) and Wilcoxon test ($P<.001$) to compare the survival functions. Significant variability was observed in the age groups, as evident from all the survival estimates; with increasing age, the risk of dying of COVID-19 increased. The Cox proportional hazard model reiterated that male patients with COVID-19 had a 1.14 times higher risk of dying than female patients (hazard ratio 1.14; SE 0.11; 95% CI 0.93-1.38). Western and Central India showed decreasing survival rates in the framed time period, while Eastern, North Eastern, and Southern India showed slightly better results in terms of survival.

Conclusions: This study depicts a grave scenario of decreasing survival rates in various regions of India and shows variability in these rates by age and sex. In essence, we can safely conclude that the critical appraisal of the survival rate and thorough analysis of patient data in this study equipped us to identify risk groups and perform comparative studies of various segments in India.
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**Introduction**

The entire world has been greatly challenged by the sudden outbreak of COVID-19, as the human race has no remedial measures to combat the lethal impact of the disease. According to the World Health Organization (WHO), the global pandemic of COVID-19 is derived from SARS-CoV-2, a member of a large family of viruses, named coronaviruses; these viruses cause respiratory infections ranging from the common cold to high fever, leading to disease. This blue planet has witnessed many epidemics, such as that caused by severe acute respiratory syndrome coronavirus (SARS-CoV) from 2002 to 2003 and H1N1 influenza in 2009 [1], due to various pernicious viruses in the last two decades; however, COVID-19 is incomparable with previous epidemics because of the indomitable growth rate of the disease and its high fatality rate. China was the first country to experience high numbers of cases at the beginning of the pandemic; presently, Chinese authorities have “flattened the curve” with continuous testing and aggressive quarantine measures [2]. Outside China, South Korea was the country that had the largest initial outbreak; they managed to slow the spread of COVID-19 and flatten the curve without imposing lockdown in their country [3]. The only method used to slow and contain the outbreak in Korea was mass diagnostic testing and quarantining. The WHO declared that incorporating self-isolation, sanitizing, washing hands repeatedly and abstaining from touching the mouth, face, or nose to stop the spread of COVID-19 [4]. To combat transmission of the disease in India, the government declared a lockdown on March 25, 2020. However, the disease has spread rapidly across the entire country, and as of June 30, 202, there were 1,385,494 cases, with 32,096 deaths and 886,235 recoveries [5]. For a developing country such as India, the COVID-19 pandemic is a serious problem facing the nation, and the main sufferers are marginalized sections of society. Even after a strict lockdown was established nationwide, the number of cases increased and surpassed 450,000. However, the fatality rates later decreased, and several studies have shown that the lockdown did slow the rate of increase in a number of cases [6]. A positive point to be noted is that the number of recovered cases is slowly exceeding that of active cases.

In the study of dynamics of infectious diseases, compartmental models and the basic reproductive number ($r_0$) have been observed to be the mostly commonly used over the past year [7]. Basic mathematical models such as the Gompertz, exponential, and logistic growth models have shown to be quite effective in understanding the growth patterns of the disease [8]. One of the main demerits of the Indian database for COVID-19 is the underreporting of cases due to misreporting and the lower number of tests [9]. Amid the growing number of deaths due to COVID-19, researchers worldwide have associated these deaths with additional important cofactors, namely the effect on the older population and the impact of pollution and smoking as well as the development of acute respiratory distress syndrome [10,11]. In one study [12], a district-level analysis showed that 92 districts in India are in red zones of the disease. These red zones are mostly found in the states of Maharashtra and Gujarat; in another study [13], it was predicted by the autoregressive integrated moving average (ARIMA) model that the number of cases will increase alarmingly.

Studies have described the impact of lockdown, the transmission dynamics of the disease, and forecasts of the pandemic. The survival of patients, taking death as the event that varies by age group and sex, is noteworthy. The aim of this study was to conduct a survival analysis to establish the variability in survivorship by age group and sex at different levels, that is, the national, state, district, and patient levels. This quantitative analysis (with analysis of data from patients with COVID-19) is exceptional not only for its gravity and pertinence but also for its subtle nuances and penetrating approach.

**Methods**

**Data and Analysis**

The data for this study were retrieved from the data sharing portal of India [5]. Patient-level data, consisting of time-to-event data, were used for the study. Here, the study period is from the date of the first case report in India, which was January 30, 2020, to June 30 of that year (ie, 5 months or 150 days). The entry point of each patient was different, and the event of interest in this study was death. If this event had not occurred, the survival time was taken to be censored. Due to the amount of underreported data and dropping of missing columns, a total of 26,815 sample patients were considered. The inclusion criteria for each patient were the date on which they tested positive for COVID-19, the date of the change of status, and reported age and sex. Survival time was computed by taking the difference between the date on which each sample patient tested positive for the infection and the date of the change of status. A flowchart of the selection of patient data for the study is shown in Figure 1.

The Kaplan-Meier survival estimator method, Cox proportional hazard model, and multilevel survival model were used to perform the survival analysis. Firstly, the Kaplan-Meier survival estimator method was used to estimate the survival function from the survival data. To compare the survival functions for different groups (ie, by sex, age group, and region), the log-rank test and Gehan-Breslow-Wilcoxon test were used. To estimate the survival functions in the presence of various covariates, the Cox proportional hazard model was used, with sex, age, and region as the covariates, assuming that the hazard is independent of time. The Cox proportional hazard model can be expressed as below:

$$h(t) = h_0(t)\exp(\beta_1 \text{sex} + \beta_2 \text{age} + \beta_3 \text{region})$$

where $t$ represents the survival time and $h(t)$ is the hazard function determined by a set of 3 covariates (sex, age, region). The coefficients ($\beta_1$, $\beta_2$, $\beta_3$) measure the impact (ie, the effect size) of the covariates. The term $h_0(t)$ is called the baseline hazard, and it corresponds to the value of the hazard if all values of $x_i$ are equal to zero.
Finally, multilevel mixed effects survival analysis was performed, as clustering of lower level units at higher level units is a common scenario in such studies. Here, patients were clustered at the district level; then, the districts were clustered at the state level, and all the states were clustered at the national level. We considered $i=1,2,...,N$ clusters (e.g., states and districts), with each cluster having $j=1,2,...,n_i$ patients. Let $S_{ij}$ be the true survival time of the $j^{th}$ patient in the $i^{th}$ cluster, $T_{ij} = \min(S_{ij}, C_{ij})$ be the observed survival time, and $C_{ij}$ be the censoring time. The proportional-hazards mixed-effects survival model can be written as below:

$$h_0(t)$$

where $h_0(t)$ is the baseline hazard function of a standard parametric model (e.g., here, we use Weibull at each level because according to the Akaike information criterion, it is the most appropriate model to use). Therefore, a 3-level cluster analysis will help eliminate the variability at each level due to intercorrelation between the units and can provide better estimates of the survival function.

**Ethical Approval**

The research was conducted using a publicly available database. The authors assert that all procedures contributing to this work comply with the ethical standards of the relevant national and institutional committees in human experimentation and with the Helsinki Declaration of 1978 as revised in 2008.

**Results**

Kaplan-Meier estimates were obtained initially to estimate the survival functions of patients in India with COVID-19 by sex, age group, and region. It can be seen from Figure 2 that the survival curves from the Kaplan-Meier estimator for male and female sex are almost the same. In Table 1, it can be observed that according to both the log rank test ($P>.001$) and Wilcoxon test ($P>.001$) for comparing the survival functions, the difference is not significant, indicating that there is no significant difference between the survival curves of male and female patients with COVID-19.

---

**Figure 1.** Flowchart of the inclusion of patients in the study.
Figure 2. Kaplan-Meier estimate of survival of patients with COVID-19 in India by gender.

Table 1. Kaplan-Meier estimator: comparison of survival functions for patients with COVID-19 in India by sex.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\chi^2 (I)$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log rank</td>
<td>1.6</td>
<td>.20</td>
</tr>
<tr>
<td>Wilcoxon</td>
<td>2.6</td>
<td>.11</td>
</tr>
</tbody>
</table>

As shown in Figure 3, the survival curves from the Kaplan-Meier estimator by 5-year age group are significantly different. This result was further supplemented by the log rank test ($P<.001$) and Wilcoxon test ($P<.001$) for comparing the survival functions (Table 2); both tests gave highly significant results, indicating that there are significant differences among the survival curves of various age groups.
Figure 3. Kaplan-Meier estimate of survival of patients with COVID-19 in India by age group (years).
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Table 2. Kaplan-Meier estimator: comparison of survival functions for patients with COVID-19 in India by age group.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\chi^2$ (13)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log rank</td>
<td>1302.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wilcoxon</td>
<td>1072.26</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Figure 4 depicts that the survival curves from the Kaplan-Meier estimator for different regions of India are significantly different. From Table 3, it can be inferred that the log rank test ($P<.001$) and Wilcoxon test ($P<.001$) for comparing the survival functions are both highly significant, indicating that there are significant differences among the survival curves by region due to regional variations. Therefore, we can find that both age and region are significantly associated with the survival rate of COVID-19 without adjusting for other covariates. Figure 5 depicts a comparison of the survival curves among the states most affected by COVID-19, which shows the low survival rates in Maharashtra, Delhi, Gujarat, West Bengal, and Rajasthan.
**Figure 4.** Kaplan-Meier estimate of survival of patients with COVID-19 in India by region.
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**Table 3.** Kaplan-Meier estimator: comparison of survival functions for patients with COVID-19 in India by region.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\chi^2$ (5)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log rank</td>
<td>1997.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wilcoxon</td>
<td>1175.27</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 4 presents the results of the survival analysis using the Cox proportional hazard model and reiterates that male patients with COVID-19 have a 1.14 times higher risk of dying than female patients (hazard ratio [HR] 1.14; SE 0.11; 95% CI 0.93-1.38). Coming to the agewise comparison, we observed that patients aged 45-49 years to ≥65 years had a 5.83, 10.08, 15.31, 22.03, and 39.21 times higher risk of dying due to COVID-19 than those in the age group of 0-5 years, respectively. The highest risk of death from the disease was among people in the ≥65 years age group, with 39.2 times higher risk (P<0.001) but a larger confidence interval (95% CI 9.73-157.97). When analyzing the survival curves by region, it can be seen that patients in the East, North East, and South Indian regions were at 59%, 14%, and 26% lower risk of dying from COVID-19 infection than those in Central India, respectively, whereas patients in the West Indian region had a 1.9 times higher risk of dying than those in Central India.

A multilevel survival model was applied at the overall national level (Weibull regression) and the state and district level (mixed effects Weibull regression), taking age group and sex as the covariates. The results of the multilevel survival analysis, that is, after controlling the variability due to clustering of the lower level at the higher level, can be seen in Table 5: the hazard ratio at the India level shows that male patients are at 1.27 times higher risk than female patients of dying from COVID-19 (HR 1.27; SE 0.13), which is almost the same at the state level (HR 1.32; SE 0.13) as well as the district level (HR 1.21; SE 0.13). Significant variability in survival was observed for the age groups older than 45 years. At all levels, we found that the hazard ratio increased with increasing age but decreased across each level. For instance, in the ≥65 years age group, the patient is at 39.3 times higher risk of dying overall than a patient in a younger age group (HR 39.3; SE 27.94); meanwhile, at the state level, the hazard ratio is 32.28, and that at the district level is 23.55. Now, from the variance of the errors of model, we can infer that the heterogeneity is greater at the district level ($\sigma_e^2$ 6.85; SE 1.35) than at the state level ($\sigma_e^2$ 2.28; SE 0.83).

Figure 5. Kaplan-Meier survival estimates for the states in India most affected by COVID-19.
Table 4. Cox proportional hazard model showing unadjusted hazard ratios and 95% confidence intervals for deaths occurring due to COVID-19 in India.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Unadjusted hazard ratio (SE)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Male</td>
<td>1.14 (0.11)</td>
<td>0.93-1.38</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>5-9</td>
<td>0.00 (N/A)</td>
<td>N/A</td>
</tr>
<tr>
<td>10-14</td>
<td>0.00 (N/A)</td>
<td>N/A</td>
</tr>
<tr>
<td>15-19</td>
<td>0.74 (0.64)</td>
<td>0.14-4.03</td>
</tr>
<tr>
<td>20-24</td>
<td>0.85 (0.67)</td>
<td>0.18-4.01</td>
</tr>
<tr>
<td>25-29</td>
<td>0.87 (0.68)</td>
<td>0.19-4.01</td>
</tr>
<tr>
<td>30-34</td>
<td>1.44 (1.09)</td>
<td>0.32-6.36</td>
</tr>
<tr>
<td>35-39</td>
<td>1.52 (1.15)</td>
<td>0.34-6.73</td>
</tr>
<tr>
<td>40-44</td>
<td>3.66 (2.69)</td>
<td>0.87-15.44</td>
</tr>
<tr>
<td>45-49</td>
<td>5.83 (4.24)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.40-24.22</td>
</tr>
<tr>
<td>50-54</td>
<td>10.08 (7.27)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.45-41.42</td>
</tr>
<tr>
<td>55-59</td>
<td>15.31 (11.00)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.74-62.59</td>
</tr>
<tr>
<td>60-64</td>
<td>22.03 (15.81)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5.40-89.90</td>
</tr>
<tr>
<td>≥65</td>
<td>39.21 (27.88)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>9.73-157.97</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td></td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>0.59 (0.05)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.50-0.70</td>
</tr>
<tr>
<td>North</td>
<td>0.98 (0.09)</td>
<td>0.82-1.16</td>
</tr>
<tr>
<td>North East</td>
<td>0.14 (0.04)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.08-0.24</td>
</tr>
<tr>
<td>South</td>
<td>0.26 (0.02)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.22-0.31</td>
</tr>
<tr>
<td>West</td>
<td>1.90 (0.16)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.61-2.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>Significant at a 1% level of significance.

<sup>c</sup>Significant at a 0.1% level of significance.
Table 5. Multilevel survival analysis by hazard ratio at the national, state, and district levels for deaths among patients with COVID-19 in India.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Level, hazard ratio (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>National</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td>Reference</td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>1.27 (0.13)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td>Reference</td>
</tr>
<tr>
<td>0-4</td>
<td>Reference</td>
</tr>
<tr>
<td>5-9</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>10-14</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>15-19</td>
<td>0.71 (0.62)</td>
</tr>
<tr>
<td>20-24</td>
<td>0.80 (0.63)</td>
</tr>
<tr>
<td>25-29</td>
<td>0.81 (0.63)</td>
</tr>
<tr>
<td>30-34</td>
<td>1.26 (0.96)</td>
</tr>
<tr>
<td>35-39</td>
<td>1.22 (0.94)</td>
</tr>
<tr>
<td>40-44</td>
<td>3.36 (2.47)</td>
</tr>
<tr>
<td>45-49</td>
<td>5.20 (3.78)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>50-54</td>
<td>8.53 (6.16)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>55-59</td>
<td>13.99 (10.06)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>60-64</td>
<td>20.52 (14.74)&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥65</td>
<td>39.30 (27.94)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Error variance: 2.28 (0.83).
<sup>b</sup>Error variance: 6.85 (1.35).
<sup>c</sup>Significant at a 1% level of significance.
<sup>d</sup>Significant at a 0.1% level of significance.

**Discussion**

Epitomizing the whole study, it is notable that in the stipulated time period, our observation clearly revealed that the survival rate was continually declining, and to date, that trend has not abated. It is worth mentioning that age, sex, and regional variability were important determinants at each step. Also, from this study, it is very clear that the male population in India is more vulnerable to COVID-19, likely due to prevalent comorbidities and the dominant presence of men outside the home (also, our data support the fact that the survival rate of the female population is higher). This study also traced a different pattern for India than for other countries, as the younger population is greater in our country than in most countries where the number of affected people is numerous.

In this study, we strived to identify reliable features associated with survival patterns, and we inevitably scanned the roles of sex, age, and regional variability as controlling factors of the survival rate. For the survival analysis, the study period was 5 months, with death being the event of interest in our analysis. As we evaluated the Kaplan-Meier survival function, we observed that the probability of survival continually declined during the study period of 5 months. During the study period, no stabilization could be observed. Female patients were found to have better survival rates compared to their male counterparts, as is evident from the Cox proportional hazard results, which may be due to sex differentials in cellular compositions and the immunological microenvironment of the lungs [14,15]. Although we only observed a miniscule difference in the survival curves of male and female patients, it was stated in earlier studies that men with COVID-19 are at higher risk of death and health outcomes, independent of age [16], as men have greater disease burden (diabetes, hypertension, or cardiovascular diseases); therefore, men have shown markedly increased risk of developing severe COVID-19 in comparison to women. Also, a greater proportion of the confirmed cases are male rather than female; this finding is expected in a country with a gender hegemony in which work participation, mobility, and migration are predominately higher for men than for women [17], which makes men more vulnerable to the infection.

Significant variability was observed among age groups, as is evident from all the survival estimates, which show that with increasing age, the risk of dying from COVID-19 increases [18]. It was reported in a study that among comorbid patients with COVID-19, nearly 21% had hypertension, 11% had diabetes, and 7% had cardiovascular disease, which increased their risk...
of mortality [19]. In contrast to data from other countries, in India, only 15% of confirmed cases are aged >60 years, and the majority of these patients are in the age bracket of 25-59 years; this is most probably because the older population is the most affected by this pandemic and India has a fairly young population, which may contribute to a lower case fatality rate [9]. Approximately 84% of the patients with COVID-19 were men, and 82% patients overall were above 40 years of age, as reported in an Indian Council of Medical Research study [20]. India is one of the largest countries in the world, and it is highly diverse in every respect. Every province possesses its own demographic features, typical climatic character, and above all, its own lifestyle. Needless to say, these factors play a pivotal role. Therefore, variation in survival rate is easily traced. Although Western and Central India show continually decreasing survival rates in the framed time period, Eastern, Northeastern and Southern India show slightly better results in terms of survival. Maharashtra, Gujarat, Delhi, Rajasthan, and West Bengal showed alarmingly low survival rates as well.

Finally, this study has depicted a grave scenario of continual degradation of the COVID-19 survival rate in various regions. In essence, we can safely conclude that critical appraisal of the survival rate and thorough analysis of patient data in this study equipped us to identify risk groups and perform comparative studies of various segments of the population in India.
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Abstract

Background: There are still many unanswered questions about the novel coronavirus; however, a largely underutilized source of knowledge is the millions of people who have recovered after contracting the virus. This includes a majority of undocumented cases of COVID-19, which were classified as mild or moderate and received little to no clinical care during the course of illness.

Objective: This study aims to document and glean insights from the experiences of individuals with a first-hand experience in dealing with COVID-19, especially the so-called mild-to-moderate cases that self-resolved while in isolation.

Methods: This web-based survey study called C19 Insider Scoop recruited adult participants aged 18 years or older who reside in the United States and had tested positive for COVID-19 or antibodies. Participants were recruited through various methods, including online support groups for COVID-19 survivors, advertisement in local news outlets, as well as through professional and other networks. The main outcomes measured in this study included knowledge of contraction or transmission of the virus, symptoms, and personal experiences on the road to recovery.

Results: A total of 72 participants (female, n=53; male, n=19; age range: 18-73 years; mean age: 41 [SD 14] years) from 22 US states were enrolled in this study. The top known source of how people contracted SARS-CoV-2, the virus known to cause COVID-19, was through a family or household member (26/72, 35%). This was followed by essential workers contracting the virus through the workplace (13/72, 18%). Participants reported up to 27 less-documented symptoms that they experienced during their illness, such as brain or memory fog, palpitations, ear pain or discomfort, and neurological problems. In addition, 47 of 72 (65%) participants reported that their symptoms lasted longer than the commonly cited 2-week period even for mild cases of COVID-19. The mean recovery time of the study participants was 4.5 weeks, and exactly one-half of participants (50%) still experienced lingering symptoms of COVID-19 after an average of 65 days following illness onset. Additionally, 37 (51%) participants reported that they experienced stigma associated with contracting COVID-19.

Conclusions: This study presents preliminary findings suggesting that emphasis on family or household spread of COVID-19 may be lacking and that there is a general underestimation of the recovery time even for mild cases of illness with the virus. Although a larger study is needed to validate these results, it is important to note that as more people experience COVID-19, insights from COVID-19 survivors can enable a more informed public, pave the way for others who may be affected by the virus, and guide further research.

(JMIR Form Res 2021;5(5):e23009) doi:10.2196/23009
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Introduction

The COVID-19 pandemic has significantly impacted the majority of countries in the world, with a total of more than 41.1 million confirmed cases and over 1.1 million deaths reported worldwide as of October 22, 2020 [1]. Months into the pandemic, there are still many unknowns about the novel coronavirus, its transmission, and the experiences of people who have been infected by the virus [2,3]. However, it is known...
that the disease severity of COVID-19 can range from mild to critical. Studies from the Centers for Disease Control and Prevention (CDC) in the United States and China show that around 80% of the COVID-19–infected population experience “mild-to-moderate” symptoms [4,5]. Due to the sheer volume of infected persons and the limited capacity of the health care systems, it was and still is recommended that patients with mild-to-moderate cases of COVID-19 manage their illness in isolation [2]. Many of these patients, especially in the early months of the outbreak (ie, February and March 2020 in the United States [6]), received little to no clinical care [7]; hence, there is a critical gap in knowledge about their experiences with COVID-19. According to the CDC, “recognition of factors associated with [the] amplified spread during the early acceleration period will help inform future decisions” and “strengthen systems to detect potential transmission resurgence” [6].

Unlike hospitalized patients, the population of people with mild-to-moderate symptoms of COVID-19 remains largely understudied and are among the “undocumented masses”; yet this population contributes significantly to the rapid transmission of the virus [3,8,9]. To fill in the gap, this study aims to enable the research and larger community to glean insights from the experiences of COVID-19 survivors, especially those whose journey with the virus is not captured in clinical or medical records. Through personal stories, this study aims to bring awareness to how people in the United States contracted the coronavirus, the range of symptoms experienced during illness, duration of illness, and their experiences on the road to recovery. Such knowledge can inform guidelines for the vast majority of cases of COVID-19 that are considered to be of mild-to-moderate severity, especially given the current resurgence in the United States [10]. In this work, we developed and deployed a web-based platform for collating experiential data from persons who recovered and/or are on the road to recovery from COVID-19. As previously mentioned, the primary aim of this study is to garner insights from persons with first-hand experience with COVID-19, especially cases of mild-to-moderate severity that are less documented in literature. A total of 72 subjects from 22 US states with laboratory-confirmed positive tests for COVID-19 (68/72, 94%) and presumptively positive as identified by clinical personnel (4/72, 6%) were recruited to share their experience with COVID-19. Details on the recruitment and participant characteristics are described in the Methods section.

**Methods**

**Study Description**

This research study was approved by Committee for Protection of Human Subjects (CPHS) at Dartmouth College, New Hampshire, United States, and is reported in accordance with the CHERRIES (Checklist for Reporting Results of Internet E-Surveys) statement for web-based surveys [11]. We recruited COVID-19 survivors defined as persons who tested positive for coronavirus and/or who were later confirmed to have had the virus by testing positive for antibodies. Participants were recruited through multiple sources, including online support groups such as Survivor Corps [12], advertisement in local newspapers, and by sharing about the research study through professional and other networks. In total, 72 participants were recruited from May 10 through October 1, 2020, although the majority (ie, 54/72, 73%) of the participants were recruited between May 10 and June 18, 2020. About half of the participants in this study (35/72, 49%) were recruited from the Survivor Corps online support group following the participant’s self-identification of having had COVID-19. For this population, a recruitment message was sent directly to prospective participants informing them about the study and requesting their participation if they were eligible. All interested participants who learned about the study were directed to the project website and invited to first complete a presurvey on the C19 Insider Scoop project website to screen for the following eligibility criteria: 18 years or older, living in the United States, and tested positive for COVID-19 and/or COVID-19 antibodies. Participants who met these eligibility requirements were then provided a password by email and a link to the full survey, through which they shared their story of COVID-19. In total, 105 prospective participants completed the presurvey and 72 participants completed the full survey, thereby providing data to be presented in this study. Eligible participants who completed the study requirements (ie, presurvey and full survey) were provided the option of receiving a monetary incentive for participation.

The full survey was developed using the well-established Qualtrics survey software under Dartmouth College’s license to ensure secure data storage behind institutional firewalls. The survey questions in this study were informed by various sources, including the CDC’s coronavirus case report form [13], the National Institutes of Health (NIH) repository of COVID-19 research tools [14], and knowledge gaps identified in the literature [7]. The full survey included questions covering the themes of descriptive characteristics, contraction or transmission of the virus, symptoms and coping strategies, and the road to recovery. In addition, adaptive questioning was implemented such that some questions were only displayed based on responses to previous items. On two occasions, additions were made to the full survey during data collection. More specifically, on May 21, 2020, the symptoms of headaches, muscle or body aches, and dizziness were added to the default checklist provided in this study, after 20 participants had completed the full survey. On May 28, 2020, questions on antibody testing were added, after 32 participants had completed the full survey. Participants who completed the survey before each of these revisions were made have no responses to the new questions added after their participation in the survey. An exact copy of the full survey used in this study is presented in Multimedia Appendix 1.

A complete demographic summary of the participants is presented in Table 1. Of the 72 (female, n=53; male, n=19) participants, 68 (94%) received a positive laboratory test and/or positive antibody test for COVID-19, and the remaining 4 (6%) were confirmed presumptively positive by clinical personnel. Participants’ age ranged from 18 to 73 years. They were residents of a total of 22 US states, with the highest representation from New York. The race demographics included 43 (60%) White, 14 (19%) Black or African American, 6 (8%)
Asian, and 2 (3%) American Indian or Alaska Native participants, and the remaining 7 (10%) reported “other” or mixed race. In addition, a total of 23 (32%) participants had at least one pre-existing medical condition, and 6 (8%) participants had more than one pre-existing medical condition. The most common pre-existing conditions reported included asthma (15/72, 21%), high blood pressure (4/72, 6%), and immunosuppressive conditions (3/72, 4%). Other descriptive factors such as the participants’ highest level of education, household income, and occupation are detailed in Table 1.

The following subsections describe other categories of the full survey, the results of which will be presented, including (1) onset, testing, and contraction of COVID-19; (2) a deeper look at COVID-19 symptoms; (3) the road to recovery from COVID-19; and (4) insights from COVID-19 survivors.
Table 1. Demographic summary of participants (ie, COVID-19 survivors) in the C19 Insider Scoop Study (N=72).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>41 (14)</td>
</tr>
<tr>
<td>Age range (years)</td>
<td>18-73</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>53 (74)</td>
</tr>
<tr>
<td>Male</td>
<td>19 (26)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>43 (60)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Asian</td>
<td>6 (8)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Other or Mixed race</td>
<td>7 (10)</td>
</tr>
<tr>
<td><strong>US state of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>New York</td>
<td>25 (35)</td>
</tr>
<tr>
<td>California</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Georgia</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Virginia</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Texas</td>
<td>3 (4)</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>3 (4)</td>
</tr>
<tr>
<td>8 other states a</td>
<td>2 (3)</td>
</tr>
<tr>
<td>7 other states b</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Pre-existing medical condition, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No, with pre-existing condition</td>
<td>48 (68)</td>
</tr>
<tr>
<td>Yes, with pre-existing condition</td>
<td>23 (32)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>COVID-19 testing, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Positive laboratory or antibody test</td>
<td>68 (94)</td>
</tr>
<tr>
<td>Presumptively positive</td>
<td>4 (6)</td>
</tr>
<tr>
<td><strong>Highest level of education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>4-year degree</td>
<td>25 (35)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>18 (25)</td>
</tr>
<tr>
<td>Some college</td>
<td>14 (19)</td>
</tr>
<tr>
<td>High school or GED</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Doctorate</td>
<td>5 (7)</td>
</tr>
<tr>
<td>2-year degree</td>
<td>4 (6)</td>
</tr>
<tr>
<td><strong>Household income level (US $), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>13 (18)</td>
</tr>
<tr>
<td>40,000-79,999</td>
<td>9 (12)</td>
</tr>
<tr>
<td>80,000-139,999</td>
<td>25 (35)</td>
</tr>
<tr>
<td>140,000-199,999</td>
<td>15 (21)</td>
</tr>
<tr>
<td>≥200,000</td>
<td>9 (12)</td>
</tr>
</tbody>
</table>
Onset, Testing, and Contraction of COVID-19

Within the full survey, there were a total of 8 questions that addressed topics related to the onset, testing, and contraction of COVID-19, including the following:

1. Did you test positive for COVID-19?
2. When did you start to feel ill or experience symptoms?
3. When did you take the COVID-19 test?
4. Were you working from home before you showed symptoms and/or tested positive for COVID-19?
5. Were you using any precautionary measures before you contracted COVID-19? If so, please share what measures you had in place (eg, strict adherence to social distancing, frequent use of masks in public spaces).
6. Do you know how you contracted COVID-19? If yes, please share as much detail as possible regarding how you contracted COVID-19.
7. Do you know of any others who may have contracted COVID-19 from you?

Responses to the above questions were summarized and are reported in a single subsection in the Results section.

A Deeper Look at COVID-19 Symptoms

Within the full survey, there were a total of 2 questions that addressed topics related to COVID-19 symptoms, including the following:

1. Did you visit a hospital or clinical care for treatment during the course of your illness?
   - [If you were hospitalized], how many days were you hospitalized for?
2. What symptoms did you experience [while ill with COVID-19]? Check all that apply.
   - [If “other” symptoms is selected from the above checklist] What other symptoms did you experience?

Responses to the above questions were summarized and are reported in a single subsection in the Results section.

The Road to Recovery From COVID-19

Within the full survey, there were a total of 4 questions that addressed topics related to the road to recovery from COVID-19, including the following:

1. Are you fully recovered from COVID-19?
   - [If you still have lingering symptoms], please list the lingering symptoms that you currently have.
2. When do you believe you fully recovered from COVID-19 and associated symptoms?
3. How many weeks did it take you to recover from majority of the symptoms associated with COVID-19?
4. Have you experienced any stigma associated with having COVID-19?
   - [If yes], please share more about your experience with stigmas associated with having COVID-19.

Responses to the above questions were summarized and are reported in a single subsection in the Results section.

Insights From COVID-19 Survivors

Within the full survey, there was 1 open-ended question that addressed topics related to insights from COVID-19 survivors, namely:

Are there any comments or insights that you want to share with regards to your experience with COVID-19?

Responses to the above question were summarized and are reported in a single subsection in the Results section.

Results

Onset, Testing, and Contraction of COVID-19

Figure 1A shows that 51 of 72 (72%) participants experienced onset of COVID-19 symptoms in March 2020, about 40 days after the first reported case in the United States [15]. Moreover, 30 of 72 (42%) participants were working from home at the time of their symptom onset, whereas 42 (58%) were not working from home. In addition, 46 of 72 (64%) participants reported to have been practicing the recommended precautionary measures prior to the onset of their symptoms, such as use of masks (n=25), social distancing (n=22), frequent handwashing...
(n=14), and use of gloves (n=12). However, it is important to note that the majority of participants experienced symptom onset during the first accelerated spread of COVID-19 in the United States, in March 2020, during which recommendations for personal protective practices were only beginning to unfold [6]. In retrospect, 63 of 72 (87%) participants could narrow down the source of how they might have contracted SARS-CoV-2; 62% of these participants shared probable sources, whereas 25% shared what they considered to be definite sources of their infection. From the reported data shown in Figure 1B and 1C, the most prevalent source of virus contraction was from a family or household member. More specifically, 26 of 72 (36%) participants attributed the source of their virus to a family or household member. Additionally, 27 (38%) participants reported that at least one other person in their family or household had contracted COVID-19 from them. This finding suggests that there is a moderate probability of the coronavirus spreading among persons sharing a living space even when the appropriate precautions are taken to minimize the risk. However, emphasis on family or household transmission of COVID-19 is limited. The second most prevalent source of virus transmission was the essential worker who contracted the virus while on the job. This was reported by 13 of 72 (18%) participants. These two sources of virus transmission were also the top sources identified from persons who shared more definite sources of their infection. The results obtained show other sources of virus transmission reported by the participants, such as casual gatherings (7/72, 10%), workplace for nonessential workers (6/72, 8%), and even the grocery store (4/72, 6%).

**Figure 1.** Overview of COVID-19 onset, testing, and contraction for participants in this study. (A) Month of symptom onset; (B) knowledge about the source of infection; (C) prevalent sources of virus transmission; and (D) time lag from symptom onset to testing for COVID-19.

During the early months of the outbreak in the United States, limitations in testing was identified as one of the multiple factors that contributed to the rapid spread of the disease [6,8]. Figure 1D shows that following infection, participants experienced large variability in the time it took to gain access to COVID-19 testing; this ranged from 3 days before symptom onset to 62 days after symptom onset among this study’s participants. The average time from symptom onset to testing was 10.2 days, with about 10% of the participants getting tested more than 35 days after their symptoms began. Although this study required a COVID-19–positive test to be eligible for participation, we learned during the recruitment phase that a large number of people were continuously denied access to testing during their illness. For example, a patient-led study with over 600 participants who experienced COVID-19 symptoms show that “47.8% were either denied testing or not tested for another reason” [16]. The delay in testing and uncertainty that persons with COVID-19 symptoms experienced is a possible contributor to the further spread of the virus. In addition, a few participants reported that they received treatment for sinus infections, bronchitis, and other conditions without testing, as a result they may not have isolated early in their journey with the virus due to lack of knowledge.

**A Deeper Look at COVID-19 Symptoms**

There is no dearth on the reported characteristics of COVID-19 for severe cases among hospitalized patients [5,7,17,18]. However, severe cases account for only about 20% of the total population of confirmed COVID-19 cases, and several differences have been identified between mild and severe cases [2,19]. Therefore, it is critical to also understand the journey of nonhospitalized persons with COVID-19 who account for 80% or more of the confirmed cases. The majority of participants in this study (60/72, 83%) managed their symptoms at home and/or in isolation (see Figure 2A); these participants represent people with mild-to-moderate severity of COVID-19. This is in alignment with the estimates in the current literature that about 80% of the COVID-19 cases are mild to moderate as opposed to severe [2,18]. Participants were asked to identify all symptoms they experienced during their illness with COVID-19. Figure 2B shows the prevalence of the well-recognized COVID-19 symptoms reported in this study population (N=72),
with the top-4 reported symptoms being fatigue (57/72, 79%), shortness of breath (52/72, 72%), decreased sense of smell or taste (52/72, 72%), and fever (51/72, 71%). These more common symptoms have also been identified in earlier studies, albeit with different percentages for frequency of occurrence in various populations [18,20,21]. More interestingly, in addition to the well-recognized symptoms of COVID-19, 30 of 72 (41%) participants reported other less-documented symptoms that they experienced during their illness. Figure 2C shows a list of other patient-reported symptoms associated with COVID-19 and the prevalence of each symptom among the study population. The most prevalent patient-reported symptoms include brain fog or memory loss, which was reported by 9 (13%) participants; palpitations (ie, elevated heart rate) and sinus pain or pressure, both reported by 5 (7%) participants; and lack of appetite, ear pain or discomfort, and neurological problems, all of which were reported by 4 (6%) participants each. Many of these other symptoms have not been emphasized in prior work. From the list of 27 additional patient-reported symptoms, cytokine storm is considered the most severe and can lead to rapid deterioration, multiple organ failure, and mortality [22-24]. Cytokine storm is characterized by a lethal overreaction of the immune system in response to an infection or disease. The single participant who experienced cytokine storm (male, 62 years) was tested for COVID-19 on April 4, 2020, and then examined by a registered nurse; however, signs of the ensuing havoc were not identified at that point. Following clinical evaluation, the participant was advised to self-quarantine; however, within 72 hours, he was admitted to the hospital as “COVID-19 had triggered a massive cytokine storm.” He was hospitalized for 36 days, on the ventilator for 9 days, and needed surgery to repair the collapse of his left lung due to COVID-19. Fortunately, he lives to tell his story and strongly urges that COVID-19 patients should be evaluated, early in their illness and possibly during testing, for signs of cytokine storm to prevent rapid deterioration and save lives.

**Figure 2.** Overview of the type of care received and COVID-19 symptoms reported by participants in this study. (A) The type of care received by COVID-19 survivors; (B) list and prevalence of more common COVID-19 symptoms; and (C) other less-documented symptoms of COVID-19.

### The Road to Recovery From COVID-19

There are many unknowns about the road to recovery for persons who contract COVID-19. According to a February 2020 remark from the World Health Organization (WHO) Director-General, the recovery time is 2 weeks for persons with mild disease and 3-6 weeks for persons with severe or critical disease [25]. However, our results show that 47 of 72 (65%) participants experienced a recovery time longer than 2 weeks (see Figure 3A). More specifically, we found that the mean time to recover from the “majority of symptoms” across all participants was 4.5 weeks; the average recovery time for nonhospitalized patients (ie, patients with mild-to-moderate disease severity) was 4.2 weeks, whereas the average recovery time for...
hospitalized patients (ie, patients with a more severe experience of COVID-19) was 6.2 weeks or more. A few hospitalized patients reported that they had not recovered from majority of their symptoms at the time of participating in the study; hence, the length of their illness at the time of participation was used as a proxy (ie, date of participation minus date of symptom onset). Our study also shows that COVID-19 survivors experienced high variability in their recovery time from the illness, ranging from 0 days as reported by asymptomatic patients to 18 weeks as reported by a 58-year-old female participant with one pre-existing condition and 3 hospital visits for COVID-19–related symptoms, including dehydration and vestibular migraine.

Figure 3. Overview of the road to recovery from COVID-19 for participants in this study. (A) Percentage of COVID-19 survivors who experienced lingering symptoms and a recovery time longer than the commonly cited 2-week period; (B) duration of the majority of symptoms reported (mean duration: 4.5 weeks); and (C) list and prevalence of lingering symptoms associated with COVID-19.

In addition to the longer recovery times identified in this study, we found that 36 of 72 (50%) participants still experienced lingering symptoms of COVID-19 even after an average of 65 days following their illness onset. A list of such lingering symptoms and changes to general health identified by participants of this study is illustrated in Figure 3C. The most common issues identified include fatigue reported by 24 of 72 (33%) participants; followed by shortness of breath and palpitations reported by 10 (14%) participants; and chest pain or tightness, anxiety or depression, brain fog or memory loss, muscle aches, and coughing bouts—all reported by 6-7 (8%-10%) participants each. As shown in Table 2, 37 of 72 (51%) participants reported having experienced stigma following their contraction of COVID-19, whereas 35 (49%) reported otherwise. There were 9 themes that stood out from further descriptions of the stigmas experienced by those who contracted COVID-19. The most prevalent stigma was avoidance by others after recovery (12/72, 17%), followed by people undermining the illness or experience with COVID-19 (5/72, 7%). Other examples of stigma reported include hostility and dismissal from clinical or medical staff and being blamed for contracting and spreading the virus.
Table 2. Experience with stigma reported by participants (ie, COVID-19 survivors) in the C19 Insider Scoop Study (N=72).

<table>
<thead>
<tr>
<th>Observation</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experienced stigma associated with having COVID-19</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>37 (51)</td>
</tr>
<tr>
<td>No</td>
<td>35 (49)</td>
</tr>
<tr>
<td>Examples of stigmas reported</td>
<td></td>
</tr>
<tr>
<td>Avoidance by others (eg, friends or neighbors) after recovery</td>
<td>12 (17)</td>
</tr>
<tr>
<td>People undermining the illness or experience with COVID-19</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Hostility and dismissal from clinical or medical staff</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Blame for contracting and spreading the virus</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Shame and name-calling</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Discrimination at places of work and living</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Blame for the stay-at-home orders and the economic impact</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Reprimand from household members at risk of exposure</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Organizations expressing unjust entitlement to medical information</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

Insights From COVID-19 Survivors

COVID-19 survivors are an invaluable resource not being fully utilized as a source of knowledge. Through the surveys conducted in this study, these survivors shared insights that they believe will help the society at large better cope with the realities of the ongoing pandemic. Many of these insights are targeted toward the larger population who may not yet have been infected by the coronavirus; however, given the recent rise in COVID-19 cases in the United States and other countries [10], these insights are critical for the general public.

Salient insights obtained from these COVID-19 survivors are listed below (with a few direct quotes from participants):

1. “Any symptom can be the virus so self-isolate even if you have a tickle in your throat...It is easy to mistake a mild case of COVID-19 for a cold or allergies” in the early stages.
2. Understand the “fact that doctors and nurses do not have all the answers” so set your expectations accordingly.
3. The journey with COVID-19 can be scary and lonely, as well as physically, mentally, and emotionally taxing. “You have to advocate for yourself every step of the way.”
4. Young and healthy people without any underlying medical conditions can also have a rough journey with COVID-19. Take it seriously. Protect yourselves and others.
5. “The disease presents differently in all patients. It is not a one size fits all.” For some it is short-lived, whereas others experience long-term health issues due to COVID-19.
6. If you contract the virus, take it day by day. Be patient with the recovery process as it can be long and volatile. Symptoms and lingering symptoms can come in waves.
7. Do not wait too long to go to the hospital (if needed), as a delay has led to worse outcomes for some. Additionally, some patients have gone to the hospital and been dismissed or discharged prematurely. Trust your instinct as the sole person with first-hand knowledge of your own illness.
8. Do not allow distrust of the health care system to be your excuse for having a worse outcome. Ask questions during clinical care to ensure that you are being prescribed the best treatment for your specific situation.
9. Some medications used in severe cases can cause hallucination and uncanny dreams.
10. Stigma during or after COVID-19 is a reality. Others may have various reactions to people who contracted the virus, especially during the initial phase of returning back to society. Some people may be cruel and unkind with their actions or words.
11. COVID-19 tests and antibody tests can be inaccurate. There are persons who test positive for COVID-19 and negative for antibodies, and vice versa.
12. It is not sufficient for organizations to rely on body temperature as a primary means for determining COVID-19 symptoms. Some survivors never experienced fever, whereas others only experienced fever for a short time (eg, 24 hours).

Discussion

Principal Findings

This paper presents a descriptive study that summarizes the experiences of first-hand COVID-19 survivors with a particular focus on how they contracted the virus, the range of symptoms observed, the duration of illness, and their experiences on the road to recovery. Our findings show that the top known source of how people contracted COVID-19 was through a family or household member. Participants also reported a range of symptoms that they experienced during their illness, including up to 27 less-documented symptoms such as brain or memory fog, palpitations, ear pain or discomfort, and neurological problems. Another key finding is that the majority of participants (47/72, 65%) experienced a recovery time longer than the commonly cited 2-week period. The mean recovery time in this study was 4.5 weeks, which was more specifically 4.2 weeks for nonhospitalized patients (ie, mild-to-moderate cases) and
6.2 weeks or more for severe cases (ie, patients who were hospitalized for COVID-19 management). In addition, 51% (37/72) of the participants reported that they experienced stigma associated with having COVID-19. Examples of stigmas shared by our study participants include avoidance by others after recovery and people undermining their illness or experience with COVID-19. Finally, participants shared insights from their personal journey with COVID-19 in the hope to inform and encourage the general public, especially others who may not yet have been infected by the coronavirus.

**Comparison with Prior Work**

Majority of the early literature that presented the characteristics of COVID-19 primarily focused on persons with severe cases of the disease or hospitalized patients [5,18,20,21]. This created a critical gap in the literature with regard to the majority of COVID-19 cases (~80%) that are categorized as mild or moderate (ie, nonhospitalized cases). One of the first questions related to the COVID-19 pandemic is how is it spreading among people? Early sources of virus transmission in the United States were primarily from international travelers returning to the country, such as the “First [Reported] Case of 2019 Novel Coronavirus in the United States” [15]. However, community spread became prevalent not too long after. Later reports by the CDC identified transmission through a family member or work colleague as a prevalent source of virus contraction as well as transmission through social gatherings such as dining at a restaurant [26,27]. Results from this study show agreement that family or household- and work-related transmission of COVID-19 is prominent.

Other studies have now begun to uncover characteristics of mild-to-moderate cases of COVID-19. For example, Liu et al [19] reported viral shedding patterns observed in patients with mild and severe COVID-19. They identified some key differences between patients with mild and severe cases of COVID-19, thereby supporting the need for studying both populations comprehensively. Xu et al [28] presented a teledmedicine system to continuously monitor the progression of home-quarantined patients with COVID-19, 74 of whom had confirmed infection. They identified symptoms and trajectories that were indicative of the need for hospitalization. More closely related to this work, Jeon et al [29] used a combination of biomedical literature and social media data to characterize the symptoms of COVID-19. They identified 25 novel symptoms by analyzing social media posts, specifically Twitter posts. Some of the less-common symptoms identified in their work align with the less-documented symptoms reported by the participants of this study, such as ear and eye problems, weight loss, and memory disorder. However, this study’s findings also include symptoms that were not identified by Jeon et al [29], such as worsened pre-existing condition (eg, asthma) and elevated blood pressure.

Even fewer studies in the literature have focused on understanding the time to recovery after COVID-19 infection. One of the earliest sources of information on recovery time was a February 2020 remark from the WHO Director-General, which stated an average recovery time of 2 weeks for persons with mild disease and 3-6 weeks for those with severe or critical disease [25]. Subsequently, a CDC study found that approximately 35% of symptomatic outpatients with COVID-19 had not returned to their baseline health 14-21 days after the test date [9]. Carfi et al [30] assessed persistent symptoms in patients after acute COVID-19 and found that 87.4% of patients with severe disease reported at least 1 symptom, particularly fatigue and dyspnea, after an average of 60 days from symptom onset. Results from this study show the average recovery time for mild cases is 4.2 weeks and that for severe cases is 6.2 weeks or more. This finding is consistent with the findings from the CDC report [9] and those reported by Carfi et al [30]; however, our results provide concrete numbers based on participants in this study.

**Limitations**

There are several limitations to this study. First, the sample size of the study is small compared to the total number of people in the United States that have contracted COVID-19. However, this study benefits from diverse recruiting strategies and thus has representation from 22 of the 50 states in the country. Second, this study relies on participants’ ability to recall and share their experience with COVID-19. Self-report–based studies have well-known limitations such as recall bias. However, we believe this bias is minimized because the majority of the study participants experienced symptom onset in March 2020 and were recruited between the months of May and June 2020, suggesting that these participants were recruited about 2 months after they contracted the virus. In addition, the average duration of illness was 4.5 weeks across all participants, and participation in this study required recovery from COVID-19–related illness. Hence, we expect that the majority of the participants enrolled into the study within their first month after recovery, thus maximizing their chance to accurately remember their experience.

**Conclusions**

This study presents preliminary findings from a small cohort of COVID-19 survivors. It is well known that many people do recover from COVID-19; however, the results from this study show that the journey for some may be long and uncomfortable. To support an accurate depiction of the journey with COVID-19, it is important to recognize that the recovery time can be more than 2 weeks for patients with mild symptoms. In addition, a notable proportion of COVID-19 survivors are considered “long haulers” [31,32]. This refers to people who experience lingering symptoms weeks and even months after initial contraction of the virus. More research is needed to understand the reasons for such diverse experiences with the novel coronavirus. Moreover, thousands of people have died due to infection with the same virus with disproportionate percentages reported among Black and Hispanic populations in the United States [33]. More research is therefore needed to better understand the trajectory of cases that ended in fatality and help prevent a similar outcome for others. One of such efforts should be toward the early detection of the cytokine storm triggered by SARS-CoV-2, as this has been shown to cause fatality for some of the affected population.
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Abstract

Background: In late March 2020, South Africa implemented a 5-stage COVID-19 Risk Adjusted Strategy, which included a lockdown that required all residents to remain home to prevent the spread of COVID-19. Due to this lockdown, individuals have been forced to find and use alternatives for accomplishing tasks including shopping, socializing, working, and finding information, and many have turned to the internet and their mobile devices.

Objective: This study aimed to describe how South Africans consume and internalize information surrounding the COVID-19 outbreak in order to determine whether the COVID-19 lockdown and social isolation have influenced technology behavior, particularly in terms of health communication and information.

Methods: From June 24 to August 24, 2020, people in South Africa were invited to complete a survey through the Upinion mobile app, an online data collection resource. The survey collected information on demographics, and technology use during the lockdown, and COVID-19 knowledge.

Results: There were 405 participants, of which 296 (73.06%) were female. A total of 320 (79.01%) participants had a tertiary school education, 242 (59.75%) were single, and 173 (42.72%) had full-time employment. The lockdown forced 363 (89.63%) participants to use more technology, especially for work (n=140, 24.05%) and social media/communication (n=133, 22.85%). Security or privacy issues (n=46, 38.98%) and unfamiliarity with technology (n=32, 27.12%) were identified as the most common issues faced by the 127 (31.36%) participants who were unsure about using technology prior to the lockdown. Almost all participants (n=392, 96.79%) stated that they would continue using technology after the lockdown. Multimedia (n=215, 53.09%), mobile phone content (n=99, 24.44%), and health organizations and professionals (n=91, 22.47%) were the main sources of COVID-19 information. Most participants (n=282, 69.63%) felt that they had enough information. Two-thirds (n=275, 67.90%) of participants stated that they had used their mobile phones for health information before the lockdown, with web searches (n=109, 26.91%), social media (n=58, 14.32%), and government and institutional websites (n=52; 12.84%) serving as their main sources of information. Overall, the mean COVID-19 knowledge score was 8.8 (out of 10), and 335 (82.72%) had adequate knowledge (scored ≥8). Males were less likely to identify the correct transmission routes, and single participants were less likely to identify the signs and symptoms of the coronavirus. Tertiary school graduates were 4 times more likely to correctly identify the routes and 2 times more likely to identify how to stop the spread of the virus. People aged 43-56 years were 4 times more likely to identify how the coronavirus can be prevented, and participants ≥57 years were 2.6 times more likely to obtain a knowledge score of 10 when compared to those under 29 years of age.
Conclusions: This study has shown that the COVID-19 lockdown has forced people to increase technology use, and people plan to continue using technology after the lockdown is lifted. Increased technology use was seen across a variety of fields; however, barriers including privacy, unfamiliarity, and data costs were identified. This population showed high COVID-19 knowledge, although the use of web searches and social media, instead of government and institutional websites, increases the potential for health misinformation to be spread.

Methods

Study Design

This South African cross-sectional study was conducted electronically, administered through the Upinion mobile app, an online data collection resource. Participants were included if they were an existing or new Upinion user with current access to surveys on the app, ≥18 years of age, and able to provide online consent. Individuals were excluded if they were not able to access the Upinion app, were younger than 18 years, or refused to participate.

Data Collection

From June 24 to August 24, 2020, existing and new Upinion users were invited to complete a survey through Upinion notifications and advertisements on social media platforms, respectively. Once an individual agreed to participate in the current study, they were able to provide informed consent through the app and then register for the survey group [23]. The participant was then given access to the survey, which was completed through their mobile phone. During the survey, all answers were recorded electronically in the backend of the app.

With all of this electronic communication resulting from COVID-19, researchers have taken the opportunity to investigate how it has influenced digital health, and a variety of studies have already been conducted. Some studies have harnessed big data to predict outbreak hotspots with algorithm-based web mining [8,15-17], while others have looked at how individuals share and consume COVID-19–related content [18]. A study from India showed that more than half of participants (n=58, 56.3%) had adequate information regarding COVID-19; however, their primary source of information was from multimedia (radio, TV, newspaper) (n=57, 55.3%), and only 22 (21.4%) relied on the internet as their main source for information [19].

Despite high mobile penetration in low- and middle-income countries [20,21], there are still individuals who have not embraced technology for various reasons, including security and privacy concerns, data costs, and an inability to understand modern electronics [22]. With the limitations set by the lockdown, increased exposure to technology may have altered some people’s perceptions and use of technology. This study aimed to describe how South Africans consume and internalize information surrounding the COVID-19 outbreak to assess whether the COVID-19 lockdown and social isolation has influenced technology behavior, particularly for health communication and information.
The Upinion App

The Upinion messaging and data collection app was developed in 2014 by Upinion, a people-centric research technology company based in the Netherlands, and its use in Southern African Development Community countries is licensed to Opinion Solutions. The app was developed as a way to collect feedback from affected communities in any response effort in order to provide better and more efficient support. It serves as an outlet for those affected by crisis to share their unique problems, needs and solutions, so that nongovernmental organizations have a grass-roots understanding of the situation on the ground, allowing for tailored interventions. This has been used by nonprofit organizations like Oxfam to identify the needs of refugee communities [23], and research institutes like the Wits Reproductive Health and HIV Institute to administer health-related surveys directly via participants’ mobile phones [28]. Upinion does not collect personal data, but rather personal data is collected through survey questions and the participant shares this voluntarily. Upinion encrypts all mobile phone numbers and IP addresses in compliance with General Data Protection Regulation and is also ISO/IEC (International Organization for Standardization/International Electrotechnical Commission) 27001 certified. Screenshots of the Upinion app are presented in Figure 1.

Figure 1. The Upinion app.

Survey Development

This survey was adapted from the survey *Demographic Data and Structure Knowledge Questionnaire Regarding Prevention of COVID-19*, used in a similar study from India [19]. The original questionnaire consists of two sections—the first comprising 8 questions to explore demographic information and the second 10 questions that focused on COVID-19 knowledge. In our survey (Multimedia Appendix 1), we have modified the sections on demographic information and COVID-19 knowledge to reflect the South African context, and a third section was added to explore participants’ technology use during the COVID-19 outbreak.

Data Analysis

Upinion has a built-in dashboard to monitor responses in real time; however, the final data set was exported to Excel (Microsoft Corp) for cleaning and coding, then exported to Stata V.15 (StataCorp) for analysis. Demographic information, technology use, and COVID-19 knowledge questions were all described as frequency and percentages. A mean knowledge score (with standard deviation) was also calculated across all 10 knowledge questions, with a score below 6 considered inadequate knowledge, 6-8 considered moderately adequate knowledge, and a score above 8 considered adequate knowledge [19].

The Pearson chi-square test was used to assess trends of association between outcome variables (COVID-19 knowledge and technology use) and demographic characteristics. Logistic regression models (bivariate [not included in this paper] and multivariable models) were constructed for the outcome variables to control for confounders and identify independent predictors. These predictors were reported as crude (not included in this paper) and adjusted odds ratios (aOR), with 95% CI and P values (<.05 was considered significant).

Ethical Consideration and Approval

Ethics approval was obtained from the University of the Witwatersrand Human Research Ethics Committee (nonmedical) (reference number 200512). Survey respondents did not receive any compensation for participation.

Results

Demographics

Participants’ demographic data are presented in Table 1. Of the 405 participants, 84 (20.74%) were 28 years or younger, 165 (40.74%) were between the ages of 29 and 42 years, 110 (27.16%) were between the ages of 43 and 56 years, and 46 (11.36%) were 57 years or older. There were 296 (73.06%) females, 320 (79.01%) participants had completed tertiary school education, and 242 (59.75%) were single. A total of 173 (42.72%) participants had full-time employment, 74 (18.27%) were casually employed, 29 (7.16%) were students, and 129 (32.85%) were unemployed.
Table 1. Demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (N=405), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-28</td>
<td>84 (20.74)</td>
</tr>
<tr>
<td>29-42</td>
<td>165 (40.74)</td>
</tr>
<tr>
<td>43-56</td>
<td>110 (27.16)</td>
</tr>
<tr>
<td>≥57</td>
<td>46 (11.36)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>296 (73.09)</td>
</tr>
<tr>
<td>Male</td>
<td>109 (26.91)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Primary school or less</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>84 (20.74)</td>
</tr>
<tr>
<td>Tertiary school (any)</td>
<td>320 (79.01)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>163 (40.25)</td>
</tr>
<tr>
<td>Single</td>
<td>242 (59.75)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Casually employed</td>
<td>74 (18.27)</td>
</tr>
<tr>
<td>Full-time employment</td>
<td>173 (42.72)</td>
</tr>
<tr>
<td>Student</td>
<td>29 (7.16)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>129 (31.85)</td>
</tr>
</tbody>
</table>

aPercentages may not add up to 100.00% due to rounding.

Technology Use
A total of 363 (89.63%) participants stated that the lockdown had forced them to use more technology, and the greatest increases in use were for work (n=140, 24.05%), social media/communication (n=133, 22.85%), shopping (n=78, 13.4%), and news and information (n=70, 12.03%). Nearly one-third (n=127, 31.36%) of participants stated that they were unsure about using technology before the lockdown, with security and privacy issues (n=46, 38.98%) and unfamiliarity with technology (n=32, 27.12%) identified as the most common concerns. More than half (n=209, 51.60%) of the participants had positive feelings about the increased forced technology use, while almost all (n=392, 96.79%) participants stated that they would continue using technology after the lockdown. When asked about information regarding COVID-19, 282 (69.63%) felt that they had enough information and knowledge, with multimedia (n=215, 53.09%), mobile phone content (n=99, 24.44%), and health organizations and professionals (n=91, 22.47%) as their main source of COVID-19 information. Two-thirds (n=275, 67.90%) of participants stated that they had used their mobile phones for health information before the COVID-19 outbreak, with web searches (n=109, 26.91%), social media posts (n=58, 14.32%), government and institutional websites (n=52, 12.84%), and mobile apps (n=58, 14.32%) serving as their main sources of health information (Table 2).
Table 2. Technology use.

<table>
<thead>
<tr>
<th>Technology questions</th>
<th>Participants (N=405), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has the lockdown forced you to use more technology?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>363 (89.63)</td>
</tr>
<tr>
<td>No</td>
<td>42 (10.37)</td>
</tr>
<tr>
<td>If yes, what do you use technology for?</td>
<td></td>
</tr>
<tr>
<td>Job searching</td>
<td>33 (5.67)</td>
</tr>
<tr>
<td>Social media/communication</td>
<td>133 (22.85)</td>
</tr>
<tr>
<td>Education</td>
<td>58 (9.97)</td>
</tr>
<tr>
<td>Shopping</td>
<td>78 (13.40)</td>
</tr>
<tr>
<td>Entertainment</td>
<td>48 (8.25)</td>
</tr>
<tr>
<td>Work</td>
<td>140 (24.05)</td>
</tr>
<tr>
<td>News and information</td>
<td>70 (12.03)</td>
</tr>
<tr>
<td>Banking</td>
<td>16 (2.75)</td>
</tr>
<tr>
<td>Religion</td>
<td>6 (1.03)</td>
</tr>
<tr>
<td>Were you unsure about using technology/online methods before?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>127 (31.36)</td>
</tr>
<tr>
<td>No</td>
<td>278 (68.64)</td>
</tr>
<tr>
<td>If yes, what made you feel uncomfortable?</td>
<td></td>
</tr>
<tr>
<td>Security/privacy issues</td>
<td>46 (38.98)</td>
</tr>
<tr>
<td>Unfamiliar with technology</td>
<td>32 (27.12)</td>
</tr>
<tr>
<td>Lack of personal connection/accountability</td>
<td>16 (13.56)</td>
</tr>
<tr>
<td>Cost of data and devices</td>
<td>10 (8.47)</td>
</tr>
<tr>
<td>Reliability issues</td>
<td>14 (11.86)</td>
</tr>
<tr>
<td>How do you feel about the increased forced use of technology?</td>
<td></td>
</tr>
<tr>
<td>Positive feelings</td>
<td>209 (51.60)</td>
</tr>
<tr>
<td>Neutral/mixed feelings</td>
<td>129 (31.85)</td>
</tr>
<tr>
<td>Negative feelings</td>
<td>67 (16.54)</td>
</tr>
<tr>
<td>Will you continue to use technology after the lockdown?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>392 (96.79)</td>
</tr>
<tr>
<td>No</td>
<td>13 (3.21)</td>
</tr>
<tr>
<td>Do you have enough information/knowledge regarding COVID-19?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>282 (69.63)</td>
</tr>
<tr>
<td>No</td>
<td>123 (30.37)</td>
</tr>
<tr>
<td>What is your main source of information on COVID-19?</td>
<td></td>
</tr>
<tr>
<td>Health organizations and professionals</td>
<td>91 (22.47)</td>
</tr>
<tr>
<td>Mobile phone content</td>
<td>99 (24.44)</td>
</tr>
<tr>
<td>Multimedia (radio, television, newspaper)</td>
<td>215 (53.09)</td>
</tr>
<tr>
<td>Have you used your mobile phone for health information before the COVID-19 outbreak?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>275 (67.90)</td>
</tr>
<tr>
<td>No</td>
<td>130 (32.10)</td>
</tr>
<tr>
<td>If yes, what was your main source of health information?</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td>Government/institutional websites</td>
<td>52 (12.84)</td>
</tr>
</tbody>
</table>
Participants (N=405), n (%)a

<table>
<thead>
<tr>
<th>Technology questions</th>
<th>Participants (N=405), n (%)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Messaging platforms (WhatsApp, SMS)</td>
<td>17 (4.20)</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>38 (9.38)</td>
</tr>
<tr>
<td>Social media posts</td>
<td>58 (14.32)</td>
</tr>
<tr>
<td>Web searches (Google)</td>
<td>109 (26.91)</td>
</tr>
</tbody>
</table>

aPercentages may not add up to 100.00% due to rounding.

Logistic regression analysis identified relationships between demographics and 4 technology use variables (Multimedia Appendix 2). When asked if the lockdown had forced participants to use more technology, participants with a tertiary school education were 2.5 times more likely to increase their technology use than those with a primary or secondary school education (aOR 2.580; 95% CI 1.212-5.489, \( P=0.01 \)), and full-time employees were also less likely to increase their technology use compared to those casually employed (aOR 0.275; 95% CI 0.078-0.966, \( P=0.04 \)).

Regarding the main source of COVID-19 information, multimedia, health organizations and professionals, and mobile phone content all had demographic associations. Tertiary school graduates were less likely to use multimedia as their main source of COVID-19 information compared to those with primary or secondary school education (aOR 0.536; 95% CI 0.319-0.900, \( P=0.02 \)). Multimedia was almost 2 times more likely to be the main source of information in respondents aged 29-42 years, when compared to those younger than 29 years (aOR 1.862; 95% CI 1.062-3.378, \( P=0.04 \)). Single participants were less likely to use health organizations and professionals (aOR 0.537; 95% CI 0.318-0.906, \( P=0.02 \)) as their main source of COVID-19 information. Mobile phone content was also associated with age, with the 57-70–year-old group being least likely (aOR 0.339; 95% CI 0.128-0.896, \( P=0.03 \)) to use their mobile as the main source of health information compared to those younger than 29 years of age.

The associations seen among participants who responded that they had enough information or knowledge about COVID-19 included age, being male, being single, and having a tertiary education.

The 57-70–year-old group were approximately 6 times (aOR 5.661; 95% CI 1.894-16.925, \( P=0.002 \)) more likely to have adequate information compared to those younger than 29 years of age. Males were almost twice as likely (aOR 1.892; 95% CI 1.094-3.272, \( P=0.02 \)) than females to have enough COVID-19 information as were those having a tertiary school education (aOR 1.885; 95% CI 1.111-3.198, \( P=0.02 \)) over those with a secondary education or lower, while single participants were less likely (aOR 0.509; 95% CI 0.297-0.873, \( P=0.01 \)) to have adequate information.

The oldest age group and students were the least likely to use their phone for health information prior to the pandemic (older adults: aOR 0.184; 95% CI 0.075-0.449, \( P<0.001 \); students: aOR 0.277; 95% CI 0.103-0.740, \( P=0.01 \)).

**COVID-19 Knowledge**

When asked about COVID-19, 358 (88.40%) participants correctly identified it as a contagious respiratory virus, and 392 (96.79%) correctly stated that it was transmitted through respiratory droplets. Over three-quarters \( (n=319, 78.77\%) \) of participants correctly chose all the ways that the virus could be spread; the rest thought it was only spread by coughing or sneezing \( (n=52, 18.84\%) \), by touching objects that have COVID-19 droplets on them \( (n=17, 4.2\%) \), or through close contact with an infected individual \( (n=16, 3.95\%) \). All of the common COVID-19 symptoms (cough, sore throat, fever, and shortness of breath) were correctly identified by 379 (93.58%) participants; the same percentage correctly identified all encouraged prevention techniques (avoid touching one’s face, avoid contact with sick people, and wash hands thoroughly). When asked about handwashing duration, 20 seconds was correctly selected by the majority \( (n=340, 83.95\%) \) of the population. For the question on how to stop the spread of COVID-19, 368 (90.86%) correctly chose social distancing, self-isolation, and regular handwashing as their response, and when asked how to stop the chance of spreading the virus, 383 (94.57%) correctly chose coughing and sneezing into their elbow, social distancing and self-isolation, and regular handwashing as their response. Most participants \( (n=308, 76.05\%) \) correctly stated that they would call the emergency hotline or WhatsApp support line if they thought they had COVID-19 symptoms, although 79 (19.51%) incorrectly stated that they would rush to the nearest hospital for testing. Lastly, practicing social distancing, self-isolation, and washing one’s hands thoroughly were all correctly identified by 369 (91.11%) participants as the key to prevent the spread of COVID-19 (Table 3).
Table 3. Structured COVID-19 questionnaire.

<table>
<thead>
<tr>
<th>COVID-19 questions</th>
<th>Participants (N=405), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What is the novel coronavirus (COVID-19)?</strong></td>
<td></td>
</tr>
<tr>
<td>It is a bioweapon</td>
<td>11 (2.72)</td>
</tr>
<tr>
<td>It is a sexually transmitted infection</td>
<td>4 (0.99)</td>
</tr>
<tr>
<td>It is a very contagious respiratory virus</td>
<td>358 (88.40)</td>
</tr>
<tr>
<td>It is just another term for the common cold</td>
<td>22 (5.43)</td>
</tr>
<tr>
<td>It is transmitted through respiratory droplets</td>
<td>10 (2.47)</td>
</tr>
<tr>
<td><strong>What are the transmission routes of COVID-19?</strong></td>
<td></td>
</tr>
<tr>
<td>It is transmitted by eating Chinese food</td>
<td>4 (0.99)</td>
</tr>
<tr>
<td>It is transmitted through direct blood contact</td>
<td>6 (1.48)</td>
</tr>
<tr>
<td>It is transmitted through respiratory droplets</td>
<td>392 (96.79)</td>
</tr>
<tr>
<td>It is transmitted through sexual intercourse</td>
<td>3 (0.74)</td>
</tr>
<tr>
<td><strong>How can COVID-19 be spread?</strong></td>
<td></td>
</tr>
<tr>
<td>By touching objects that have COVID-19 respiratory droplets</td>
<td>17 (4.20)</td>
</tr>
<tr>
<td>Through close contact with an infected individual</td>
<td>16 (3.95)</td>
</tr>
<tr>
<td>Through coughing or sneezing</td>
<td>52 (12.84)</td>
</tr>
<tr>
<td>All of the above</td>
<td>319 (78.77)</td>
</tr>
<tr>
<td>(Blank)</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td><strong>What are the signs and symptoms of COVID-19?</strong></td>
<td></td>
</tr>
<tr>
<td>Cough and sore throat</td>
<td>11 (2.72)</td>
</tr>
<tr>
<td>Fever</td>
<td>15 (3.70)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>12 (2.96)</td>
</tr>
<tr>
<td>All of the above</td>
<td>367 (90.62)</td>
</tr>
<tr>
<td><strong>The coronavirus can be prevented by</strong></td>
<td></td>
</tr>
<tr>
<td>Avoid touching your face</td>
<td>8 (1.98)</td>
</tr>
<tr>
<td>Avoiding contact with sick people</td>
<td>7 (1.73)</td>
</tr>
<tr>
<td>Wash your hands thoroughly</td>
<td>11 (2.72)</td>
</tr>
<tr>
<td>All of the above</td>
<td>379 (93.58)</td>
</tr>
<tr>
<td><strong>Wash your hands with soap or sanitizer for at least</strong></td>
<td></td>
</tr>
<tr>
<td>5 seconds</td>
<td>5 (1.23)</td>
</tr>
<tr>
<td>10 seconds</td>
<td>17 (4.20)</td>
</tr>
<tr>
<td>20 seconds</td>
<td>340 (83.95)</td>
</tr>
<tr>
<td>1 minute</td>
<td>43 (10.62)</td>
</tr>
<tr>
<td><strong>To stop the spread of the coronavirus, you should</strong></td>
<td></td>
</tr>
<tr>
<td>Practice social distancing</td>
<td>17 (4.20)</td>
</tr>
<tr>
<td>Practice social distancing and wash your hands thoroughly</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td>Self-isolate</td>
<td>16 (3.95)</td>
</tr>
<tr>
<td>Self-isolate and practice social distancing</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td>Wash your hands thoroughly</td>
<td>2 (0.49)</td>
</tr>
<tr>
<td>All of the above</td>
<td>368 (90.86)</td>
</tr>
<tr>
<td><strong>How can you stop the chances of spreading the coronavirus?</strong></td>
<td></td>
</tr>
<tr>
<td>Cough or sneeze into a tissue or your elbow</td>
<td>4 (0.99)</td>
</tr>
<tr>
<td>COVID-19 questions</td>
<td>Participants (N=405), n (%)^a</td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Self-isolate and practice social distancing</td>
<td>13 (3.21)</td>
</tr>
<tr>
<td>Wash your hands thoroughly</td>
<td>5 (1.23)</td>
</tr>
<tr>
<td>All of the above</td>
<td>383 (94.57)</td>
</tr>
</tbody>
</table>

What will you do if you suspect that you have symptoms of COVID-19?

- Call the emergency hotline or WhatsApp support line: 308 (76.05)
- Go to the pharmacy to get medication: 9 (2.22)
- Rush to the nearest hospital for testing: 79 (19.51)
- Stay in close physical contact with friends/family for support: 8 (1.98)
- (Blank): 1 (0.25)

What is the key to prevent the spread of COVID-19?

- Practice social distancing: 10 (2.47)
- Self-isolate: 18 (4.44)
- Wash your hands thoroughly: 7 (1.73)
- All of the above: 369 (91.11)

Total knowledge score

- Inadequate (score ≤5): 19 (4.69)
- Moderately adequate (score=6,7): 51 (12.59)
- Adequate (score ≥8): 335 (82.72)

^aPercentages may not add up to 100.00% due to rounding.

Overall, the mean knowledge score was 8.8 (SD 1.53). There were only 19 (4.69%) participants with inadequate knowledge, 51 (12.59%) with moderately adequate knowledge, and 335 (82.72%) with adequate knowledge (Table 3).

Logistic regression analysis identified relationships between demographics and 4 COVID-19 knowledge variables. Males were less likely to identify the correct transmission routes of COVID-19 (aOR 0.216; 95% CI 0.063-0.744, P=.02) than females, while those with a tertiary education were 4 times more likely to correctly identify the routes (aOR 4.414; 95% CI 1.308-14.900, P=.02) than those with only primary or secondary education. Tertiary school graduates were also 2 times more likely to identify how to stop the spread of the virus (aOR 2.215; 95% CI 1.041-4.714, P=.04), compared to participants with only primary or secondary education. Single participants were less likely to identify the signs and symptoms of COVID-19 (aOR 0.182; 95% CI 0.052-0.631, P=.01) than married participants. The 43-56 years age category was 4 times more likely to identify how COVID-19 can be prevented (aOR 3.987; 95% CI 1.011-15.718, P=.048) compared to those under 29 years of age (Multimedia Appendix 3).

Lastly, association analyses conducted separately between demographics and the outcome variables (COVID-19 knowledge scores and technology use) only identified a significant relationship in participants ≥57 years being 2.6 times more likely to obtain a knowledge score of 10 (aOR 2.60; 95% CI 1.1-6.0, P=.03) when compared to participants 28 years and under.

Discussion

Principal Findings

This study is the first to describe how South Africans interact with technology and consume health information during the current COVID-19 outbreak. Our findings were in line with a similar study from India [19]. Multimedia was the main source of COVID-19 information for both countries (India: n=57, 55.4% vs South Africa: n=215, 53.09%), followed by the internet in India (n=22, 21.4%) and mobile phone content in South Africa (n=99, 24.44%). Despite more people in India stating that they had adequate COVID-19 information (India: n=98, 95.1% vs South Africa: n=282, 69.63%), the South African mean knowledge score of 8.8 was slightly higher than that of India (8.01). The South African study also showed that the lockdown has forced the majority of participants to increase their technology use and these findings are in line with similar increases in technology use from around the world [5-7,29-31]. Participants with a tertiary school education were more likely to increase their technology use than those with less education, who were less likely to use multimedia as their main source of COVID-19 information. This is in line with a study from sub-Saharan Africa, which showed that the positive effects of mobile phone use is diminished by poor primary education [32]. However, in addition, these findings may be explained by socioeconomic factors associated with more education, as college graduates earn higher wages and are better equipped to cope with economic shocks [33]. Full-time employees were less likely to increase their technology use compared to those who were causally employed, although this may be due to a higher...
baseline of technology use for full-time employees due to the growing demands of the knowledge economy [34].

The rise in South African technology use has also been validated by the nation’s data usage, which increased by more than one-third over the first few days of the lockdown [35]. This increase in technology use led the government to quickly digitize education through a combination of free electronic readers and zero-rated educational apps and websites. This has allowed schools to move to an online curriculum, which has facilitated the return to studies via home-based schooling for many students, by mid-March 2020 [29]. Similarly, apps and websites are also being used by the National Department of Health to relay COVID-19 information to the public [3,13,14]; however, there are many other online sources for COVID-19 information.

Government or institutional websites [3,4,13,14] publish evidence-based information and fact check their findings; however, more participants stated that their main mobile source of health information was web searches or social media posts. Unfortunately, web searches and social media posts are not regulated, and the sharing of misinformation has created an infodemic surrounding COVID-19 [8,25]. This misinformation includes false news articles, conspiracy theories surrounding the virus creation, ineffective home remedies for treatment, and downplaying of the need for prevention control, such as social distancing and mask use. The propagation of this misinformation can actually present a health risk and may undermine the countermeasures implemented by governments and credible institutions [8,36]. Despite a high overall knowledge score, misinformation may have played a role in this study, as two questions (How COVID-19 can be spread? and What will you do if you suspect that you have symptoms of COVID-19?) scored below adequate. These questions may identify knowledge gaps where increased outreach is needed to educate the population, especially for the second question, where 79 (19.51%) participants stated that they would rush to the nearest hospital for testing instead of calling the emergency hotline or WhatsApp support line for further instructions. There are a number of documented ways to engage users on mobile platforms, and the government can use them to dispel misinformation by guiding people to accurate information sources. Social media outreach, with dialogue loops, is a particularly effective way to engage with individuals, and this type of social media outreach can be tailored with specific messages that target specific subpopulations [37,38].

Misinformation may have disproportionately affected participants under the age of 29 years, especially when compared to those above 57 years. The older group was less likely to use their mobile as the main source of health information, yet they were 6 times more likely to have enough COVID-19 information, and 2.6 times more likely to obtain a knowledge score of 10. In South Africa, youth under 30 years are almost 20% more likely to use their phone to access the internet than their parents, which would expose the younger age group to more online misinformation than the oldest age group [39]. Single participants were less likely to use health organizations and professionals as their source of COVID-19 information, and not using a trusted source may have also led to misinformation, as they were less likely to have enough COVID-19 information and correctly identify COVID-19 signs and symptoms. Having enough COVID-19 information may not be a true indicator of knowledge though since males were twice as likely to say they had enough COVID-19 information but were less likely to identify the correct routes of COVID-19 transmission.

This study has also reiterated some known barriers to mobile use in South Africa, such as security and privacy issues, unfamiliarity with technology, and data costs. Due to an increase in data usage, some local networks have temporarily lowered data costs [35], but long-term affordable data plans are required to ensure equitable mobile usage for the duration of this lockdown and in the future [40]. Security and privacy issues have been well documented in South Africa, especially for mHealth platforms [22,41,42]. However, previous studies have shown that personal identification number (PIN)–protected mobile platforms for delivering sensitive health information are feasible and acceptable in South Africa [42,43]. Furthermore, a Japanese study that investigated online consumption suggests that the process of making online purchases for the first time during the lockdown has facilitated people becoming familiar with technology, thus alleviating some perceived barriers [44]. This information provides context to the 392 (96.8%) participants who stated they will continue to use technology after the pandemic. However, follow-up studies must be conducted to quantify this.

**Limitations**

A selection bias may be present due to the device and data requirements needed to access this survey, which was conducted online via a convenience sample. As this survey was adapted from a pre-existing survey, it was not validated or pilot tested in South Africa before this study. Furthermore, participants were asked to self-report their technology use, and no measurements were taken to validate these statements.

**Conclusion**

This study has shown that the COVID-19 lockdown has forced many people to increase technology use, and almost all participants will continue to use technology post lockdown. Increased technology use was seen across a variety of fields; however, well-known barriers were cited, including privacy and security concerns, unfamiliarity with technology, and data costs. This population showed high COVID-19 knowledge, but the use of web searches and social media posts, instead of government and institutional websites, provides the potential for health misinformation about COVID-19 to be spread. This was particularly evident in some subdemographic groups, including participants under 29 years, single participants, participants without tertiary education, and males. These groups should be targeted with further education and preventative measures.
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Abstract

Background: Differences in physical and mental health impact across continents during the COVID-19 pandemic are unknown.

Objective: This study compared the levels of impact of COVID-19 on mental health among people from Spain and China and correlated mental health parameters with variables relating to symptoms similar to COVID-19, COVID-19 knowledge, and precautionary measures.

Methods: We collected information on demographic data, physical symptoms, contact history with persons with a confirmed COVID-19 diagnosis, COVID-19 knowledge, and precautionary measures. Participants completed the Impact of Event Scale-Revised (IES-R) and the Depression, Anxiety and Stress Scale–21 Items (DASS-21). To analyze the differences in the mental health parameters, the mean scores between Chinese and Spanish respondents were compared using the independent samples t test. The differences in categorical variables between the two samples were analyzed by the chi-square test. Linear regression was used to calculate the univariate associations between the independent variables and mental health parameters for both groups separately, with adjustments made for age, gender, and education.

Results: A total of 1528 participants (Spain: n=687; China: n=841) were recruited. The mean age of the Chinese respondents was 24.73 years (SD 7.60; range 18-65 years), and the mean age of the Spanish respondents was 43.06 years (SD 11.95; range 18-76 years). Spanish participants reported significantly more symptoms similar to COVID-19 infection (eg, fever, sore throat, and breathing difficulties), contact history with COVID-19, higher perceived risk of contracting COVID-19, frequent use of medical services, and less confidence in medical services compared with their Chinese counterparts (P<.001). Spanish participants reported significantly higher DASS-21 stress and depression scores, while Chinese participants reported significantly higher IES-R scores (P<.001). Chinese participants encountered more discrimination from other countries (P<.001). Significantly more Chinese participants reported using face masks than Spanish ones (P<.001). More exposure to health information was associated with adverse mental health in Spain (depression: P=.02; anxiety: P=.02; stress: P=.001).

Conclusions: Our study found that Spanish respondents reported higher levels of stress and depression as well as more symptoms and use of medical services. In preparation for the next pandemic, Spain needs to establish a prompt policy to implement rapid response and enhance medical services to safeguard physical and mental health.

(JMIR Form Res 2021;5(5):e27818) doi:10.2196/27818
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Introduction

Background

The city of Wuhan was ground zero of the COVID-19 outbreak, which spread to all 23 provinces of China. As a result, China became the first epicenter in Asia during the COVID-19 pandemic [1]. China’s first confirmed COVID-19 case was reported on November 17, 2019. As of May 5, 2020, there were 82,880 confirmed cases, 4633 deaths, and 77,766 recovered cases in China [2]. The Chinese government imposed lockdown measures to restrict travel to prevent transmission. Since the onset of the COVID-19 outbreak, the Chinese government’s response efforts have been swift, and 3 weeks into the epidemic, in an unprecedented move to slow the spread of the virus, a lockdown was imposed in Wuhan on January 23, 2020 [3]. In the Lunar New Year of 2020, the quarantine was extended to additional provinces and cities during the peak travel period. Many Chinese people stayed at home and socially isolated themselves to prevent infection. Due to many new cases in February 2020, the Central Government of China deployed thousands of medical personnel to a rapidly completed hospital specially designed to treat patients with COVID-19 [4]. The Chinese health authority imparted unbiased and clear guidelines on the use of face masks during the early stage of the pandemic [5].

Spain is one of Europe’s COVID-19 epicenters [2]. Spain’s first patient was detected on January 31, 2020, in La Gomera (Canary Islands). However, it was not until February 24 when the virus spread to the peninsula, with cases in Madrid, Catalonia, and the Valencian Community. Since then, the number of COVID-19 infections has progressively increased. There has been a rapid increase in the number of new cases of COVID-19 in Spain since March 2020 [6]. On March 30, 2020, Spain overtook China in terms of the number of infected cases [7]. Although there were major differences in government response between Spain and China, no research has been conducted to compare Chinese and Spanish physical and mental health at the beginning of the pandemic. In the early stage of the COVID-19 outbreak, Spanish authorities allowed travel to other European countries without any restrictions as well as mass celebrations [6]. On March 12, 2020, the Spanish government agreed to implement educational and social distancing measures throughout Spain. Two days later, a state of alarm was declared for 14 days to establish measures to protect citizens’ health and safety, contain the progression of the disease, and strengthen the public health system [8]. Among these measures was the mandatory confinement of all citizens. On March 28, the state of alarm was extended until April 12 [9]. On April 9, a third extension was approved until April 25 [10]. On April 18, the government announced a new extension until May 10. On that day, there were a total of 191,726 infections and 20,043 deaths in Spain [11]. More than 10,000 elderly people died in nursing homes, comprising half of Spain’s official death toll [12].

This Study

The lockdown measures and economic recession associated with the COVID-19 pandemic has put the general public in China and Spain under more pressure than ever before. There has been an atmosphere of anxiety and depression in Spain and China due to the pandemic [13]. Recent studies have reported on depression, anxiety, and stress levels among Chinese [14-17], Thai [18], and Vietnamese [19] populations during the pandemic in Asia. A recent study found that the impact of anxiety on adopting social distancing did not vary between people in the United Kingdom and Hong Kong [20]. The psychological impact of other preventive measures between people in Asia and Europe require further study. As a result, we proposed a study to conduct an in-depth analysis of physical and mental health in China and Spain during the pandemic. The theoretical framework of this study was based on the chain mediation model, which shows the need for health information, and the perceived impacts of the pandemic were sequential mediators between physical symptoms resembling COVID-19 infection and consequent mental health status [21].

We aimed (1) to compare levels of physical health (eg, COVID-19–related symptoms) and mental health status (eg, depression, anxiety, stress, and psychological impact) between Spanish and Chinese survey respondents during the pandemic; and (2) to correlate psychological impact, depression, anxiety, and stress scores with variables relating to physical symptoms, COVID-19 knowledge and views (eg, knowledge of COVID-19 transmission, confidence in medical services, etc), prevention measures (eg, face mask use, hand hygiene), and information needs (eg, symptoms, prevention methods, the effectiveness of drugs and vaccines) among Spanish and Chinese respondents. The null hypothesis was that there would be no difference in survey scores between Spanish and Chinese participants. The other null hypothesis was that physical symptoms resembling COVID-19, higher confidence in medical services, perceived higher chances of survival, satisfaction with health information, and adoption of precautionary measures had no significant association with lower survey scores in both countries.

Methods

Study Participants

This cross-cultural study compared the mental and physical health status and the psychological impact between Spanish and Chinese people. The recruitment period was from February 28 to March 1, 2020, in China, a month after the Chinese government declared a lockdown of Wuhan. For Spain, data collection was from April 14 to 18, 2020, a month after the Spanish government declared the state of alarm. A snowball sampling strategy was utilized to recruit participants from the general public in Spain and China. Recruitment started with a set of initial respondents who were associated with the Huaibei Normal University of China and the Complutense University of Madrid, who referred other participants by email and social
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networks including colleagues, relatives, classmates, and friends. These individuals, in turn, referred other participants across different cities in China and Spain. Inclusion criteria restricted participation to respondents who could provide online written consent, had access to the internet, and were above 18 years of age. Exclusion criteria included respondents who were illiterate or had no access to the internet.

**Study Procedure**

Potential participants were electronically invited by respondents who had completed the questionnaires. The respondents completed the online survey via SurveyStar in China and Google Forms (Google LLC) in Spain.

**Study Outcomes**

The variables used in this study have been used previously in research on the severe acute respiratory syndrome (SARS); thus, the content of variables have been validated [22]. This study used a questionnaire with psychometric properties established at the beginning and peak of the COVID-19 epidemic [3,15]. The COVID-19 questionnaire had 43 items and covered the following areas: (1) demographic information, (2) symptoms similar to COVID-19 infection in the past 2 weeks, (3) contact history with COVID-19 in the past 14 days, (4) knowledge about COVID-19, and (5) preventive measures against COVID-19 in the past 2 weeks. Responses depended on the questions (eg, yes or no, Likert scale based on frequency). To ensure high data quality, the structured questionnaire was developed in English in such a way that it included all relevant variables to meet the objective; to ensure consistency in the questionnaire, it was first prepared in English and then translated into Chinese and Spanish by fluent speakers of both languages and then translated back to English. Data were checked for completeness and consistency before processing and analysis.

Demographic data on age, gender, education, household size, marital status, parental status, and residential city in the past 2 weeks were collected. Physical symptoms similar to COVID-19 infection included cough, fever, gastrointestinal symptoms, and other symptoms. Respondents also stated their past medical history, health service use, quarantine by health authority, and recent testing for COVID-19. Knowledge and views related to COVID-19 included confidence in medical services, health information satisfaction, the practice of hand hygiene and face mask use, time spent viewing health information, transmission route, and the likelihood of contracting and surviving COVID-19.

The Chinese and Spanish versions of the Impact of Event Scale-Revised (IES-R) and the Depression, Anxiety and Stress Scale–21 (DASS-21) were used to assess mental health. The IES-R has 22 items, and it was previously validated in the European and Asian populations to assess impact when exposed to the COVID-19 pandemic [23-25]. The IES-R measures avoidance, intrusion, and hyperarousal [26]. The IES-R items used the following Likert-scales responses: 0=not at all, 1=a little bit, 2=moderately, 3=quite a bit, and 4=extremely. A total IES-R score of 0 to 23 is considered normal, 24 to 32 is mild, 33 to 36 is moderate, and ≥37 is severe [27]. A total IES-R score of >24 is the cut-off score for posttraumatic stress disorder (PTSD) symptoms [28]. In this study, the Cronbach alphas of IES-R for the Chinese and Spanish surveys were .949 and .948, respectively.

DASS-21 scores were calculated based on a previous Asian study [29]. DASS-21 has 21 items, and it has been used to assess mental health in Chinese [30,31] and Spanish [32] populations. The responses were indicated using the following Likert scale: 0=did not apply to me at all, 1=applied to me to some degree or some of the time, 2=applied to me to a considerable degree or a good part of the time, and 3=applied to me very much or most of the time. In this study, the Cronbach alpha for the Chinese version of DASS-21 was as follows: stress: .888, anxiety: .845, and depression: .878; for the Spanish version, the Cronbach alpha was as follows: stress: .895, anxiety: .876, and depression: .89. DASS-21 and IES-R have been previously used in COVID-19 research [3,17,24,33].

**Statistical Analysis**

Statistical analysis was performed on SPSS Statistics 21.0 (IBM Corp). Descriptive statistics were reported for demographics, COVID-19 symptoms, health service utilization, knowledge about COVID-19, and preventive measures. To analyze the differences in the mental health parameters, the differences in mean scores between the Chinese and Spanish respondents were compared by the independent samples t test. The differences in categorical variables between the two samples were analyzed by the chi-square test. Linear regression was used to calculate the univariate associations between independent variables and mental health parameters for the Chinese and Spanish respondents separately with adjustment for age, gender, and education. The significance level was set at P<.05.

**Ethics Statement**

The institutional review board of the Complutense University of Madrid (Pr_2019_20_027) and the Huaibei Normal University (HBU-IRB-2020-002) approved the studies for Spain and China, respectively. All respondents signed the informed consent electronically. The collected information was anonymous and treated as confidential.

**Results**

**Comparison of Mental Health Status Between Spanish and Chinese Participants**

In Spain, 687 respondents completed the questionnaires (completion rate: 94.0%). We excluded 4 incomplete questionnaires in the Chinese sample, which left a total of 841 out of 845 (99.5%) valid questionnaires. Respondents from China came from 159 cities, and respondents from Spain came from all 19 autonomous regions. As a result, the total number of respondents from both countries was 1528. In terms of age, 338 respondents from China were aged 18-21 years, 400 respondents were 22-30 years, 37 respondents were 31-40 years, 51 respondents were 41-49 years, and 15 respondents were ≥50 years. In Spain, 27 respondents were aged 18-21 years, 91 respondents were 22-30 years, 158 respondents were 31-40 years, 200 respondents were 41-49 years, and 211 respondents were ≥50 years.
Table 1 compares the mental health status of the Spanish and Chinese samples. For the DASS-21 stress subscale (China: mean 7.79, SD 7.90; Spain: mean 14.23, SD 10.04), Spanish respondents reported significantly higher scores than Chinese respondents ($t_{1,287.27} = –13.70, P < .001, 95% CI –7.36 to –5.52$). For the DASS-21 depression subscale (China: mean 6.28, SD 7.30; Spain: mean 8.61, SD 8.80), Spanish respondents had significantly higher depression scores ($t_{1,330.70} = 5.55, P < .001, 95% CI –3.15 to –1.51$). For the DASS-21 anxiety subscale (China: mean 6.07, SD 6.87; Spain: mean 6.78, SD 8.23), there was no significant difference between the two countries ($t_{1,335.72} = –1.79, P = .07, 95% CI –1.48 to 0.07$). For the IES-R scale (China: mean 30.69, SD 16.21; Spain: mean 27.62, SD 18.67), Spanish participants had significantly lower scores than their Chinese counterparts ($t_{1,367.32} = 3.39, P = .001, 95% CI 1.30-4.85$). Nevertheless, the mean IES-R scores of respondents from both countries were greater than 24 points (ie, the cut-off score for PTSD symptoms). Table S1 in Multimedia Appendix 1 compares the mental health status of both samples across different age groups. Both Chinese and Spanish respondents showed significant differences in IES-R scores based on age category, with the 18-21 years age group having significantly higher IES-R scores than the 41-49 years and ≥50 years age groups (Spain: 18-21 years, $P = .001$; 41-49 years, $P = .02$; China: 18-21 years, $P = .02$; 41-49 years, $P = .49$). For the DASS-21 scores, Spanish respondents showed significant differences, with the 18-21 years age group reporting significantly higher depression ($P = .002$), anxiety ($P = .02$), and stress ($P < .001$) scores than those ≥50 years (Table S1, Multimedia Appendix 1).

Table 1. Scores of the Depression, Anxiety and Stress Scale–21 Items (DASS-21) and Impact of Event Scale-Revised (IES-R) for Spanish and Chinese respondents.

<table>
<thead>
<tr>
<th>Country</th>
<th>DASS-21</th>
<th>IES-R, score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depression, score (SD)</td>
<td>Anxiety, score (SD)</td>
</tr>
<tr>
<td>China</td>
<td>6.28 (7.30)</td>
<td>6.07 (6.87)</td>
</tr>
<tr>
<td>Spain</td>
<td>8.61 (8.80)</td>
<td>6.78 (8.23)</td>
</tr>
</tbody>
</table>

Association Between Variables

Demographic Characteristics and Mental Health Status

More than half the Spanish respondents were women (n=541, 78.7%), had a family size of 3 to 5 people (n=368, 53.6%), were well educated (n=516, 75.8% with a bachelor or higher degree), and were married (n=74, 10.8%). Similarly, more than half the Chinese respondents were women (n=631, 75%), had a family size of 3 to 5 people (n=676, 80.4%), were well educated (n=754, 89.2% with a bachelor or higher degree), and were married (n=699, 83.5%). A significantly higher proportion of Chinese respondents were younger, lived with more than 6 people in the same household, and had a child over 16 years ($P < .001$) (Table S2, Multimedia Appendix 1).

Among the Spanish respondents, the male gender was a protective factor associated with a lower score for the DASS-21 stress ($P = .004$) and depression ($P = .02$) subscales and IES-R ($P = .001$) while age <50 years and having a child over 16 years of age were risk factors associated with a higher score for IES-R ($P = .02$) and some of the DASS-21 subscales (stress: $P < .001$; anxiety: $P = .03$) (Table S1, Multimedia Appendix 2). Among the Chinese respondents, the male gender was associated with a lower IES-R score ($P = .01$) but a higher DASS-21 depression score ($P = .002$). Chinese people who lived in a household with 3 to 5 people ($P = .04$) and more than 6 people ($P = .03$) were associated with a higher score of IES-R compared to those who lived alone. This association was not observed in the Spanish sample.

Physical and Mental Health Parameters

Previous studies have established the association between physical symptoms and psychological outcomes during the COVID-19 outbreak [24]. For symptoms resembling COVID-19, significantly more Spanish individuals reported fever ($P < .001$), chills ($P < .001$), headache ($P < .001$), myalgia ($P < .001$), cough ($P < .001$), breathing difficulty ($P < .001$), dizziness ($P < .001$), corzya ($P < .001$), sore throat ($P < .001$), nausea and vomiting ($P < .001$), recent consultation with a doctor ($P < .001$), recent hospitalization and quarantine (IES-R: $P = .03$; anxiety: $P = .01$), recent COVID-19 testing ($P < .001$), chronic illness ($P < .001$), direct ($P < .001$) and indirect ($P < .001$) contact with someone who was COVID-19 positive, and direct contact with contaminated materials ($P < .001$) compared to the Chinese sample (Table S3, Multimedia Appendix 1). Nevertheless, significantly more Spanish respondents rated good physical health compared with the Chinese sample ($P < .001$).

Linear regression showed that headache, myalgia, and dizziness were associated with higher DASS-21 stress, anxiety, and depression and IES-R scores in both countries (Spain—headache: IES-R, $P = .002$; stress, $P < .001$; anxiety, $P < .001$; depression, $P < .001$; myalgia: IES-R, $P < .001$; stress, $P < .001$; anxiety, $P < .001$; depression, $P = .02$; China—headache: IES-R, $P = .02$; stress, $P < .001$; anxiety, $P < .001$; depression, $P < .001$; myalgia: IES-R, $P = .007$; stress, $P < .001$; anxiety, $P < .001$; depression, $P < .001$; dizziness: IES-R, $P < .001$; stress, $P < .001$; anxiety, $P < .001$; depression, $P = .007$) (Table S2, Multimedia Appendix 2). In contrast, myalgia, sore throat, and gastrointestinal symptoms were associated with higher DASS-21 stress, anxiety, and depression scores in both countries (Spain—myalgia: stress, $P < .001$; anxiety, $P = .002$; depression, $P = .02$; sore throat: stress, $P = .01$; anxiety, $P < .001$; depression, $P = .03$; gastrointestinal symptoms: stress, $P = .004$; anxiety, $P ≤ .001$; depression, $P = .007$; China—myalgia: stress, $P < .001$; anxiety, $P < .001$; depression, $P < .001$; sore throat: stress, $P < .001$; anxiety, $P < .001$; depression, $P < .001$; gastrointestinal symptoms: stress, $P < .001$; anxiety, $P < .002$; depression, $P < .001$). Recent consultation with a doctor and quarantine were associated with greater psychological impact and anxiety
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Knowledge and Views of COVID-19 and Mental Health Parameters

Spanish and Chinese respondents held significantly different views regarding knowledge and views related to COVID-19 (Table S4, Multimedia Appendix 1). For the routes of transmission, there were significantly more Spanish respondents who agreed that droplets transmitted the coronavirus ($P=.01$), as well as contact via contaminated objects ($P<.001$), but significantly more Chinese individuals agreed with airborne transmission ($P<.001$). In terms of detection and risk of contracting COVID-19, there were significantly more Spanish people who were not confident about the competency of doctors to diagnose COVID-19 ($P<.001$) and perceived a greater risk of contracting COVID-19 ($P<.001$) as well as greater chances of survival after COVID-19 infection ($P<.001$). More Spanish respondents were concerned about their relatives contracting COVID-19 ($P<.001$). There were significantly more Spanish participants who were unsatisfied with the amount of health information they received ($P<.001$). There were significantly more Spanish respondents who felt discriminated against by other countries ($P<.001$).

Precautionary Measures and Mental Health Parameters

Spanish and Chinese respondents demonstrated significantly different precautionary measures (Table S5, Multimedia Appendix 1). There were significantly more Spanish individuals who reported covering their mouths when coughing and sneezing ($P<.001$), avoiding the sharing of utensils ($P=.01$), and practicing hand hygiene ($P<.001$). More Spanish respondents felt that the COVID-19 pandemic caused unnecessary worry ($P<.001$). In contrast, there were significantly more Chinese respondents who washed their hands immediately after coughing or sneezing ($P<.001$), agreed to wear a face mask ($P<.001$), and practiced hand hygiene after touching contaminated objects ($P<.001$).

The linear regression analysis found that the avoidance of sharing utensils, covering one’s mouth when coughing and sneezing, practicing hand hygiene, and wearing a face mask were significantly associated with lower DASS-21 and IES-R scores (avoidance of sharing utensils: depression, $P=.01$; stress, $P=.02$; IES-R, $P=.01$; covering mouth when sneezing and coughing: depression, $P<.001$; anxiety, $P=.01$; stress, $P=.01$; hand hygiene—wash hands with soap: depression, $P<.001$; anxiety, $P=.002$; stress, $P=.002$; wash hands immediately after coughing and sneezing: depression, $P<.001$; anxiety, $P<.001$; stress, $P<.001$; IES-R, $P=.01$; wash hands immediately after touching contaminated objects: depression, $P=.001$; anxiety, $P=.01$; stress, $P=.002$; wearing a face mask: depression, $P<.001$; anxiety, $P=.02$; stress, $P<.001$) among Chinese respondents (Table S4, Multimedia Appendix 2). Among Spanish respondents, covering one’s mouth when coughing and sneezing and hand hygiene measures were associated with lower DASS-21 anxiety and stress subscale scores, respectively (covering mouth when coughing and sneezing: anxiety, $P=.02$; stress, $P=.02$; hand hygiene—wash hand with soap: anxiety, $P=.04$; stress, $P=.01$). Wearing a face mask was also associated with lower IES-R and DASS-21 stress scores in Spanish respondents (IES-R: $P=.01$; stress: $P=.047$). Spanish respondents who felt the COVID-19 pandemic caused unnecessary worry were associated with higher DASS-21 depression, anxiety, and stress scores (depression: $P=.01$; anxiety: $P=.03$; stress: $P=.04$). In contrast, Chinese respondents who felt that the COVID-19 pandemic had caused too much unnecessary worry were associated with lower IES-R scores ($P=.01$).

Health Information About COVID-19 and Mental Health Parameters

Spanish and Chinese participants were significantly different in terms of information needs pertaining to COVID-19. There were significantly more Chinese participants who needed regular updates; more personalized information; and data on symptoms related to COVID-19, prevention methods, management and treatment methods, the effectiveness of drugs and vaccines, the number of infected by geographical locations, travel advice, and transmission methods compared to Spanish participants ($P<.001$) (Table S6, Multimedia Appendix 1). In contrast, there were significantly more Spanish respondents who needed information on other countries’ strategies and responses than Chinese respondents ($P<.001$).
Health information on prevention methods, as well as more personalized information on transmission methods, information related to COVID-19 in general, and the effectiveness of drugs and vaccines, were associated with higher IES-R scores or higher scores for one of the DASS-21 subscales among Spanish respondents only (prevention methods: IES-R, \( P < .001 \); stress, \( P < .001 \); anxiety, \( P < .001 \); mode of transmission: IES-R, \( P < .001 \); stress, \( P < .001 \); anxiety, \( P < .001 \); depression, \( P = .01 \); personalized information: IES-R, \( P < .001 \); stress, \( P = .003 \); anxiety, \( P = .001 \); depression, \( P = .004 \); effectiveness of medication: IES-R, \( P = .003 \) (Table S5, Multimedia Appendix 2). Information on management methods and transmission methods was associated with higher IES-R scores in both Spanish and Chinese respondents (Spain: management methods, \( P < .001 \); transmission methods, \( P < .001 \); China: management methods, \( P = .04 \); transmission methods, \( P = .01 \). Travel advice and information on other countries’ responses were associated with lower depression scores only in China (travel advice: \( P = .02 \); information on other countries’ responses: \( P = .03 \)).

**Discussion**

**Principal Findings**

This is the first study to compare the physical and mental health of citizens from two COVID-19 epicenters in Europe and Asia. Spain and China faced different problems. In Spain, the number of COVID-19 cases and deaths was 5494 (98 times that of China) and 558 (186 times that of China) per 1 million population, respectively, in May 2020 [2]. The research findings rejected the null hypothesis. A significantly higher proportion of Spanish respondents reported symptoms similar to COVID-19 infection, contact history with COVID-19, and higher perceived risk of contracting COVID-19. More Spanish respondents also utilized medical services recently, but they reported less confidence in their medical services. Spanish respondents were more dissatisfied with health information; the time and types of health information were associated with adverse mental health. Spanish respondents reported significantly higher levels of depression and stress during the pandemic than Chinese participants, especially younger Spanish people (18–40 years).

Protective factors against adverse mental health in Spain included the male gender, living with an older child, and spending less time monitoring COVID-19 information. In China, the number of COVID-19 cases and deaths was 58 and 3 per 1 million population, respectively, in May 2020 [2]. Although China has a relatively lower number of COVID-19 cases and death per capita, significantly more Chinese respondents reported a higher psychological impact and discrimination by other countries. Protective factors against adverse mental health in China include smaller household sizes, higher confidence levels in their doctors, wearing face masks, and obtaining information on travel advice and other countries’ responses during the pandemic. For both countries, risk factors for adverse mental health include the presence of symptoms similar to COVID-19 infection (eg, headache, myalgia, sore throat, gastrointestinal symptoms). Protective factors for both countries included certain precautionary behaviors (eg, covering one’s mouth when coughing or sneezing, certain hand hygiene measures).

This study has provided an understanding of the differences between China and Spain, which will allow us to better prepare for the next pandemic. The higher levels of adverse mental health and lower confidence in Spanish medical services were due to the rising number of infected health care workers in Spain and the lack of effective coordination between different hospitals [34]. In contrast, the Chinese government rapidly deployed medical personnel and treated patients with COVID-19 at rapidly built hospitals [4]. This prompt action had restored public confidence in the health care system. Spain and other European countries shared four common characteristics in the early stage of the pandemic: (1) the lack of personal protection equipment (PPE) for health care workers, (2) the delay in response strategy, (3) an overstretched health care system with a shortage of hospital beds, and (4) the failure to protect vulnerable nursing home residents from COVID-19 [35]. Following the COVID-19 pandemic, European countries need to rectify the insufficiencies in the number of available health care professionals, hospital beds, and medical equipment (eg, PPE, mechanical ventilators) caused by long-term underinvestment in health services following the 2008 financial crisis [36].

Many research studies supported the benefits of face masks in blocking virus transmission in aerosols but were opposed by erroneous judgment [37]. Wearing a face mask can impede the spread of the virus from asymptomatic patients with COVID-19 [38]. Nevertheless, this study found that Spanish respondents were significantly less likely to wear face masks than Chinese ones. The Chinese government provided health information on COVID-19 transmission via contact, droplets, and through the air; personal preventive measures (eg, wearing a face mask, hand hygiene, other personal precaution); and public health measures (eg, good ventilation, social distancing, COVID-19 testing for the general population) [16]. Furthermore, the Chinese government emphasized the benefits of mask wearing due to airborne transmission and made such practice mandatory in February 2020 to reduce the coronavirus spread [39]. Besides potential benefits on physical health, wearing face masks could offer psychological benefits associated with lower IES-R and DASS-21 stress scores among Chinese and Spanish respondents. A recent epidemiological study compared the incidence of COVID-19 per 1 million in Hong Kong with a high prevalence of community-wide masking with non–mask-wearing countries. This study found that the incidence of COVID-19 in Hong Kong was 129.0 per 1 million population, which was much lower than the incidence rate of Spain (2983.2 per million population, 23 times the incidence rate of Hong Kong) [40]. During the beginning stage of the COVID-19 pandemic, Europeans held ambivalent views toward face masks due to cultural reasons. It was generally difficult for Europeans to accept the need for mask use by healthy people since mask wearing suggests vulnerability to sickness and concealment of identity. Due to the collective culture of China, Chinese individuals are more aware of the importance of wearing masks and the responsibility associated with the need to protect their health and the health of others—this sentiment
is more pronounced in China than it is in Europe. Our findings suggest that there is a need for health education with scientific information from Spanish health authorities on the use and benefits of face masks during the pandemic and implement measures to reduce social stigma.

Chinese participants reported a significantly higher level of the psychological impact associated with the COVID-19 pandemic. China, the epicenter in Asia in the early stage of the pandemic, faced other unique problems not shared by its European counterparts. A significantly higher number of Chinese people felt they were discriminated against by other countries due to COVID-19 through negative media comments. The editor-in-chief of TheLancet, Richard Horton, expressed concern for the discrimination faced by China, saying that while it is important to understand the origin and interspecies transmission of the coronavirus, it is both unhelpful and unscientific to attribute China as the origin of the COVID-19 pandemic and seek a patient zero, as such efforts could be highly stigmatizing and discriminatory [41]. Global cooperation involving an exchange of expertise, adopting effective prevention strategies, and sharing resources and technologies across different countries to form a united front to tackle the COVID-19 pandemic remains a work in progress. As physical symptoms resembling COVID-19 infection (eg, headache, myalgia, sore throat, gastrointestinal symptoms) were associated with adverse mental health in both epicenters, the lack of testing for the coronavirus could worsen anxiety and stress. There is an urgent need to develop accurate, rapid diagnostic tests for use in general practitioners’ clinics and community settings. Nevertheless, there is a need for a culturally sensitive approach to improve mental health during the pandemic. Further research is required to understand the perception of Spanish individuals toward health information related to COVID-19 and explore the underlying reasons between adverse mental health and health information (eg, symptoms, prevention methods, transmission methods, and personalized information). Furthermore, online psychological intervention such as internet-delivered cognitive behavioral therapy is a cost-effective treatment [42] and can reduce psychological symptoms [43] and challenge negative thoughts. Online psychological treatment can be conducted without face-to-face contact, thereby adhering to lockdown and social distancing measures during the pandemic.

**Strengths and Limitations**

The main strength of this study lies in the fact that we performed in-depth analyses and studied the relationship between psychological outcomes and other variables related to COVID-19 in the two largest epicenters in Europe and Asia during the early stage of the pandemic. However, there are several limitations to be considered when interpreting the results. One major limitation was the potential risk of sampling bias, although respondents came from 159 cities from China and all 19 autonomous regions in Spain. This bias could be due to the online administration of the questionnaires; further, the majority of respondents from both countries had a good educational background and internet access. We could not reach out to potential respondents without internet access. The research findings should be interpreted with caution as the respondents might not be representative of the population, and the demographic data were not normally distributed. Nevertheless, it is important to compare mental health between two epicenters across two continents during the early stage of the pandemic as such a study cannot be done after the pandemic. Another major limitation is that Spanish and Chinese respondents were not matched by age as the Spanish respondents were significantly older and more likely to be unmarried compared to their Chinese counterparts. The differences observed between the Spanish and Chinese participants could be due to intrinsic differences in age and other demographic factors. Another limitation is that we were unable to calculate the response rate. For potential respondents who were not keen to participate in the online survey, no response was recorded, and we could not collect any information from them due to ethical requirements. Furthermore, we could only include one country from Asia and Europe because not all universities had agreements for collaboration and research data exchange. Our findings cannot be generalized to other epicenters in Asia and Europe (eg, Italy and the Lombardy region) [44]. Finally, this is a cross-sectional study, and we demonstrated an association but not a causal relationship between the independent variables and psychological outcomes.

**Conclusions**

COVID-19 epicenters in Europe and Asia faced different challenges. Due to a higher number of COVID-19 cases per capita in Spain and lack of previous health care system experience in dealing with the SARS outbreak, Spanish respondents reported more physical symptoms, contact history with COVID-19, higher perceived risk of contracting COVID-19, and frequent use of but less confidence in medical services. Spanish participants reported higher levels of stress and depression, while Chinese participants reported higher levels of psychological impact. Chinese respondents encountered more discrimination from other countries. There were cultural differences regarding the use of face masks and satisfaction with health information related to COVID-19. Spanish respondents were less likely to wear face masks. Spanish respondents were more dissatisfied with health information; the timing and types of health information were associated with adverse mental health parameters. Our findings also confirmed that physical symptoms resembling COVID-19 infection (eg, headache, myalgia, sore throat, gastrointestinal symptoms) were associated with adverse mental health in China and Spain.
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Abstract

Background: Governments promote behavioral policies such as social distancing and phased reopening to control the spread of COVID-19. Digital phenotyping helps promote the compliance with these policies through the personalized behavioral knowledge it produces.

Objective: This study investigated the value of smartphone-derived digital phenotypes in (1) analyzing individuals' compliance with COVID-19 policies through behavioral responses and (2) suggesting ways to personalize communication through those policies.

Methods: We conducted longitudinal experiments that started before the outbreak of COVID-19 and continued during the pandemic. A total of 16 participants were recruited before the pandemic, and a smartphone sensing app was installed for each of them. We then assessed individual compliance with COVID-19 policies and their impact on habitual behaviors.

Results: Our results show a significant change in people’s mobility ($P<.001$) as a result of COVID-19 regulations, from an average of 10 visited places every week to approximately 2 places a week. We also discussed our results within the context of nudges used by the National Health Service in the United Kingdom to promote COVID-19 regulations.

Conclusions: Our findings show that digital phenotyping has substantial value in understanding people’s behavior during a pandemic. Behavioral features extracted from digital phenotypes can facilitate the personalization of and compliance with behavioral policies. A rule-based messaging system can be implemented to deliver nudges on the basis of digital phenotyping.

(JMIR Form Res 2021;5(5):e23461) doi:10.2196/23461
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Introduction

Background
COVID-19 is a highly contagious disease with confirmed cases in more than 188 countries as between December 2019 and June 2020, resulting in a global pandemic [1]. To control the spread of COVID-19, governments have enforced behavioral policies, such as stay-at-home and social distancing measures, which limit the usual patterns of human interaction [2,3]. The potential risk of problems with social isolation [4] complicates the implementation of these policies, which places an additional responsibility on governments to maintain mental health throughout the pandemic.
Currently, governments rely on communication campaigns to persuade people to adhere to COVID-19 behavioral policies and reduce disease spread. Health agencies, such as the National Health service (NHS) in the United Kingdom, design communication in a way that encourages the application of the promoted behaviors while avoiding problems related to social isolation. This approach to communications design employs behavioral insights derived from scientific studies to deliver behavioral guidance [5]. The communications resulting from this process are called “nudges” [6].

Despite the critical role of these campaigns in elevating community awareness, they are not designed to reflect differently when people exhibit different behavioral responses to the promoted procedures. Digital devices including smartphones can be used to recognize behavioral differences. Accordingly, communications can be personalized and contextualized on the basis of the individual’s behavior. Smartphones facilitate the capturing of behavioral features through the continuous and unobtrusive collection of sensor and interaction data; this process is known as “digital phenotyping.”

In this study, we show how an individual’s behavioral reactions to COVID-19 policies can be observed through digital phenotyping. Subsequently, we suggest a personalized way of delivering nudges designed around the individual’s reactions to the enforced regulations. We report 2 longitudinal studies that started before the outbreak of the pandemic to collect digital phenotypes. Our studies allow us to observe the impact on the overall behavior before and during the outbreak. Additionally, we observed the impact of COVID-19 on habitual behaviors and the uptake of new apps.

Our primary research contribution is the introduction of an approach that employs behavioral differences derived from digital phenotyping in the design of personalized nudges. Although we did not conduct an experiment to measure the real-time effects of personalized nudges, the proposed nudges conform to the general guidelines in behavioral science and are expected to improve individual compliance to them. Moreover, the development of mental health issues as a result of lockdown policies can be observed through digital phenotyping and better addressed through personalized nudges.

Related Work

With the popularity and evolution of personal electronic devices, people are producing an increasing number of digital footprints such as those generated through web-based communication and mobile device usage. These footprints can be linked and analyzed with clinical data to create an individualized, nuanced view of human disease, which is called a “digital phenotype” [7]. In 2015, a digital phenotype was defined by Jukka-Pekka Onnela as the “moment-by-moment quantification of the individual-level human phenotype in-situ using data from smartphones and other personal digital devices” [8]. Digital phenotyping has become one of the most innovative approaches to enhance health and wellness via human-computer interactions through digital technology.

Nowadays, smartphones have become the one of the ideal tools for digital phenotyping. Smartphones are the hub of personal communication, and almost everyone has a smartphone. Although smartphones are not specially designed for behavioral research, they can collect a large amount of related data directly and instantly with ecological validity. Social interaction on smartphones, including calls, messages, emails, and social media usage, can be captured without difficulty. Thus, social sensing could be less intrusive on smartphones than on any other device. Embedded multiple power sensors also empower smartphones as an efficient tool to record the surrounding social context. For example, raw data from sensors such as microphones, the global positioning system (GPS), and accelerometers can be gathered and interpreted as conversation engagement, mobility patterns, and the number of encounters to infer social interaction occurring outside of smartphones. Thus, smartphones could be one of the most applicable ways of passive societal digital phenotyping.

Digital phenotyping on smartphones has been utilized in various fields, especially psychological and health-related studies. Abdullah et al [9] collected phone usage patterns to detect and predict discrepancies in sleep rhythms. Furthermore, LiKamWa et al [10] analyzed call, message, or email contacts and location clusters from smartphones to infer users’ daily mood. Farhan et al [11] combined the locations and activities from participants’ smartphones to predict depression. Boukhechba et al [12] explored the association of social anxiety with GPS and communication patterns. To confirm the findings and observations of passively collected smartphone data, all these studies asked for participants’ input through various means including interviews, focus groups, and questionnaires. All these studies claimed to have relatively high accuracy. Albeit with different aims, our study similarly implemented these smartphone monitoring technologies. We collected data before and during the COVID-19 lockdown, which provided us an opportunity to observe individual behavioral changes. We also conducted interviews with our study participants to verify our findings.

Methods

Methods Overview

We used behavioral indicators for the COVID-19 policies as proxies that would help us observe the adoption of the desired change by people. Our approach relies on transforming raw smartphone data collected longitudinally (ie, digital phenotypes) into behavioral features. Distance travelled and time spent at home by a person are examples of features derived from raw location data (ie, timestamped longitude and latitude attributes). The detection of behavioral indicators is achieved at the level of behavioral features rather than the raw data. This is because behavioral indicators are manifested at a higher level of human understanding expressible by those features. In the following section, we detail the behavioral features and their roles in recognizing the behavioral indicators of the proposed policies. For this disease, transmitted through close contact, reducing the possibility of an uninfected person having physical contact with an infected person may be the only effective way to suppress
the transmission of the disease. Since the onset of the COVID-19 pandemic, governments worldwide enforced a series of behavioral policies based on this concept to control the spread of this highly infectious disease. For example, the government of the United Kingdom instructed individuals to stay home as much as possible, to limit contact with those from other households, and to maintain distance from others when stepping out of home (2 meters apart where possible) [13]. Other measures include school closures, working from home, cancellation of mass gatherings, and travel restrictions. These policies are referred to as “social distancing” or “physical distancing” policies.

**Stay-at-Home Measures**

Deriving behavioral indicators of social distancing from smartphone data was our primary consideration. There are some existing studies on the mobility responses to COVID-19; for instance, a previous study [14] analyzed public geolocated Twitter data to measure the travel behaviors of users. Allcott et al [16] combined surveys and GPS foot traffic patterns to observe partisan differences in social distancing. They reported a substantial reduction in the mobility of people in the United States, albeit with partisan gaps in beliefs and behavior. Similarly, we can expect that our participants should spend almost all their time at home and to limit the time and number of places when stepping out, which is usually only for essential shopping owing to the implementation of social distancing measures. These behavioral changes can be acquired from raw GPS data. Since participants’ smartphones record latitude and longitude attributes continuously, their distance from home can always be calculated. Thus, we can determine the time and frequency of their trips outside of home.

Furthermore, social distancing measures can bring about adverse effects, especially on mental health. Some of these reported effects include stress, anxiety and depression, and panic [16]. To maintain mental well-being and while at home, people may find alternative methods of communication to replace their regular face-to-face interactions. Phone calls, messages, video chatting, and social media are possible substitutions people may choose; accordingly, a potential increase in the use of these communication methods is expected. With the various data sources, we could draw a comprehensive and personalized picture of how people react to the impact of COVID-19 restrictions.

**Social Distancing Measures**

Social distancing implies that people should meet fewer people than they would during normal times. Bluetooth signals are an effective reference for face-to-face interaction recorded on smartphones. Nowadays, almost everyone carries a smartphone, and almost every smartphone is equipped with Bluetooth technology, which scans surrounding signals and reports its identity continuously in a short range. Thus, every newly captured Bluetooth entry could potentially represent a new person in close proximity [16]. This technology has been wildly used in the field to estimate face-to-face proximity [18]. Although it is not fully accurate because of the physical position of the smartphone and surrounding environments, it can still provide a trend that people have less face-to-face interactions. Hence, owing to the social distancing policy, a reduction in the number of unique Bluetooth signals is expected. Theoretically, this would indicate whether our participants adhere to the rules of staying at home and avoiding others visiting their household.

Moreover, social distancing has also affected people when they go for essential shopping. Many grocery stores have a limited number of people in their branches and have introduced directional floor markings to help shoppers maintain a 2-meter distance from one another [19]. This policy could reduce the capacity of crowded grocery stores, and fewer people are expected to be in close proximity to our participants compared to the time before social distancing measures were implemented. Thus, from Bluetooth signals, we could expect a reduction in the number of unique devices from a single scan.

**Experiments**

We report results from 2 longitudinal studies conducted to gather smartphones’ digital phenotypes. Both studies were underway prior to, and continued through, large-scale transmission of COVID-19 and associated social distancing behaviors.

**Participants**

The studies were reviewed and approved by the Department of Computer Science Ethics Committee at the University. A total of 16 participants were recruited (4 males and 4 females per experiment) through the university database and websites. The 2 experiments recruited individuals from different populations in the United Kingdom: (1) students and (2) patients with a diagnosis of Parkinson disease (aged 63-75 years).

The 2 studies used smartphones to capture data on the participants’ activities. Both experiments rely on the same sensing platform.

**Instrument**

In this study, we used smartphones as independent sensing tools to retrieve participants’ behavioral data. The AWARE sensing platform [20] and developed plug-ins were deployed on participants’ smartphone as a monitor app. Under the approval of the ethics committee, different kinds of data, including calls, messages, social media app usage, smartphone usage, notifications, locations, Bluetooth signals, and Wi-Fi signals were collected passively. The content of sensitive communications, such as calls, messages, and conversations, was not recorded. All these data were processed to maintain the anonymity and confidentiality of all participants. All data sources are summarized in Table 1.

Participants were asked to attend an introductory interview to obtain information on our study and to clarify any of their doubts. On obtaining formal approval from the participants, the AWARE app was installed on their smartphones. Participants were asked to keep the installed app running and use their phones as they normally do. An offline analysis was conducted on data synced with the backend AWARE server.
### Table 1. Sources of the collected digital phenotypes with data descriptions.

<table>
<thead>
<tr>
<th>Source</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global positioning system</td>
<td>Location coordinates (longitude and latitude).</td>
</tr>
<tr>
<td>Weather</td>
<td>Temperature, humidity, pressure, wind speed, cloudiness, amount of rain and snow, and times of sunrise and sunset.</td>
</tr>
<tr>
<td>Apps</td>
<td>App usage data.</td>
</tr>
<tr>
<td>Notifications</td>
<td>All notifications generated by any app installed on the phone.</td>
</tr>
<tr>
<td>Screen usage</td>
<td>Screen interactions and visited websites.</td>
</tr>
<tr>
<td>Wi-Fi signals</td>
<td>Access points.</td>
</tr>
<tr>
<td>Bluetooth signals</td>
<td>Nearby devices.</td>
</tr>
<tr>
<td>Battery status</td>
<td>Charging status, charging start time, charging end time, discharging start time, and discharging end time.</td>
</tr>
<tr>
<td>Calls</td>
<td>Call types (outgoing, incoming, and missed calls) and times. Numbers are stored in an encrypted format.</td>
</tr>
<tr>
<td>Keyboard</td>
<td>Time and the typed letters (numbers and emails are replaced with asterisks).</td>
</tr>
<tr>
<td>Consent form</td>
<td>Name and signature.</td>
</tr>
<tr>
<td>Questionnaire</td>
<td>We asked about interests, which we inferred from the data.</td>
</tr>
<tr>
<td>Activity recognition</td>
<td>Tilting, running, being within a vehicle, walking, being on a bicycle, and traveling on foot.</td>
</tr>
</tbody>
</table>

### Results

#### Results Overview

This section discusses the results obtained from the responses to the stay-at-home and social distancing policies. To show how digital phenotyping can help understand behavioral responses to these policies, we selected a prototypical participant who exemplified the general behavioral responses exhibited by all participants, in each subsection, except for Figure 1, which represents all participants. Our experiments started at different times; therefore, the lockdown timelines for each participant may differ. The behavioral responses to COVID-19 were captured despite the differences in the lockdown week. It was intended per our experimental design to have participants adhere to these policies at different times because participants were individually assessed, and no extrapolation among other participants was intended.

#### Figure 1. Impact of the stay-at-home policy on mobility behavior.

- **(A)** Average number of visited places before and after the lockdown for all participants.
- **(B)** Average number of visited places before and after the lockdown for each group.

#### Stay-at-Home Measures

Mobility patterns for participants in both experiments significantly decreased as a result of the compliance with the stay-at-home policy \((P<0.001)\) (Figure 1A). Before the lockdown, the average number of places visited was slightly lesser among patients with Parkinson disease than among the students (Figure 1B). However, a patient with Parkinson disease and a student...
may exhibit similar responses to the stay-at-home policy. Thus, individuals of the same group can exhibit a pattern that is different from the average behavior of their corresponding groups. Thus, individual analysis of digital phenotypes would help better understand people’s compliance with the suggested policies.

Participants exhibited similar behavioral responses to COVID-19 regulations. We selected a participant who exemplifies the behavioral responses to present the results. We divided the participant’s behavior window by week (Monday to Sunday), such that a whole cycle of a weekly social routine could be acquired. The stop point detection algorithms were applied for raw GPS data, such that the place of residence of the participant could be extracted. We used the algorithm proposed by Li et al [21] to extract stop points. The algorithm processes data points sequentially, and stop points are defined on the basis of predefined time and distance thresholds. Furthermore, we considered the location where participants spend most of their time of the day as their home. We used Foursquare [22] to determine the names of places, which allows for a better understanding of location semantics. By summing up the calculated results of the algorithm, the length of time participants spend at home and time spent by participants outside of home per week were obtained.

Another indicator is Bluetooth signals. As mentioned before, a scanned unique Bluetooth device could represent a person in close proximity. With everyone staying at home, fewer new identified Bluetooth entries were expected to be recorded. The time spent outside of home was usually below 30 minutes, but identified Bluetooth entries were all above 1000. To easily observe the similar trend of time spent outside of home and the number of new identified Bluetooth entries, we normalized the actual data so they can be plotted on the same graph. As illustrated in Figure 2, a clear boundary was observed, in that the participant went outside of home fewer times and presented decreased unique Bluetooth entries. Although fluctuations continue, the edge appeared around week 9; that is, March 15-22. This was the week before a lockdown was officially declared in the United Kingdom. Thus, it was observed that this participant perceived the stay-at-home policy and obeyed it objectively.

Figure 3 shows the impact of the “stay-at-home” policy on participant mobility. The figure represents the mobility behavior of participants who reside in the United Kingdom. Starting from week 12, the number of visited locations drastically decreased from an average of 7 locations to 2 locations. The 2 locations are the participant’s home and a grocery store. To motivate this participant to comply with the stay-at-home policy, options for the delivery of grocery items or shopping times can be communicated.

Figure 2. Normalized unique Bluetooth signals and time spent out of home of a participant before and after the lock-down.
Social Distancing Measures

As described before, in accordance with the social distancing policy, people have to stay further away from each other than they would during normal times. Because of the capability of the Bluetooth technology, fewer scanned entries would be expected at a time. In this example, we also separated the data into natural weeks and combined all Bluetooth records within that week. Then, we divided this number by the total times for the scans to calculate the average 1-time Bluetooth discovery. As shown in Figure 4, the average 1-time Bluetooth entries decreased around week 9, which is the first week of the official lockdown in the United Kingdom. This potentially indicates that the participant maintained social distance with others and met fewer people during the lockdown.

The results of our experiment show that the participants complied with COVID-19 policies. Participants managed to stay at home and adapt to the requested changes. However, to stay connected, the participant data show corresponding changes in app usage. The usage of social media apps, phone calls, and video conferences increased for most participants compared to the period before the lockdown. Figure 5 shows the app usage of a participant before and during the pandemic. Instagram was used the longest at 19.50 hours of usage, whereas the time spent on the Houseparty app was 9.27 hours. Values were normalized to easily observe the trend and be consistent with observations from other sources. The lockdown started during week 3. Consequently, the usage of apps, such as Facebook Messenger, WhatsApp, and Discord, has increased.

In contrast, 2 participants presented a decline in phone usage during the lockdown. When interviewed, the participants indicated that they started to use their personal computers and smart televisions more to accomplish the same tasks they previously did with smartphones.
Figure 4. Average 1-time Bluetooth entries before and after the lockdown.

Figure 5. Normalized duration scores for a participant before and during the pandemic. The participant was enrolled in the first week of March and the lockdown started after the third week of data collection.
Discussion

Principal Findings

The reported results show that actionable information can be derived from digital phenotyping. The information derived from understanding participants’ compliance, as well as the behavioral impact, can be used in personalized behavioral interventions. Behavioral nudges are used as an effective approach to promote behavioral changes. The NHS in the United Kingdom employs behavioral principles, such as reducing the cognitive load, to communicate nudges. We use actual text messages delivered by the NHS during the pandemic to demonstrate the potential benefit of personalization based on digital phenotyping. We show how a personalized understanding can be leveraged for more traction nudges and just-in-time intervention. The Behavioural Insights (BI) team [23] and the NHS have collaborated to nudge approximately 2 million people through text messages. The recipients of these nudges include people at the highest risk of developing critical complications should they contract the disease. The BI team employ the following behavioral principles to produce the content of a nudge (ie, the delivered text message).

1. Selection of the appropriate communication channel: since smartphones apps introduce multiple communication channels (eg, SMS, WhatsApp, and Messenger), personal preferences vary. The NHS and BI team have selected SMS as their preferred method on the basis of a study that shows that 85% of 600 participants do not mind receiving text messages on their personal devices from the NHS [24].

2. Minimization of confusion and the cognitive load: the key ideas should be delivered in a language that is understandable by laypeople. Additionally, the messages should be clear to avoid confusion and misunderstanding that may quickly spread and negatively impact people.

3. Drawing on scientific behavioral findings: insights derived from behavioral and psychological studies are used to design nudges. For instance, it has been suggested that providing the rationale can help manage people’s mental health when quarantined. Accordingly, the NHS and BI team comply with that when designing nudges.

4. Signifying the key points: owing to the limitation of text messages, the NHS and BI team have to summarize extended guidelines into short messages. Accordingly, they designed messages such that the key ideas are prioritized.

These behavioral principles are population-based, which has been reflected on the content of the nudge. M1, M2, and M3 (Table 2) are examples of 3 nudges that are delivered in accordance with these principles. We hypothesize that digital phenotyping can better improve the content and delivery of these nudges through personalization. For instance, the predicate of M1 can be tailored in accordance with the participant’s status as follows. We can predict whether or not a person lives alone from the digital phenotypes. Accordingly, 2 versions of the message can be prepared to deliver a personalized nudge. Versions can be tailored on the basis of the predicted status, age, or other demographics predictable through digital phenotyping.

Table 2. Text messages used by the National Health Service of the United Kingdom for nudging and our proposed personalization.

<table>
<thead>
<tr>
<th>Code</th>
<th>Goal</th>
<th>Text message by the National Health Service of the United Kingdom</th>
<th>Personalization suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>Nudge to establish social responsibility and stay connected</td>
<td>“If you live alone, text a friend or a family member to let them know you are following advice to stay at home until it is safer to mix with others. Plan to chat to someone over the phone at least once a day.”</td>
<td>If a participant chats regularly or lives with others, do not send the message and prevent overmessaging.</td>
</tr>
<tr>
<td>M2</td>
<td>Nudge to maintain a normal routine and ease anxiety</td>
<td>“Try to stick as closely as you can to your typical daily routine.”</td>
<td>If a participant frequents the cinemas, send the following message: “Watch a movie and try to stick as closely as you can to your typical daily routine.”</td>
</tr>
<tr>
<td>M3</td>
<td>Nudge to preserve mental health</td>
<td>“Are there things you enjoy doing at home that you usually don’t have time for?”</td>
<td>If a participant reports home activity, do not send the message and prevent overmessaging.</td>
</tr>
</tbody>
</table>

Digital phenotypes can also improve M2. For instance, an individual used to go to the cinema on Saturdays. Instead of delivering a general nudge about adhering to the typical routine, we can nudge the participant to watch a movie every Saturday during the pandemic. Thus, the typical routine can be embraced, and the delivery of the nudge can be contextualized (ie, just-in-time intervention). Adhering to typical routines can improve the mental health of individuals and reduce the negative impact of COVID-19 policies.

The information derived from digital phenotyping can also be used to prevent overmessaging. M1 encourages participants to chat with others to stay connected. If the derived data show that a participant regularly chats with others, there is no need to send M1. We speculate that crafting messages on the basis of both data and behavioral principles as well as introducing fewer messages is expected to provide better results. However, actual field testing is required to scientifically measure the real effect of doing so.

Although our approach demonstrates a potential way of producing personalized nudges, it can be reflected in existing behavioral change frameworks such as the behavioral change wheel [25]. For instance, the framework of the behavioral change wheel identifies 3 main stages to the behavioral change: (1) understanding the behavior to be changed, (2) deciding on the intervention function, and (3) selecting the mode of delivery. We profile and understand the individuals’ behaviors through digital phenotyping. Incentivization and persuasion are intervention functions that shape nudgeing [18]. Communication
as a delivery mode is then used to deliver text messages that nudge people to exhibit the desired behavior.

We are aware of the privacy concerns that may hinder the measurements and implementation of personalized nudges. However, apps can be designed in a way that allows people to partially share information in accordance with their needs. For instance, an individual may choose to share the location data only if diagnosed with COVID-19, to trace and limit the spread of the disease to others. Another individual may choose to share his/her data to receive personalized nudges that help him/her adhere to the daily routine (M2). Nevertheless, in these cases and others, personal behaviors are privately phenotyped, and it is up to the person whether or not to share the collected data. Alternatively, messages can be packaged with the app and delivered to participants on the basis of the outcome of a decision tree.

Stay-at-home, social distancing, and other policies are primarily behavioral measures aimed at changing individuals’ behaviors to ensure that the risk of contracting the disease is reduced. From this standpoint, behavioral change frameworks (e.g., nudging and the behavioral change wheel) can be relied upon to support the implementation of these behavioral policies. The use of digital phenotyping in activating these frameworks provides an opportunity to personalize the delivery of these policies on the basis of each individual’s data. Individuals, institutions, and governments can benefit from such personalization in containing the spread of the virus. Governments may choose to develop apps that have behavioral policies implemented as built-in messages. The delivery of these messages is designed to adapt in accordance with the exhibited behaviors. Individuals who stayed at home (according to digital phenotyping) will not receive messages encouraging them to do so. This decision and others related to message delivery are made locally, on the individual’s phone, without compromising his/her privacy. However, individuals who test positive can help governments reduce the potential impacts on others by voluntarily sharing their latest mobility behaviors.

Besides generating personalized nudges, digital phenotyping shows its capability to observe people’s behavior on an individual level. In the context of the COVID-19 pandemic, digital phenotyping has great potential for various implementations. Some of the COVID-19 tracking apps such as TraceTogether in Singapore and COVIDSafe in Australia have used Bluetooth technology embedded in smartphones as their primary contact tracing tool [26]. People are encouraged to install these apps so they can know if they have been in close contact with individuals who have tested positive for COVID-19. Institutions such as universities can implement digital phenotyping as innovative methods to study the traditional physiological or societal questions, since no face-to-face settlement is needed. Care facilities could also have digital phenotyping apps installed on their clients’ smartphones, such that their issues can be noted without face-to-face reporting. Moreover, the large amount of personal and longitudinal digital phenotyping data could provide policymakers with a deeper understanding of the impact of COVID-19 on a sample of the population. This would shed light on how people actually react to these policies, rather than only determining the infection rate.

Conclusions
This study shows how digital phenotyping can be of value in understanding people’s behavior during a pandemic. Behavioral features extracted from digital phenotypes represent the cornerstone that facilitates the personalization of and compliance with behavioral policies. We presented examples of using Bluetooth, GPS, and app usage data to analyze behavioral responses to COVID-19 policies. Additional sources can be further investigated, such as accelerometers and their role in understanding if people pause more to maintain safe distance.

To encourage the large-scale adaptation of digital phenotyping, governments can emphasize the potential benefits of public health and maintaining mental health. To preserve privacy, an individual’s data are stored locally, and he/she can make the ultimate decision on what to share and to whom the access is granted.

A rule-based messaging implementation can be used to deliver nudges on the basis of the analysis of digital phenotyping. In future studies, we intend to examine the impact of these suggested messages on a sample of the population to measure the impact of preventing overmessaging. Conducting a real-world experiment would also enable us to assess whether having more tailored messages would yield the expected benefits.
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Abstract

Background: Italy was the first country to largely experience the COVID-19 epidemic among other Western countries during the so-called first wave of the COVID-19 pandemic. Proper management of an increasing number of home-quarantined individuals created a significant challenge for health care authorities and professionals. This was especially true when considering the importance of remote surveillance to detect signs of disease progression and consequently regulate access to hospitals and intensive care units on a priority basis.

Objective: In this paper, we report on an initiative promoted to cope with the first wave of the COVID-19 epidemic in the Spring/Summer of 2020, in the Autonomous Province of Trento, Italy. A purposefully built app named TreCovid19 was designed to provide dedicated health care staff with a ready-to-use tool for remotely monitoring patients with progressive symptoms of COVID-19, who were home-quarantined during the first wave of the epidemic, and to focus on those patients who, based on their self-reported clinical data, required a quick response from health care professionals.

Methods: TreCovid19 was rapidly developed to facilitate the monitoring of a selected number of home-quarantined patients with COVID-19 during the very first epidemic wave. The app was built on top of an existing eHealth platform, already in use by the local health authority to provide home care, with the following functionalities: (1) to securely collect and link demographic and clinical information related to the patients and (2) to provide a two-way communication between a multidisciplinary health care team and home-quarantined patients. The system supported patients to self-assess their condition and update the multidisciplinary team on their health status. The system was used between March and June 2020 in the province of Trento.

Results: A dedicated multidisciplinary group of health care professionals adopted the platform over a period of approximately 3 months (from March-end to June 2020) to monitor a total of 170 patients with confirmed COVID-19 during home quarantine. All patients used the system until the end of the initiative. The TreCovid19 system has provided useful insights of possible viability and impact of a technological–organizational asset to manage a potentially critical workload for the health care staff involved in
the periodic monitoring of a relevant number of quarantined patients, notwithstanding its limitations given the rapid implementation of the whole initiative.

Conclusions: The technological and organizational model adopted in response to the COVID-19 pandemic was developed and finalized in a relatively short period during the initial few weeks of the epidemic. The system successfully supported the health care staff involved in the periodic monitoring of an increasing number of home-quarantined patients and provided valuable data in terms of disease surveillance.

\[(JMIR Form Res 2021;5(5):e25713)\] \(\text{doi:10.2196/25713}\)
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Introduction

Since the first cases were reported in December 2019, the COVID-19 outbreak caused by the novel coronavirus SARS-CoV-2 has spread rapidly, creating an unprecedented challenge to health care systems worldwide [1].

The COVID-19 pandemic has considerably altered health care systems worldwide and put at risk their sustainability, while boosting the adoption of telemedicine, which has been designed to address the challenges related to patients with COVID-19 [2]. During the pandemic, medical institutions were rapidly facing a massive tsunami of patients requiring hospital treatment, with critical consequences in terms of health care staff workload and dwindling of medical care resources. To prevent the collapse of the global health care system, many countries have advocated for infected patients with mild symptoms to stay at home and self-quarantine [3]. However, it has been observed that the condition of some home-quarantined patients became severe or critical as the disease progressed [4], leading to a delay in timely treatment and hospitalization of these patients and, consequently, rapid deterioration or even death.

Italy was the first country to largely experience the COVID-19 epidemic among other Western countries, and the first country in Europe to impose a general lockdown in March 2020 so as to limit the spread of COVID-19 [5]. From an epidemiological perspective, the COVID-19 epidemic had spread at varying levels across the different regions of Italy with a significant geographic heterogeneity in terms of the number of cases and dynamics of the outbreak [6]. The first cases (n=4) officially reported in the Autonomous Province of Trento (PAT) were identified on March 3, 2020, whereas by the end of March, the number of individuals infected with COVID-19 increased to 2529. In terms of individuals infected per day, the peak of the first wave was reached on March 21, 2020, with 239 newly infected patients, whereas the highest number of daily deaths (n=18) was reached on March 30, 2020. The massive scale-up of infected patients exposed the provincial health care system to an urgent, wide, and rapid organizational and logistic rearrangement during the course of the very first epidemic wave.

In fact, within 4 weeks of the very first cases reported, an exponentially increasing number of patients needed monitoring, active support, and prompt hospitalization, and a significant proportion of patients required intensive care. The peak of the burden for health care services was reached on April 8, 2020, with 311 patients hospitalized in an infectious diseases department, 77 patients managed in intensive care units, and 43 patients managed in high-intensity units. Only 3 months from the very onset of the pandemic, June 2, 2020, was the first day with 0 COVID-19 cases reported in the province of Trento, whereas the last infected patient was discharged from the intensive care unit on June 12, 2020.

The COVID-19 pandemic had suddenly exposed deficiencies in the whole health care system, revealing high uncertainty on key issues such as increasing difficulty in tracing the exact transmission route of the virus, inadequacy of the diagnostic testing system, and the lack of clear monitoring procedures in the case of home-quarantined patients and therapeutic approaches [7]. Ensuring proper management of an increasing number of home-quarantined individuals posed a demanding challenge to the health care authorities and professionals, considering the key role of strict monitoring in order to detect disease aggravation in view of prompt hospitalization and regulating access to hospitals and intensive care units only when needed.

Within this critical and rapidly changing scenario, there was a scattered phenomenon of swift and spontaneous—albeit valuable—attempts to adopt digital tools to support the health care system in dealing with this unexpected epidemic, particularly in the field of remote monitoring. Although some forms of remote monitoring of home-quarantined patients have been implemented in other countries during the very first stage of the pandemic [8,9], no such initiatives were undertaken in Italy. At the same time, the COVID-19 pandemic has been considered as a missed opportunity to improve telemedicine [6,10], which is still a scattered and embryonic phenomenon at the national level.

In this paper, we report on the initiative designed and implemented to cope with the first wave of the COVID-19 epidemic in Spring/Summer 2020 in the province of Trento, Italy. In the very first weeks after the outbreak, a telemedicine tool was purposefully developed to provide home-quarantined patients with COVID-19 with an app named TreCovid19. The app was linked to an already existing telemedicine system that was in use by nurses who provided home care. The app and the platform were set up within an extremely short period to enable an automated monitoring system supporting health care staff when dealing with an ever-increasing number of infected patients. This was achieved by merging organizational and technological components, that is, by embedding a telehealth service and related activities into the framework of health care...
procedures put in place to face the epidemic’s impact, particularly in terms of monitoring of home-quarantined patients.

The TreCovid19 tool was developed within an initiative promoted and coordinated by the Competence Centre on Digital Health of PAT, TrentinoSalute4.0 (TS4.0) [11].

Methods

**Contextual Factors: Collaboration Among Health Care Bodies in Trentino**

A key component of the initiative described in the present case study lies in a specific contextual factor characterizing the collaboration between health care bodies and policy and research stakeholders in the province of Trento. TS4.0 was formally established in 2016 with an Act of the local government as a partnership among three relevant stakeholders in Trentino: the Department of Health and Social Policies of PAT, the local Healthcare Trust of the Autonomous Province of Trento (Azienda Provinciale per i Servizi Sanitari [APSS]), and the Bruno Kessler Foundation (FKB)—a research entity with particular focus on the applicable dimension of technology in the field of digital health. This alliance has been established for strengthening cooperation among the three institutions and coordinating the eHealth agenda in Trentino; in May 2020, TS4.0 officially became a Joint Research Unit. Specific financial funding has been allocated by the province of Trento to support TS4.0 coordination activities, whereas a specific TS4.0 Steering Committee has been formed comprising representatives of the partner institutions (ie, PAT, APSS, and FKB). The Steering Committee is in charge of defining and approving the overall strategy of TS4.0 and prioritizing areas of action, as well as monitoring a smooth implementation of related activities. In recent years, this pre-existing framework of collaboration has provided a solid basis to a number of initiatives in the field of digital health (from piloting to the delivery of eHealth services), including telemedicine projects [12].

**Organizational Response**

In view of the first epidemic wave in the province of Trento, health care authorities set up a COVID-19 Special Unit, established to deliver a general strategy to cope with the pandemic and to ensure proper management of positive cases, from monitoring to hospitalization and treatment. This unit was strongly linked with PAT (in particular, with the Department of Health and Social Policies), as well as with the Directorate General of APSS, in order to ensure proper decision-making. The COVID-19 Special Unit was also linked with ad hoc contact points within different public health institutions at the local level (eg, hospitals and local districts). Patients with a probable or confirmed COVID-19 infection were reported to this unit through different channels, namely, the provincial registry of citizens with positive swabs, the prevention department, and via general practitioners (GPs).

The monitoring of home-quarantined patients with COVID-19 was considered a key component in the management of the epidemic, particularly in the first phase of the outbreak. This was despite the fact that it represented a challenging action considering the relative uncertainty about clinical manifestations and related indicators in the early stage of the epidemic [7]. Therefore, within the COVID-19 Special Unit, a selected group of health care professionals were put in charge of monitoring patients at the provincial level, namely, 2 medical doctors and 2 nurse coordinators were in charge of managing and coordinating the monitoring activities and 13 nurses, 2 medical doctors (specialists), and 1 medical doctor from the Special Continuity Care Unit (so-called Unità Speciali di Continuità Assistenziale [USCA]) were in charge of performing the actual monitoring of COVID-19–positive cases. A total of nearly 80 health care professionals were also involved in the monitoring phase at the community level. The monitoring of home-quarantined patients was initially set up using the following procedure: medical doctors and nurses from the COVID-19 Special Unit phoned the home-quarantined patients twice a day (morning and afternoon) to collect information about their clinical status and progression of disease symptoms (if any). Data collected included the patients’ self-reported body temperature, perceived pain, level of fatigue, dyspnoea, level of consciousness, and presence of deep vein thrombosis. This continuous and remote monitoring performed through periodic phone calls was set up to detect the progression of disease and to support direct referral to the GP for clinical assessment and access to the emergency room for evaluation with consequent hospitalization, if necessary.

Within a few weeks since the onset of the COVID-19 outbreak in the province, the rapidly increasing number of home-quarantined patients who needed monitoring created a demanding challenge among the health care authorities and professionals.

**Selecting a Priority During the Very Start of the COVID-19 Outbreak**

Since the onset of the COVID-19 outbreak in the province of Trento, TS4.0—as the leading player in the field of digital health within the province—was immediately given the mandate to facilitate the process of designing and delivering eHealth services to support a swift reaction to the pandemic. No specific extra-financial funding was acquired for this task to be implemented during the emergency period, as this has been considered part of the standard coordination activities of TS4.0.

Within this context, the TS4.0 Steering Committee identified the urgent need for core actions such as the rapid implementation of a digital solution to support health care staff in charge of monitoring patients with COVID-19, particularly those who are home-quarantined. This decision was the result of both internal consultations and a prompt negotiation with the COVID-19 Special Unit (the overview of the organizational asset is provided in Multimedia Appendix 1). The reasons behind this decision were both organizational and technological. From an organizational viewpoint, it was rapidly clear that the number of home-quarantined citizens was steadily increasing in the very first weeks since the onset of the epidemic and health care staff in charge of monitoring these patients were extremely exposed to overwork. Furthermore, because clinical management of the patients in the hospital was clearly a sole responsibility of the health care staff, the periodical collection of information on home-quarantined patients could be (partially) assigned to the
patients themselves, by and with reliable and ready-to-use self-care or self-monitoring solutions. From a technological viewpoint, it was considered that specific apps for telemonitoring and self-care of patients had already been piloted and used in the context of previous projects, and a technological tool in use for the management of integrated home care in Trentino was already available as part of the standard care (the so-called “@home platform”).

In terms of technological assets, a multidisciplinary approach was also adopted. A working group comprising medical doctors, nurses, information technology (IT) specialists, technologists, researchers, and project managers from the PAT, APSS, and FBK was set up under the coordination of TS4.0, with the aim of collecting clinical requirements and designing, testing, and implementing technological tools.

As previously mentioned, the project was based on an already existing partnership among the Department of Health and Social Policies of PAT, APSS, and FBK. This previous collaboration represented the ideal basis to quickly develop and deliver a ready-to-use tool for supporting health care staff in charge of monitoring patients. Clinical colleagues from APSS, including members of the COVID-19 Special Unit, were responsible for setting up the clinical assumptions and criteria behind the technological asset, whereas IT professionals from APSS and FBK were in charge of developing the app and linking the system with the already-existing telemedicine system, which was in use by the nurses who provided home care. PAT colleagues provided guidance and inputs in line with the provincial strategy implemented during the COVID-19 emergency period, particularly the strategy related to patient management.

Development of an App for Monitoring Home-Quarantined Patients With COVID-19

Overview

The aim of rapidly incorporating a technological and organizational approach toward COVID-19 monitoring in Trentino was motivated by the need to support the health care staff in dealing with the sudden increase in the workload presented during the first stage of disease transmission.

To reach this objective, the TreCovid19 system was specifically set up to (1) regularly and automatically collect self-reported symptoms from home-quarantined patients with COVID-19 through a smartphone app; (2) translate subjective self-reports of these symptoms into numerical scales; and (3) allow a set of alerts based on specific cut-offs, periodically informing health care staff about the status of the patients and optimizing interventions and direct contacts if required.

The mobile app was embedded into an already existing telemedicine platform, adopted by home care practitioners. The core approach adopted for this endeavor was to merge organizational and technological components by embedding a telehealth service (mainly supported by a dedicated app) into the already-existing framework of clinical procedures for monitoring of home-quarantined patients.

The system was rapidly developed by designing and delivering two components: (1) an app for patients to support daily self-collection of symptoms and (2) a dashboard for medical doctors and nurses in charge of monitoring patients.

App to Support Patients’ Daily Self-Collection of Symptoms

The TreCovid19 app homepage has a number of functionalities that are divided into two main types (see Figure 1). The first category is related to providing official information about the COVID-19 pandemic and general information to cope with it, such as recent updates about the epidemic data, video tutorials delivered by APSS, tips and advice on specific safety procedures, information on regional and national decrees, and regulations related to the COVID-19 pandemic.
The second category constituted the core tool for patients and is represented by an automated chatbot functionality. The app would periodically activate a specific chat with the patient, administering a set of items to gather self-reported data on their health status and related symptoms. The different pieces of information were collected twice a day (once in the morning and once in the afternoon) and communicated in real time to the central system. In case the level of self-reported symptoms exceeded the cut-offs set by the health care staff (see Table 1), a specific alarm was sent via email to the COVID-19 Special Unit for immediate (re)action.

**Dashboard for Health Care Staff**

The dashboard for the health care staff was based on the so-called @home system [13,14]. Such a system is constructed on top of the APSS technological tool currently in use for the management of integrated home care in Trentino. The @home application was successfully adopted to improve efficiency in managing the reporting process of all interventions performed by home care case managers. The adoption of the system reduced the workload for reports management, as well as reduced paperwork for nurses.

The dashboard for the health care staff was developed using a customer relationship management commercial tool, whereas nurses could use a dedicated tool during home visits. The dashboard uses a specific Platform as a Service (PaaS), which makes it possible to operate on isolated virtual environments.

The integration currently available in the @home platform allows a proper link with consent and privacy documentations available within the official document repository, in addition to a secure link and integration with the health register, the register of operators or health care staff, and the APSS notification system.

**Setting up Clinical Requirements**

To set up the COVID-19 quarantine monitoring tool (mobile app) for patients, a rapid review of the available scientific literature, technical documents, and reports was performed by the clinicians collaborating within the working group. A number of assessment scales were also reviewed by medical experts from the COVID-19 team to identify potential items to be included in the monitoring tool, such as standard validated scales [15]. A multidisciplinary approach was adopted, by setting up a working group comprising medical doctors, nurses, IT experts, and project managers, to set up an automated monitoring tool.
to be used in the very first wave of the epidemic. The working group was constantly in contact with and reporting to the steering committee, to ensure an effective decision-making process. It should be underlined that the unexpectedness of the first COVID-19 outbreak and related organizational complications were detrimental to both the health care staff and IT staff in developing the system in a very short period. Other major challenges rose due to the relative uncertainty regarding clinical manifestations and related indicators of COVID-19 in the first few months of the epidemic outbreak, rendering it difficult to construct a stable and reliable list of indicators to be translated into the app functionalities.

Therefore, a pragmatic decision process was adopted by the core group of medical doctors in charge of managing the provincial COVID-19 task force. After a round of internal meetings, a core set of key indicators and related cut-offs were identified, as well as core IT functionalities. The proposal was negotiated and agreed with the Steering Committee group. In addition, a shared decision was taken to group the participants into two categories according to their clinical status, as follows:

- **Red group (Acv19):** patients considered to be COVID-19 positive, determined based on one of the following criteria: reporting clinically relevant symptoms; a positive swab test result; or relevant clinical parameters based on radiological examination.
- **Blue group (AIOcv19):** cohabitants or family members living with a patient who has tested positive for COVID-19. The blue group was specifically initiated to monitor developments in the conditions of the cohabitants, specifically to signal their potential infection by the virus.

Table 1 details the key pieces of information that have been identified by the team of medical doctors and nurses in charge of monitoring the disease progression (the detailed questionnaire is provided in Multimedia Appendix 2). An automated alarm system was designed considering the shown variables and their cut-off values.

### Table 1. Participants’ grouping, variables, and cut-offs adopted for the TreCovid19 app.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cut-off score or criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body temperature (°C)</td>
<td>≥39</td>
</tr>
<tr>
<td>Pain (Numerical Rating Scale)</td>
<td>≥4</td>
</tr>
<tr>
<td>Fatigue</td>
<td>≥7</td>
</tr>
<tr>
<td>Peripheral oxygen saturation (SpO₂, %)</td>
<td>≤95</td>
</tr>
<tr>
<td>Dyspnoea</td>
<td>≥4</td>
</tr>
<tr>
<td>Level of consciousness</td>
<td>Confused or coma</td>
</tr>
<tr>
<td>Deep vein thrombosis</td>
<td>Yes</td>
</tr>
<tr>
<td>Respiratory rate (per min)</td>
<td>≥22</td>
</tr>
<tr>
<td>Assumption of antipyretics</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aFatigue was measured based on a self-reported assessment scale ranging from 0 (not at all) to 10 (very much).

*bSpO₂ was considered only when oximeter was available.

*cN/A: not applicable.

### Selecting the Patients

Considering the emergency context in which the telemonitoring system has been set up and delivered, researchers, health care staff, and managers decided to adopt a conservative approach. In line with a precautionary principle, only patients with relatively stable medical conditions were contacted and provided access to the app, thereby restricting the use of the app to a limited number of eligible patients. This was decided to (1) allow proper adoption of the system and related procedures in view of a potential scale-up of the initiative and (2) guarantee a controllable margin of safety for patients in this first phase of emergency.

Therefore, patients were included based on the following inclusion criteria: diagnosed with COVID-19 and home-quarantined, residents of the province of Trento, reporting relatively stable medical conditions, ability to use a smartphone or living with a cohabitant with a smartphone, and voluntary participation. Medical doctors and nurses of the COVID-19 Special Unit were in charge of the assessment of the medical conditions, based on the experience they gained through managing the very first group of patients monitored until that time. Exclusion criteria were as follows: reporting severe medical conditions, belonging to vulnerable populations (eg, those with complex general and/or chronic health conditions), and reporting specific social and/or psychological needs (eg, anxiety management).

It should be underlined that, mainly because of emergency issues, neither the exact number of potential eligible patients nor precise clinical patterns were collected and registered. Only a limited number of patients were eligible mainly because of (1) the unexpectedness of the COVID-19 epidemic, (2) the exponential increase of the number of infected patients, and (3) the relative uncertainty about the clinical manifestations and related indicators of the infection. In addition, the app had been developed within a period of two weeks, to ensure the
availability of a monitoring tool to support health care staff in the shortest possible time; therefore, the app was adopted only for a convenient sample of patients. The decision of assigning the app to a patient was based on the clinical assessment performed by the health care staff in charge of monitoring the patients, following the available guidelines and experiences gained through the very first epidemic wave. Expanding the patient sample and extending the service to patients who were nonresidents of Trentino was not considered feasible.

**Setting up the Procedural Flow**

The procedure of the telemedicine system is presented below. Patients were contacted via phone by the COVID-19 Special Unit—the team in charge of monitoring COVID-19 cases. Members of the team assessed potential eligibility of patients via phone per the abovementioned criteria (see section “Selecting the Patients”).

After the eligibility for being enrolled in the project was confirmed, the participants were grouped into the two abovementioned categories, namely, Red group (Acv19, comprising patients considered to be COVID-19 positive) and Blue group (AIOcv19, comprising cohabitants or family members living with a patient with confirmed COVID-19). COVID-19–positive patients and their cohabitants were invited to access the mobile app TreCovid19. Activation of the app required patients to enter their health insurance code and fiscal code, matching with the health care platform. The app was then linked with the specific clinical profile of the patient.

Nurses and medical doctors were in charge of training and assisting patients in the process of downloading and activating the app, providing telephone support in case of issues related to installation and use. The participants underwent remote quarantine management monitoring, and the app was used to automatically prompt patients from both groups to fill in the requested information twice a day (morning and afternoon). Once an alert was received by the health care staff, the participant was contacted via phone by a trained operator (either a doctor or a nurse), to remotely assess the health status and the progression of the disease.

Two potential outcomes of the assessment were set up:

- **Typing error:** the alarm was triggered by incorrect data, entered by mistake. In this case, a manual correction of the parameter was performed to ensure accurate tracking and recording of data. Typing errors accounted for a very small part of the generated alarms.
- **No typing error:** the alarm was triggered by data correctly entered by the participants.

In the latter case, the health care staff performed a telephone-based in-depth assessment of patients’ general conditions and previous parameters, resulting in one of the following scenarios: (1) continuous use of the monitoring system based on the app; (2) intensifying remote monitoring by adding periodical phone calls to the app usage; (3) direct referral to the GP for clinical assessment, in view of the need to incorporate additional interventions (eg, pulse oximeter delivery at home, home-visit scheduling, or access to the emergency room for evaluation with consequent hospitalization if necessary). In general, and based on the telephonic in-depth assessment, health care staff considered that the validity of the self-reported data was appropriate, with few exceptions related to the potential overestimation of some symptoms.

**Ethical Issues**

Dedicated information sheets and informed consent were already available for the telemedicine system in use. A specific information sheet was developed for patients when downloading and activating the TreCovid19 app.

To further improve safety and reliability of the system, a set of piloting phases were performed to ensure secure transmission of data and proper functioning of the alerting system and related cut-offs. Specific data to allow proper insights about the validity of self-reported data were not collected (eg, comparison between self-collected versus health care worker–collected data). Nevertheless, based on the information gathered through the telephone-based in-depth assessments, the validity of the data collected through the app was considered acceptable. Constant supervision of the system was ensured during the project piloting phase.

**Results**

The multidisciplinary group developed the technological platform for patient monitoring in time for its wide use during the very first months of the epidemic in the province of Trento. It should be highlighted that the first cases officially reported in the province (n=4) were identified on March 3, 2020, whereas at the end of March, the number of COVID-19 cases increased to 2529. The TreCovid19 platform was developed and made available in an extremely short period (approximately 2 weeks), which was possible owing to the existing infrastructure on which the new service had been constructed. This swift reaction enabled the monitoring of 170 home-quarantined patients with COVID-19 from March-end to June 2020 (see Figure 2). The large majority of patients monitored through the telemedicine system were enrolled in April.
Of the 170 patients specifically selected for this piloting phase, 107 (62.9%) were assigned to the red group (Acv19), that is, COVID-19–positive patients in quarantine; the remaining 63 (37.1%) were assigned to the blue group (AIOcv19), that is, cohabitants or family members living with a COVID-19–positive patient. Of the enrolled patients, half were female (85/170, 50%) with a mean age of 37.83 (SD 15.54 years). The red group sample comprised 52 (48.6%) female and 55 (51.4%) male patients (age: mean 38.95, SD 14.98 years), whereas the blue group comprised 33 (52.4%) female and 30 (47.6%) male participants (age: mean 35.92, SD 16.26 years). With regard to the red group (Acv19), 2570 monitoring measurements were collected by the app (24 measurements per user on average), whereas 1057 sets of measurements were collected by the app (17 measurements per user on average) in the blue group (AIOcv19).

On the basis of the available data, none of the patients neither deteriorated nor needed prompt hospitalization. Once recovered, the patients were simply asked to uninstall the app, which was then unlinked with the @home system as well.

Discussion

Principal Findings

To our knowledge, the TreCovid19 app represents a unique example of swift design and delivery of a technological innovation supporting health care staff dealing with the monitoring of home-quarantined patients during the first COVID-19 wave in Italy and in other European countries as well. The uniqueness of this experience lies in the fact that (1) the app can be considered as one of the very first telemonitoring tools launched during the first COVID-19 wave [8,9] and (2) it was launched in Italy, one of the first Western countries to be significantly hit by the COVID-19 pandemic [6]. Despite the critical contextual situation, this project has successfully achieved its goals owing to the two key strengths discussed below.

The first commendable strong point is in the presence of a pre-existing joint center for digital health at the province level. In fact, the TreCovid19 initiative was promoted and coordinated by the Competence Centre on Digital Health (TS4.0), a strategic alliance among the three core health stakeholders in the province, namely, PAT (Department of Health and Social Policies), APSS, and FBK. Despite the unexpectedness of the first COVID-19 outbreak and associated organizational complications, this collaboration represented a pivotal asset to promote swift development of the telemonitoring system within a considerably short period, promoting a prompt convergence of organizational, clinical, and technological competences within different institutions.

The second strong point is the integration of a specific telemedicine system (TreCovid19) within the health care platform already in use by thousands of citizens and an organizational asset, providing an immediately available tool for piloting a novel telemonitoring system. In fact, the pre-existing digital health infrastructures already in use for patients and the health care staff in the province of Trento [12,13,16] allowed an efficient development and delivery of a digital tool to tackle the epidemic, while the health care provincial institutions were under enormous pressure.

Limitations

The core limitation of this initiative is related to the swift and unstable scenario in which such a telemedicine system has been developed and adopted. First, the unexpectedness of the first COVID-19 outbreak and organizational complications associated with it have exposed the health care and IT staff to a challenging scenario while developing the system within a very limited timespan.
Second, the relative uncertainty about the clinical manifestations and related indicators of COVID-19 made it difficult to construct a stable and reliable list of indicators and triggers to be translated into the app functionalities, at least in the initial months of the epidemic. Furthermore, no specific clinical, automated, or laboratory-based indicators were considered to triangulate the different pieces of self-reported information collected in the preliminary phase of this project. Because of the emergency situation and the pressing need for implementing an immediate action, the project team used a rough validation strategy based only on the completion of the requirements from the clinical team over a thorough trial analysis. For the same reason, the collection of specific data on this process was not considered critical in this phase—again, because the urgency of having a platform immediately usable for the emergency purpose was the core priority considering the increasing number of patients to be monitored. In addition, clinical evidence, as well as well-structured guidelines about specific cut-offs, were not always available when the system was designed.

This explains why researchers, health care staff, and health managers decided to adopt a conservative approach in line with a precautionary principle, and to enroll in the project a limited and convenient sample of patients with relatively stable medical conditions. This was decided to (1) allow proper evaluation of the system and related procedures and (2) guarantee a controllable margin of safety for the patients in this first phase. As a result, it was not possible to obtain a larger sample size and, therefore, to test the app and its functionalities among a larger audience, providing further validity and robustness of these findings.

The system has not been promoted as standard procedure nor scaled considering several organizational, technological, and contextual factors of emergency during the very first wave of the COVID-19 epidemic. At the same time, proper qualitative and quantitative assessments are foreseen to explore the organizational and contextual factors (eg, digital literacy, internal procedures, clinical requirements) that can potentially contribute to or hamper larger adoption of the system. Likewise, an improved co-design of the app and an update of the clinical information and related cut-offs could further improve the usability of the system. In fact, a larger implementation of a reliable telemedicine system to support patients monitoring could be particularly important during the fall/winter season of 2020 and the first part of 2021, when a relevant increase in the number of home-quarantined patients is more likely to occur.

Lessons Learned: Do’s and Don’ts

When health care institutions are facing a health tsunami of sorts as the one we all experienced during the first wave of the COVID-19 pandemic, there is a clear need for a rapid reaction and swift delivery of viable procedures and tools to tackle that calamity. On the basis of this experience, we have identified some core do’s and don’ts learned through this initiative.

The first issue is related to the swift identification of the key priority to be addressed, among the different urgent issues to cope with. In our case, monitoring of home-quarantined patients with COVID-19 has been immediately considered a key component in the management of the epidemic, particularly in the first phase of the outbreak, also with a view of preventing overflowing of patients into the intensive care wards. Even if this initiative represented a challenging action considering the relative uncertainty about the clinical manifestations and related indicators in the early stage of the epidemic, developing a dedicated telemedicine system seemed to be a vital action to support the health care staff in delivering efficient health care services despite the huge increase of infected patients. This prompt identification of a list of priorities to be addressed (in this case, telemonitoring) could occur only if teamwork and well-organized collaboration among key stakeholders are already in place.

The second issue is related to the ability to select pre-existing infrastructures, adapt them in light of new contextual factors, and deliver the service within a reasonable timeframe. The provision of a telemonitoring system was essential if it was possible in the shortest timeframe possible, considering the rapid increase of the COVID-19 epidemic that was putting the health care provincial institutions under enormous pressure. Developing a new tool for monitoring COVID-19–positive patients from scratch would have resulted in an impossible and detrimental task.

In other words, the result achieved in the province of Trento could be linked to specific contextual dynamics, that we consider to be even more essential factors in the framework of sudden outbreaks and public health calamities; these include the availability of a pre-established collaboration, pre-existing technological infrastructures, and a multidisciplinary approach. The first essential factor was the availability of a former collaboration in place among the key health organizations within the province (ie, the partnership among APSS, APT, and FBK). This was likely the key factor of success of this very initiative. In the context of a pressing pandemic, such prevailing teamwork and the availability of pre-existing tools and technological infrastructures have represented a solid foundation for coordinating a complex task such as the swift delivery of an ad hoc telemonitoring system to tackle a relatively unknown epidemic. The TS4.0 alliance has also enabled the rapid adaptation of already available eHealth platforms that have been speedily converted into a ready-to-use tool to tackle the sudden COVID-19 outbreak.

An additional factor of success was the multidisciplinary approach adopted. The harmonization between technological assets and organizational procedures, as well as putting together the clinical know-how, public health expertise, and IT knowledge, was possible only because of a multifaceted and integrative working method. The fact that medical doctors, nurses, project managers, and IT technicians were already exposed to long-term cooperation in the field of digital health resulted in a prompt and smooth cooperation within a critical context due to the COVID-19 pandemic.

Finally, we would like to further emphasize the importance of the abovementioned factors in view of potential, future scenarios similar to the COVID-19 outbreak. First, this experience has underlined the clear need for establishing solid collaboration among key health, policy, and research organizations at the local level, ideally by establishing specific joint centers for...
digital health. If already present, these alliances must be strengthened considering their potential pivotal role in case of tsunamis in the field of public health. In fact, this approach could guarantee the availability of an organizational asset to enable a prompt and swift reaction to emergencies. Second, promoting multidisciplinary collaboration and mutual inspiration among IT experts, public health managers, and health care staff could represent a vital long-term investment to ensure smooth convergence of different stakeholders in emergency circumstances. Lastly, the design of technological and digital health infrastructures with high levels of flexibility and adaptability could also be a strategy to pursue, to make these infrastructures flexible in case of emergency.

Lessons Learned: Evaluation and Assessment

We discuss here a number of lessons learned through this initiative in terms of evaluation and assessment, albeit time constraints led to the lack of a robust methodological asset for evaluating and testing the system.

First, there is a clear need to develop an approach for assessing and validating technological tools developed in a strict period of time for emergency purposes, such as the one described in the present paper. Evaluating to what extent the harmonization between technological assets and organizational procedures is put in place should be a key action, even when a rapid reaction to the emergency leads to a swift adaptation and implementation of available technologies to address the containment of the health care crisis.

Second, in ideal conditions, the adoption of robust study designs should be considered, even within a context of emergency such as the COVID-19 outbreak. Setting up a clear study design (eg, case-control design) within this first phase of the project could have further improved the interpretation of outcome and results of this initiative. For instance, the idea of including a control group was discussed, but the emergency prevented the project team to design a suitable research plan, as the core objective was to deliver a ready-to-use system to support the health care staff in the very early phase of the epidemic outbreak. More advanced strategies for implementing robust study designs for reacting to emergencies should be considered in future crisis scenarios.

Third, the opportunity of a broader psychological-sociological assessment of the experiences of family members and patients monitored at home, as well as the experience of the health care staff adopting the technological tool, could have represented an added value in evaluating the initiative. Moreover, a cost-effectiveness analysis of the entire initiative would be a critical, albeit complex, task to further assess the viability and sustainability of the technological–organizational asset.

Conclusions

To conclude, we would like to highlight that the rapid onset of the COVID-19 pandemic urgently called upon the need for swift changes in health care provisioning, as well as the need for a rapid “design-to-deliver” approach such that specific solutions that can support the management of a rapidly increasing number of patients can be made immediately available to health care staff. Within this scenario, monitoring of home-quarantined patients with COVID-19 was a key component, as it constituted a challenging but important action to deliver efficient health care services and to control patients’ status and related hospitalization levels.

This paper describes how we managed to develop and deliver, in short time, an eHealth tool to assist health care staff in coping with an inflow of home-quarantined patients with COVID-19, even in the period of a severe and unpredictable outbreak.

The TreCovid19 system has provided useful insights of possible viability and impact of a technological–organizational asset to manage a potentially critical workload for health care staff involved in the periodic monitoring of a relevant number of quarantined patients, notwithstanding its limitations due to the rapid implementation of the whole initiative. TreCovid19 presents high potential to further support the local health care system when facing higher peaks of the COVID-19 epidemic or future health care emergencies. With this perspective, further optimization of the system, its potential extension to larger groups of home-quarantined patients in the Italian province of Trento, and a robust validation assessment of the entire model might further increase its applicability.
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